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Abstract— The issues of increasing the efficiency of the 
space station crew activity by using local positioning systems to 
support such activities as photographing the Earth's surface 
and searching for objects stored on board are considered. The 
use of such tools makes it possible to increase the productivity 
of the crew, as well as to ensure the collection of data on the 
location of crew members, on the use of the useful volume of 
the station, which allows optimizing the design of 
compartments and the layout of on-board equipment. As part 
of the implementation of the Vizir space experiment on the 
Russian segment (RS) of the International Space Station (ISS), 
a study was carried out of the principles, methods of 
construction and technical characteristics of local positioning 
systems, on the basis of which devices to support the activities 
of spacecraft and station crews can be developed. Systems in 
three areas of target application have been studied: a 
goniometer system, an automated storage of objects, and a 
system for monitoring the location of the astronauts. The 
experimental use of the considered local positioning systems on 
the RS ISS made it possible to create new technologies for 
performing flight operations aimed to increase the efficiency of 
the crew and the efficiency of solving the target tasks of the 
station as a whole. 

Keywords—local positioning system, space station, crew, 
goniometric system, smart shelf 

I. INTRODUCTION 

Astronauts' working time is one of the most expensive 
resource on the space station. Therefore, the issues of 
increasing the efficiency of the station crew are relevant. 

The issues of increasing the efficiency of crew activities 
by automating them using technical means built on the basis 
of local positioning systems to support such activities as 

photographing the Earth's surface and searching for objects 
stored on board are considered.  

The use of such tools makes it possible to increase crew 
productivity, as well as to ensure the collection of current 
and statistical information about the location of crew 
members, about the crew’s use of the station’s useful 
volume, which allows optimizing the design of 
compartments and the layout of on-board equipment. 

II. AUTOMATION OF THE PROCESS OF OBTAINING THE 

EARTH'S SURFACE IMAGES USING FREELY MOVABLE 

CAMERAS 

During the flight, astronauts of the International Space 
Station (ISS) take a large amount of photographs - hundreds 
of thousands of images of the Earth's surface during a six-
month flight. Images of the Earth's surface, obtained by the 
crews of orbiting manned spacecraft (SC) through windows 
with video and photo cameras, are used for scientific and 
practical purposes [1, 2] in many sectors of the economy. 

However, until recently, the effectiveness of using these 
images has been low. This is due to the fact that in order to 
use an image of the Earth's surface, it is necessary to 
georeference it. The georeferencing (binding) is performed 
on Earth by special personnel. This is a complex and time-
consuming process. Moreover, for many homogeneous 
images (forest, sea), it is impossible to georeference due to 
the lack of any unique landmarks. 

There are two ways to survey the earth's surface from a 
manned spacecraft. The first one is to install the camera in a 
gimbal, which has sensors for the camera’s angles of rotation 
relative to the spacecraft. The second is shooting with a 
freely movable camera, i.e. a camera that does not have a 
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rigid connection with the spacecraft body. Data on the 
orientation of the camera relative to the spacecraft in this 
case are not available. 

When shooting using the first method, you can calculate 
the vector of the camera’s optical axis and determine the 
coordinates of its intersection with the earth’s surface - the 
longitude and latitude of the center of the image. In this case, 
it is relatively easy to link the image, since the intended 
identification area by the image specialist is a circle with a 
radius of about 15 km on the orthophotomap of the earth's 
surface around the calculated point of intersection of the 
camera's optical axis with the earth's surface. 

Astronauts prefer the second shooting method. 
Weightlessness creates for a non-fixed camera the conditions 
of an ideal three-degree suspension, to which vibrations from 
the spacecraft structure are not transmitted, which allows the 
astronaut to point the camera at objects with high accuracy, 
track their passage, quickly move the camera to a new target, 
taking into account the current situation, quickly photograph 
phenomena and objects, appearing in the field of view. 

However, when shooting with freely moving cameras, it 
is much more difficult to georeference the resulting images 
than with the first method. The position of the camera's 
optical axis relative to the SC associated coordinate system 
(ACS) at the time of shooting is unknown. Based on the time 
of photographing, we can calculate only the coordinates of 
the sub-satellite point. Therefore, the expected zone on the 
orthomosaic for shooting subject identification by an image 
specialist is a circle with a radius of about 800 km around the 
sub-satellite point. 

Therefore, it is important to improve the means and 
methods for capturing the Earth's surface from a spacecraft 
by cosmonauts using freely movable cameras [3]. 

A. Creation of a goniometric system for freely movable 
cameras 

To enhance imaging techniques for a freely moving 
camera, it was developed 4 options an goniometric system 
(GS) which, in the absence of a mechanical connection 
between the camera and the SC body, ensures the 
determination of the angles of the optical axis of the camera 
relative to the SC ACS. 

Option 1. 

The GS based on two rigidly attached photo cameras 
(PC) and external markers located on the SC’s internal 
surface in the area of imaging equipment (GS-2PC). 

The main disadvantage of this option is that the 
georeferencing of images of the earth's surface cannot be 
performed automatically and requires operator participation 
due to the variability of the interior of the manned spacecraft. 

Option 2. 

The GS is based on an angular velocity sensor TIUS-500 
manufactured by Optolink, Russia (GS-TIUS) [4]. 

The error in calculating the coordinates of the image 
center based on GS-TIUS data is 20-30 m. It is acceptable. 
But from an ergonomic point of view, GS-TIUS turned out 
to be inconvenient, since it has a low limit to the linear 
measurement range (the equipment is sensitive to sharp turns 
and collisions), so 20% of the data was lost due to an 

unintentional collision of the camera with the spacecraft 
structure during the shooting process. 

Option 3. 

The GS is based on an angular velocity meter MTi 
produced by Xsens Technologies B.V., the Netherlands (GS-
MTi). 

A significant disadvantage of the MTi device is that it has 
a large linear component of the systematic error in the values 
of rotation angles (up to 0.6 deg/s), which is unacceptable for 
a long shooting process. 

Option 4. 

The GS is based on ultrasonic sensors (GS-U), developed 
by the RUCEP company, Russia, according to the Technical 
Specifications of Rocket-Space Corporation Energia, Russia. 
The GS-U consists of the following components: 

 platform attached to the camera, with a Wi-Fi emitter 
and ultrasonic emitters powered by the camera; 

 platform (frame) placed around the porthole, with 
ultrasonic receivers, 

 control unit (CU); 

 Wi-Fi communication unit; 

 set of cables located behind the internal panels of the 
SC; 

The control unit and ultrasound receivers are powered 
from the crew computer. At the time of shooting, the 
distances between the emitters and receivers are measured. 
Next, the spatial orientation of the camera relative to the SC 
ACS is calculated. 

The radio channel is used to synchronize receivers and 
transmitters. 

B. Results of comparison of goniometric systems 

An analysis of the GS options, which took into account 
the possibility of automatically calculating the angular 
position of the camera in the SC ACS, the possibility of 
pointing the camera according to target designations, the 
presence of restrictions on the work of the crew and other 
criteria, showed that option 4 is the most preferable. 

This option has been selected for further use. 

Photos of GS-U are shown in Figures 1,2. 

To increase the efficiency of the process of surveying the 
earth's surface from a manned spacecraft using GS-U and 
processing the images, new technologies were developed: 

 technology for georeferencing the Earth images, 

 technology for supporting the astronaut's pointing of 
the camera at given objects, 

 technology for planning observations of list of 
objects. 
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Fig. 1. Photocamera with a platform of emitters: 1 – platform attached to 
the camera; 2 – ultrasonic emitters. 

 

Fig. 2. Receiver platform with control unit: 1 – platform located around 
the window, with ultrasonic receivers; 2 – porthole; 3 – cable 
connecting the control unit to the crew computer; 4 - control unit with 
Wi-Fi communication device; 5 - cable for connecting ultrasonic 
receivers to the control unit; 6 – ultrasonic receiver. 

C. Technologies for image reference, guidance support 
and survey program planning 

The following data is used as initial data for the Earth’s 
images georeferencing technology: 

 coordinates and orientation of the spacecraft at the 
moment of shooting; 

 matrix of rotation of the receiver platform relative to 
a given porthole; 

 matrix of porthole rotation relative to the associated 
spacecraft coordinate system; 

 matrix of camera rotation relative to the emitter 
platform. 

The main stages of georeferencing an image: 

 calculation the rotation matrix of the emitter 
platform relative to the receiver platform based on 
CRS-U data; 

 calculation the camera rotation matrix relative to the 
spacecraft coordinate system; 

 calculation the coordinates of the center of the image 
as the point of intersection of the camera’s optical 
axis with the earth’s surface; 

 identification by the operator of the shooting object 
on the orthomosaic of the earth's surface using the 
coordinates of the image center; 

 converting an image file to orthographic projection 
and enters it into the database [5, 6]. 

Technology to support the astronaut's pointing of the 
camera at given objects, including calculation of the current 
position of the spacecraft, determination of the angular 
position of the camera lens axis relative to the spacecraft, 
calculation of the coordinates of the intersection of the lens 
axis with the earth's surface and generating visual and/or 
voice instructions to deflect the camera axis so that the center 
of the image aligns with a given object. 

GS-U constantly calculates the direction of the camera 
axis. Based on these data, as well as the location of the 
spacecraft in orbit and its orientation, the coordinates of the 
intersection of the camera axis with the Earth’s surface and 
the deviation of this point from a given object are calculated. 
In this case, the astronaut is given visual and/or voice 
instructions on where to deflect the camera axis so that the 
center of the image aligns with a given object. The camera 
shutter can be released manually by the astronaut, or 
automatically by a signal from the GS-U when the deviation 
of the center of the camera frame from a given object is 
acceptable.  

Visual information to support guidance is provided using 
an additional small-sized display (Figure 3) located on the 
camera. 

Voice information is provided through the on-board 
computer [7, 8]. 

 

Fig. 3. Emitter platform with a small-sized screen. 

The technology for planning observations of ground-
based objects includes predicting the SC orbit, calculating 
the position of objects along the flight path, estimating the 
time spent by the astronaut to point the camera at each 
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individual object and to reorient the camera between 
observations, and determining the required number of 
cosmonauts and cameras involved in the filming [3]. This 
technology is based on the experience of planning space 
experiment programs at Russian orbital stations, starting with 
the Salyut station [9 – 15]. 

The problem of planning a survey from an orbital 
spacecraft with hand-held cameras of a given list of objects 
is considered as a problem of choosing a route for a mobile 
observer, taking into account existing restrictions on the 
moments of surveying [16, 17]. It is required to construct a 
program for shooting a given list of objects in such a way as 
to ensure the specified duration of shooting of each object 
and minimize the total time of reorienting the camera from 
one object to another. If all objects cannot be photographed 
by one astronaut on one orbit, then the desired route should 
consist of segments, each of which is a sequence of objects 
photographed by a separate astronaut with a separate set of 
imaging equipment. Within the framework of graph theory, 
an algorithm for solving the problem is proposed as a 
problem of minimum dimension equal to the sum of the 
number of survey objects and the number of sets of 
observation equipment used. Taking into account the 
specifics of the problem under consideration, which consists 
in the fact that the possibility of surveying objects arises 
sequentially as the spacecraft passes over the survey area, an 
algorithm is proposed that provides optimized solutions 
without restrictions on the number of surveyed objects. 

The technology for planning observations of ground-
based objects includes estimating the average speed and 
accuracy of camera reorientation by an astronaut between 
objects, including both angular and linear movement of the 
camera near the window and between windows [18 - 21]. 

Based on this assessment, the possibility of including the 
object in the shooting program is determined. 

When drawing up an observation program, the route of 
potential observations is calculated in the form of obvious 
simple solutions - ordered sequential objects in the order of 
time of their minimum distance from the ground path or in 
the order of time of their visibility zones from the SC (if such 
solutions are available). 

In the absence of simple solutions, the exact shortest 
solutions are calculated, obtained by database search (if 
computational resources are available) and optimized 
solutions (by solving optimization problems). 

Based on the results of the analysis of these decisions, the 
required number of astronauts and filming equipment is 
determined, and the best option is accepted for 
implementation. 

Figure 4 shows examples of optimized solutions for a 
catalog of 40 objects under the following conditions: the SC 
orbital altitude is 400 km, the viewing angle of the 
observation equipment from nadir is 30°, the speed of 
reorientation of the sighting axis of the cosmonaut's 
observation equipment is 30°/s, the minimum visibility time 
catalog objects from the SC 20 sec. 

In Figure 4, the graphs are shown in a reference system 
fixed along the ground path. The dotted line reflects the 
directions to the observed object from the SC at the 
beginning and end of the observation. The dashed line 
reflects the intervals corresponding to the projections on the 
ground path from the intervals when the SC was located 
when the object was available for observation. 

 
 

 
(a) 

 
(b) 

Fig. 4. Optimized sequences of object observation with minimum 20 sec time of object visibility from the SC 400 km orbit: (а) - Δ=12 s, K=1; (b) - Δ=20 s, 
K=2 (Δ – minimum guaranteed shooting time for each object; K – number of parallel shooting processes). 

The graphs show solutions with K=1, 2 sections of the 
route (each section corresponds to an individual set of 
observation equipment) and an indication of the duration of 
observation of each object Δ achieved in the solution. 

If it is necessary to increase the volume of filming, the 
technology allows us to develop anoption with the 
involvement. 
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D. Conclusions 

 A set of hardware and software tools and 
corresponding technologies have been developed to 
photograph the Earth's surface with freely movable 
cameras on board an orbital SC and to process the 
resulting images. 

 The use of the presented goniometric system and 
camera pointing support tools was approved by the 
cosmonauts of the Russian segment of the ISS. 

 The use of the presented tools makes it possible to 
increase the efficiency of the process of obtaining 
and processing images of the Earth's surface. 

 The presented instruments can be used to capture 
and process images of various external objects of a 
manned SC. 

III. AUTOMATION OF THE STORAGE PROCESS 

On the ISS, an identification system based on bar codes 
is used to store and account for spare parts for crew life 
support equipment, spare parts, etc., hereinafter referred to as 
storage items (SITEs). The volume of SITEs on the RS ISS 
reaches 10,000. At the same time, the database stores a 
complete list of storage units, storage location and other 
additional information. If, when using a storage unit, each of 
SITE displacement is entered into the database, then the 
system allows you to find the required SITE in a short time. 
However, during the activities of astronauts, situations are 
possible when data is not entered into the database. This is 
due to the fact that errors may occur in the work of 
astronauts due to the need to switch attention when 
performing several flight operations simultaneously. The 
likelihood of errors increases when working under time 
pressure, the presence of disturbances, such as the receipt of 
messages from the control center, from other crew members, 
the receipt of data on the state of on-board systems, the 
activation of on-board automatic alarms, etc. As a result of 
errors, not all SITE replacements are recorded in the 
database. The amount of unreliable information is steadily 
increasing. This leads to the fact that a partial or complete 
inventory of storage facilities is planned on board, which can 
take several crew working days. Therefore, it is relevant to 
develop technology for storage and tracking of SITE, which 
reduces the likelihood of presence corrupted information in 
the storage database. 

A. Development of a storage system 

It was developed and investigated on RS ISS storage 
system for crew medicines. It is so called “smart shelf” (SS) 
based on radio tag technology (RFID technology) [22 - 24]. 

The SS includes the following units: 

 a rack consisting of four compartments for storing 
medicines; 

 antenna for reading RFID tags (in each 
compartment); 

 control unit with Wi-Fi communication device; 

 tablet PC;  

 containers for medicines (CM). 

Each CM is intended for one drug and is a plastic plate 
that has a mechanical interface with the SS, equipped with an 
RFID tag.  

Figure 5 shows the preparation SITE for loading into SS 
on the RS ISS. 

SS constantly monitors the availability of CM in the SS. 
Access to the SS equipment database is possible both using a 
tablet computer included in the SS, and through the on-board 
local network from the any on-board computer, as well as 
through a radio channel from the control center computer. 
This allows you to entrust control of the state of the contents 
of the SS to the MCC personnel, freeing the crew from this 
task. 

 

Fig. 5. Cosmonaut Sergei Kud-Sverchkov holds a CM in his hand while 
testing the SS equipment tter platform with a small-sized screen. 

In the event of a crew error, for example, failure to return 
the CM to the SS, the control center can quickly identify this 
event and give an appropriate recommendation to the crew. 
This allows preventing the accumulation of deviations in the 
SS database. 

The probability of correctly identifying the contents of 
the SS for the selected design is 100%. 

B. Conclusions 

 During testing of the SS equipment, the 
performance, functionality and ergonomics of the 
selected SS structure were confirmed. 

 The SS is integrated into the structure of on-board 
systems and the space complex, which allows real-
time work with the SS from any on-board 
workstation connected to the on-board network, 
from a workplace in the MCC, if there is a MCC-on-
board communication channel. 

 It is proposed that promising space station modules 
be equipped with the required number of SS, taking 
into account the number and range of important 
SITEs, the presence of which must be monitored 
during the flight and to which quick access is 
required during the flight. 

IV. AUTOMATION OF THE CREW MEMBERS’ LOCATION 

TRACKING PROCESS 

In the operation of manned orbital stations, there are a 
number of flight operations in which the mission control 
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team needs to know the location of crew members, as some 
instrument or piece of equipment that is critical. It is 
necessary to know the location of each crew member inside 
the station when making decisions in the process of 
eliminating emergency situations; when the crew performs 
dangerous operations (for example, EVA). In addition, to 
plan the work of astronauts, to improve flight operations and 
to design promising space stations, statistics on the location 
of crew members in various work areas of the station are 
needed. It should be taken into account that astronauts do not 
like to constantly be in the field of view of video cameras. 

A. Development of a system for determining the 
coordinates of an astronaut’s position in the 
compartments of the space station 

To increase the efficiency of the process of determining 
the coordinates of an astronaut’s location in the internal 
compartments of the space station on the RS ISS, a 
coordinate reference system using infrared sensors (CRS-I) 
[25 - 28] was developed and studied. 

CRS-I includes the following elements: 

 infrared autonomous receivers (IRR); 

 autonomous infrared beacons (IRB); 

 control unit (CU); 

 on-board computer with software. 

The diagram of the CRS-I is shown in Figure 6. 

 

Fig. 6. Diagram of the CRS-I system in the interior of the space station: 1 
– on-board laptop; 2 – control module; 3 – infrared beacon; 4 – 
infrared receivers. 

Figure 7 shows a photograph of an astronaut with two 
CRS-I beacons attached to his clothes on his shoulders. 

The CRS-I operates in a “pulse” mode. The MU launches 
each IRB located in the controlled space in turn via a radio 
channel. In response, each IRB emits an IR pulse. Each IRR 
that has received an IR pulse from the IRB transmits to the 
CU the two-dimensional coordinates of the center of the light 
spot formed as a result of the action of the IR pulse on the 
IRR sensor. Measurement data from the CU enters the 
computer, where the current three-dimensional coordinates 
of all IRBs currently located in the controlled space are 
calculated. 

 

 

Fig. 7. Cosmonaut Oleg Novitsky with two IRB attached to his shoulders. 

B. Methodology for calculating the coordinates of an 
astronaut’s position 

Determining the location of an object (cosmonaut) 
relative to the ISS coordinate system is carried out as 
follows. 

After deployment of the system, calibration is carried 
out: the parameters of the relative position of the beacons 
installed in given fixed positions are determined, and the 
parameters of the relative position of several beacons fixed 
on the given moving parts of the astronaut are determined for 
several (at least two) given fixed positions of the moving 
parts of the astronaut.  

During the monitoring process, the following operations 
are performed. 

1) The control unit generates control actions on the 
beacons - it launches each beacon in turn via a radio 
channel.  

2) The IR receivers measure and transmit to the control 
unit information about the center of the light spot formed as 
a result of the IR pulse hitting the receiver detector.  

3) The control unit transmits measurement data to the 
on-board computer.  

4) Based on the measurements received from the IR 
receivers and the specified parameters for the location of 
detectors and optical systems of the receivers, the current 
three-dimensional coordinates of all beacons currently 
located in the controlled space are calculated (note: to 
determine the coordinates, it is necessary to obtain 
measurements from at least four receivers). 

5) Based on the current values of the beacon coordinates 
and the parameters of the relative position of the beacons, 
determined for given fixed positions of the astronaut’s 
moving parts at the calibration stage, the parameters of the 
cosmonaut’s current position relative to the RS ISS 
coordinate system are calculated. 
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C. SKP software 

The initial data for the coordinate calculation algorithm 
are:  

 coordinates of the light spot formed as a result of the 
IR pulse hitting the receiver sensor, in the receiver’s 
coordinate system; 

 coordinates of the infrared receiver in the coordinate 
system of the RS ISS; 

 the value of the angles between the axes of the 
receiver coordinate system and the axes of the RS 
ISS coordinate system. 

The following algorithm is used to calculate the three-
dimensional coordinates of an object. 

1) The translation the linear coordinates of the center of 
the light spot into angles that determine the direction to the 
beacon relative to the optical axis of the receiver. The 
resulting angles are converted into a three-dimensional 
vector in the coordinate system of the receiver. This vector 
is translated into the RS ISS coordinate system.  

2) The beacon coordinates are calculated by finding the 
intersection of the point of closest convergence of two three-
dimensional rays from receivers with the best signal 
amplitude (light spot brightness). 

The accuracy of determining the astronaut's location is 
about 1 meter. 

D. Conclusions 

 During testing of the CRS-I equipment, the 
operability and functionality of the cosmonaut 
position control system on the space station was 
confirmed.  

 The CRS-I equipment is integrated into the space 
complex, including on-board systems and ground 
control facilities, which makes it possible to 
determine the astronaut’s location in real time from 
any on-board workstation connected to the on- board 
network, as well as from the MCC personnel 
workplace.  

 CRS-I equipment can be used to monitor astronauts’ 
location during certain flight operations (carrying out 
work in an emergency situation, during emergency 
situations training, to control the movement of 
robotic products moving independently around the 
station).  

The disadvantages of CRS-I include the need to 
calibrate the equipment before each session, which 
does not allow its use in automatic mode. 
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Abstract — The tasks of ballistic designing a constellation of 
mini-satellites for regional space survey with the maintenance 
of their sun-synchronous orbits and problems on motion con-
trol of mini-satellites in low-orbit constellations are considered. 

Keywords — low-orbit constellation design, earth observation 
mini-satellites, spatial motion control 

I. INTRODUCTION 

Current problems of Earth observation by small satellites 
from low orbits are presented in review articles [1-3], and 
approaches to their ballistic justification, – in well-known 
monographs [4-9]. With a coordinated survey, the orbit of 
each mini-satellite in the constellation must pass through a 
given ascending node. Sun-synchronous orbits (SSO) [10-
17] have this property with a multiplicity of ,/ pdg TTn   

where dT  is the duration of sunny day and pT  is the nodal 

period of a spacecraft (SC).  

For regional Earth survey using a constellation of mini-
satellites, the most convenient orbits are with a daily multi-
plicity  and a height of 570  km, when a  period 86400dT  s 

 

 

Fig. 1. The Earth survey SC 

and multiplicity .15gn  Orbits 

with a higher multiplicity re-
quire an increase of the SC 
number in the constellation to 
ensure a given observation  re-
peatability interval and with a 
decrease in the orbital height, 
fuel costs significantly increase 
to compensate for the influence 
of a resistance to the SC motion. 

In the article we study 

(i) the tasks on ballistics of satellites constellation for 
regional Earth survey and maintaining the SSO with 
ensuring solar synchrony and stability of local mean 
solar time (LMST) [17] over long time intervals when 
correcting the SC motion by electric propulsion units 
(EPU) with small thrust;  

(ii) the problems of satellite guidance and motion control 
using a gyroscopic moment cluster (GMC) based on 
gyrodines (GDs), when the measurement of the SC 
motion coordinates is performed by a strapdown 
inertial navigation system with correction by signals 
from GLONASS satellites and a cluster of star 
trackers. 

The earth survey mini-satellite is equipped with a tele-
scope with optoelectronic converters (OEC) in its focal 

plane, Fig. 1. When performing scanning routes of the 
earth’s surface with a telescope, the OEC matrices operate 
in the time delay and integration (TDI) mode.  

With a known orbit, the survey route is determined by 
the law of the SC angular guidance to ensure the required 
movement of the optical image on OEC matrices. This law 
is formed according to the analytical relationships between 
the movement of the image and the change in the coordi-
nates of the SC spatial motion. 

II. CONSTELLATION  BALLISTIC  DESIGN 

To describe the SC motion, we use an inertial reference 
frame (IRF III ZYXO , basis ),I  orbital (ORF, basis O  

with the unit vectors of radial ,r  transversal   and bi-

normal ,)n  the SC body (BRF ,Oxyz  Fig. 1, basis )B  ref-
erence frames with the origin at its mass center O,  geodetic 
Greenwich reference frame (GRF), associated with the rotat-
ing Earth. The notation ),(col}{  ),(line][   ,t)(  ],[  
,  and ~,  are applied for vectors, matrices and quaterni-

ons, as well as  sinS   cosC  

In the column },,,,,{ epi r  of the SC location in 
orbit, we distinguish: (i) three osculating elements of its ori-
entation – longitude of the ascending node (AN)   inclina-
tion ,i  perigee argument   and (ii) three elements that de-
termine the size, shape of orbit, and the SC position – the 
focal parameter ,p  eccentricity e  and the true anomaly    
uniquely related to the argument of orbital latitude ).(tu   

The design of constellation orbits consists in determining 
the initial data, when the required repeatability of the passage 
of their traces through given points of the region on the 
earth's surface is ensured. Here, the SSO of all satellites in 
the constellation have the same height and pass through a 
single AN of the orbit on the earth’s surface, but at different 
times with the repeatability interval of rT  duration.  

We will assume that the constellation consists of N  local 
groups of mini-satellites and each local group has K  satel-
lites in the direction of their flight, for example, for 3K : 
left, central and right, with similar values of their longitude 
of ascending node (LAN).  

The initial data are the orbital parameters of the central 
satellite and duration of the repeatability interval. It is 
necessary to determine the number N  of the central satellites 
(local groups) within the entire constellation and initial 
parameters of the satellites’ orbits.  
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Fig. 2. Bands of regional Earth survey in the European part of the Earth Eastern hemisphere 

With the same flight height of spacecraft, the parameters 
of their orbit differ only in the time moments when they 
pass their AN with a longitude   

The number of central mini-satellites is determined tak-
ing into account the solar illumination of ground-based re-
gional observation objects, which depends on their geodetic 
coordinates, date and time of observation.  The best condi-
tions for optoelectronic observation of the earth's surface 
occur in the range from 10 to 14 hours local time [17]. It is 
advisable to extend this range from 9i t  to 15f t  hours. 

The location of satellites in each local group is deter-
mined by both type (route, object, areal, stereo, etc.), and the 
style of scanning optoelectronic survey – tracing, ortho-
dromic, with equalization of longitudinal an image motion 
velocity (IMV) on OEC matrices. For example, in an areal 
survey [18], the orbital planes of 3 mini-satellites in a local 
group are spaced in the LAN by an angle 84.0  deg.  

If we set the observation repetition interval 1rT  h, 
then to observe the entire surface of the Earth, the central 
mini-satellites are located in 24 orbital planes in the IRF 
with a step of their relative rotation by an angle 

 c ( /][deg361 [24 h])  [1 h] =15.04  deg. 

A well-known system of equations for the spacecraft 
translational motion in osculating variables with standard 

notations is used. All satellites in local groups are numbered 
in the order of the orbital planes in the IRF in ascending 
order of their LAN. 

Let the geodetic coordinates of a point on the earth's 
surface through which the path of the central satellite #1 
passes at the moment ot  be given, for example, as 53.5o B  

deg, 01.10o L  deg (Saint Petersburg), and on the calculated 

date 21.03.2023 the local time 00:00:09o t  is set. 

The paths of other central satellites must pass through 
this ground object at an interval of 1rT  h during daylight 

71915if  rN TttT  h, then the number of groups 

is .7/  rN TTN  For example, for the central satellite #1, 
the LAN of its orbit in the GRF is calculated, in which at a 
given time ot  the satellite path passes through the 

observation object with the geodetic coordinates oB  and .oL  

The turn .oL of the SC orbit around the Earth rotation 
axis does not change the angular relationships for the orbit 
elements; therefore, numerical integration of the equations of 
motion of the central mini-satellite #1, until it reaches a 
given geodetic latitude oB , allows determining the value of 

the orbit LAN )( oo tLLL   in the GRF. Here the values 
were calculated:  
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Fig. 3.  Bands of regional Earth survey for the European part of the Russian Federation 
 

79.47L  deg; LMST 20:53:09t when the satellite 
passes AN of the orbit );UTC( 08:42:06  in the IRF a longi-

tude of the AN 70.5o  SL  deg.  

Here oS  is the sidereal time of the Greenwich meridian at 

the time moment ,t  presented in angular measure.  

The central satellites of other local groups move in or-
bital planes with a turn in the IRF at an angle of 15.04 deg.  

At given number ]7,...2,1[n  of the central satellite, the 
value of its LAN is calculated in degrees at the form  

).1(04.15))(/180( o   nSL  

If each local group has 3K  mini-satellites, then the 
number of spacecraft in the entire constellation is .21sN   

The LAN values for the central spacecraft and the time 
parameters of the constellation are presented in Table I. 

TABLE  I 

The LAN values and parameters of the central  SC orbits

n , 
#SC 

  
deg

Date, 
d : m : y

UTC,  
h : m : s 

,t   
h : m : s

,ot   
h : m : s

1 -33.13 21.03.2023 06:42:08 09:53:20 09:00:00
2 -18.09 21.03.2023 07:42:08 10:53:20 10:00:00
... … ... ... ... ...
7 57.11 21.03.2023 12:42:08 15:53:20 15:00:00
1 -33.13 22.03.2023 06:42:08 09:53:20 09:00:00

When limiting 20||   deg to the roll angle   of each 
mini-satellite relative to the local vertical in the ORF, the 
band of available Earth survey (overview stripe) from geo-
detic latitude 32 deg to latitude 70 deg is shown in Fig. 2, 
gray central stripe (band). On the Earth surface, the average 
width of such an overview stripe is 445 km. Then the geo-
detic latitude changes along the route, the local time chang-
es, here by 35 minutes, which has little effect on the solar 
lighting conditions of the corresponding part of the region. 
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Let us now consider the possibility of using an orbital 
constellation of mini-satellites to survey the Earth from 
neighboring orbits. Firstly, we determine the position of a 
possible overview stripe for the central satellite #1, when 
observation is carried out one orbit later. Then in Fig. 2, we 
get a left overview stripe with a route running along the Na-
ples – Hamburg trajectory. It is not difficult to establish that 
in the survey from one orbit earlier, the right overview stripe 
in Fig. 2 is obtained – with a route running along the Ural 
ridge south to Kandahar. 

In total, here 15 such regional overview strips will be lo-
cated on the Earth surface, which have the variations in the 
UTC and LAN   values due to SSO precession. Local time 
and lighting conditions in all such strips are almost the same. 

The problem of regional land survey of the European 
part of Russia attracts attention when the geodetic latitude of 
the observed objects is from 43 to 70 degrees, Fig. 3.  

The 105 mini-satellite constellation used here consists of 
5 groups with 21 satellites in each group, which is simulta-
neously represented by 7 local groups of 3 mini-satellites. 
Satellites in each local group move in close orbits with small 
differences in their LANs. 

In the IRF, the orbital planes of the 7 central satellites of 
local groups are spaced apart by the LAN at an angle of 
15.04 degrees, and mini-satellites with the same end-to-end 
numbers in the groups from the 211  range move in orbits 
that differ in the LAN values by 5.5 deg. Each of these 
groups provides one of the 5 overview bands in Fig. 3. 

If required, then for each of these bands, it is possible to 
provide the same local survey time at the same geodetic 
latitude. For example, shown in Fig. 3, the calculation was 
performed under the condition that in all 5 groups the paths 
of the central satellites #2 (if they are numbered consecu-
tively in the group) cross the geodetic latitude 50B  deg at 
the same LMST value. The presented constellation of 105 
mini-satellites provides imaging of objects with a given 
range of changes in geodetic latitude throughout the entire 
northern hemisphere of the Earth when using other orbits of 
mini-satellites in the constellation. 

Let us briefly consider the problem of estimating fuel 
costs when shifting the earth overview bands to rearrange 
such an orbital constellation.  

To do this, it is necessary to perform one of two options 
for changing the position of each satellite in the constella-
tion: 1) rotating the orbital plane with changing its LAN; 2) 
change in the phase of the satellite’s motion – change in 
orbital latitude. Both types require high fuel consumption. 

First, let us consider a shifting overview band by chang-
ing the orbital LAN by an amount   deg. Using the 
results of the authors on control of a space robot, an estimate 
of the EPU fuel consumption 57.31m  kg was obtained 
for a maneuver duration of about 5 days.  

The phase change consists of a temporary increase in the 
orbital altitude followed by the return of the satellite to its 
original orbit. Here, a decrease in the average angular veloc-
ity of the SC orbital motion is applied and the orbital lati-
tude of its direction is changed to a sun-synchronous orbit.  

As the satellite moves until it passes through the AN of 
its orbit, the Earth rotates and, therefore, the spacecraft’s 
flight path shifts to the West, but then the effect of aerody-
namic drag again shifts the satellite’s path to the East. With 
such a maneuver, the spacecraft's flight altitude temporarily 
increases by 777 km, the duration of the maneuver is 1.03 
days, and the fuel consumption is 98.2m  kg. 

III. KEEPING MINI-SATELLITES ON SSO 

Methods for long-term keeping of earth survey satellites 
at given SSO using EPU have been studied in many scien-
tific works [10-17]. Let's introduce a notation 

L  for the 
required value for the geodetic longitude of the AN 

)(   tLL  in the GRF – the value of the longitude of the 

sub-satellite point at the time ,t  when the mini-satellite 
passes the ascending node of the corresponding orbit. 

As is known, the correction of the LAN L  is carried out 

by changing height )(th  (i.e., the semi-major axis ))(ta of 

the orbit, but to maintain solar synchrony and stability of the 
LMST, correction of its inclination is necessary. The task is 
to estimate the parameters of the orbit corrections – their 
number, periodicity, duration of EPU operation intervals 
and fuel consumption. Deviation || 



  LLL  of the 

LAN from required value, for example, a 1.0
L  degree, 

corresponds to a length of 11 km on the earth’s surface. 

The relationship between the deviation 
L  and the 

change )( cta  in the semi-major axis of SSO is presented 

in [17] as ac kta  )( √ )].3/(||)(8[ ec Lhta 
  Here, )( cta  

is the value of the semi-major axis of the orbit at the time ct  

for execution of the correction impulse on the SC velocity, 
h  is the rate of change in the orbital height due to aerody-
namic drag, e  is the angular velocity of the Earth's rota-

tion, and coefficient ak  takes into account the influence of 

other disturbances.  

In the developed calculation method, the values of the 
vectors of corrective impulses of the spacecraft velocity are 
first calculated on the basis of impulse theory, and then their 
implementation is calculated using low-thrust EPUs.  

When predicting the motion of a satellite on the next or-
bit turnover, the time instants of the satellite passing perigee 

t  and apogee ,t  are determined, the parameters of a two-

pulse transition between circular orbits, the semi-major axes 
of which differ by ,a  and the values of the vectors of ve-

locity pulses are calculated at perigee v  and apogee .v  

These vectors are directed along the velocity unit vector   
of the satellite  translational motion.  

Correction of orbital inclination is performed under the 
condition ,||  ii where i  is a limit of the permissible 
difference in inclination from its nominal value of 97.67 deg.  

In this case, impulses of the spacecraft velocity vector are 
formed at the nodes of orbit in the direction of its unit bi-
normal vector. 
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Fig. 4.  Deviations of the semi-major  axis and inclination of the SSO from their initial values 

 
Fig. 5.  Deviations of the LAN  and LMST from the nominal values when passing the ascending node 

Let us briefly present the results of computer simulation 
of processes during correction of the SSO semi-major axis 
and inclination with a nominal height of 570 km for the satel-
lite with a mass of 350 kg and the following data: 
  the EPU contains two electric propulsion engines with a 
total thrust of 58.0  H, which allows any necessary orbit 
correction to be performed in 1 orbit turnover; 
  the SC midsection area is 15 m2, the aerodynamic drag 
coefficient ;5.2xc  

  at the time moment ,00 t  orbital parameters ,410e  

,0 8.41
L deg, 1359.6948p km and 64.97i  

deg are adopted, which differs from value 67.97i  deg for 
minimizing |,| 00  tt s  where ts  is the right as-
cension of the mean equatorial  Sun. 

The estimated date is 21.03.2023, the initial values on 
the first orbit turnover are as follows 603.69381 a  km and 

645.971 i  deg, at the time moment 0t  satellite is in the 

ascending node at a longitude value oSL  
  in the IRF. 

Figure 4 shows changes in the semi-major axis 

1aaa   and inclination 1iii   of the SSO depending 
on the number n  of its turnover, and in Fig. 5 – changes in 
LAN   tL  and local mean solar time   ttt  at 

the instants of passage of the ascending node on the n -th 
orbit turnover, see green dashed lines in the absence of in-
clination correction. The developed method makes it possi-
ble to keep the deviation of the SSO AN values within spec-
ified limits. Under the influence of gravitational disturb-
ances, the LAN  tL  regularly shifts to the western limit 
of the permissible range, see Fig. 4. 

TABLE  II 

The EPU operating characteristics  and  fuel  consumption
Corrected
parameters

Period,
day

Number 
per year 

Duration per  
turnover, s 

Consumption 
per year, kg

a 12,54 29 339.77 0.329
i  66.71 5 638.17 0.0538

Total - 34 - 0.488
 

The inclination correction performed at the 1000th orbit 
leads to the restoration of solar synchrony of the orbit, stabi-
lization of the “oscillation amplitude” both  tL  and .t  
The created method ensures the maintenance of daily multi-
plicity, synchronism and stability of the LMST.  

Numerical estimates of the frequency of corrections, the 
duration of operation of the EPU on an orbit, and fuel con-
sumption when performing the above-described SSO correc-
tions were obtained, which are presented in Table II. 

IV. ANGULAR GUIDANCE OF SATELLITES 

The orientation of the BRF in the IRF is determined by 
the quaternion   and the vector }{ i  of modified Ro-
drigues parameters (MRP), and the orientation in the ORF – 
by the yaw 1 , roll 2  and pitch .3  angles. Angular veloc-
ity   and acceleration   vectors are used. 

The body of the satellite is considered a solid with mass 
m  and the inertia tensor J , with the position r and velocity 
v  vectors the model of its motion in the IRF has the form 

               
.+=+2;/ =

;+=)+(;=
dg

de

MMGJ

FPvvvrr










m
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Fig. 6.  Areal survey of cities in the Volga and North-Western regions of Russia in accessible overview strip with a geodetic latitude from 45.5  to 66 degrees 

Here vector eΡ reflects the EPU thrust, vector ,HJG    
H  is the angular momentum (AM) vector of GMC, vector 
of its control torque is ,g HM   vectors dF and dM repre-

sent disturbing forces and torques, and )(   is the symbol of 
the local derivative with respect to time. 

The authors have created analytical methods for synthe-
sizing the SC guidance laws during scanning surveys, which 
are based on the analysis of the IMV of ground objects on 
OEC matrices, angular guidance algorithms in the form of a 
set of smoothly conjugate vector splines MRP ).(t   

 

The problem of calculating the quaternion   of the ba-
sis B  orientation in the inertial basis I , the vectors of an-
gular velocity   and acceleration   in the form of explicit 
functions at a given time interval, is solved on the basis of 
the vector addition of all elementary movements of the tele-
scope in the GRF, taking into account the current observa-
tion perspective when specifying the initial coordinates of 
the ground object and the geodetic azimuth A  of the scan. 
 

For any point on the focal plane of the telescope, the 
longitudinal )~,~(

~ iii
y zyV  and transverse )~,~(

~ iii
z zyV  compo-

nents of the normalized IMV vector are calculated using the 
authors’ analytical relation 
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Here, vectors s
e  and s

ev  represent the angular velocity and 
the velocity of  the SC translational motion in the GRF, or-
thogonal matrix ||~||

~
jicC  determines the telescope orienta-

tion in GRF; e
ii fy y /~   and e

ii fzz /~   are normalized co-
ordinates when using the telescope focal length ef ; scalar 

function 113121
~/)~~~~(1 czcycq iii   and for the observation 

range )(tD , the components of normalized velocity vector 
s
ev  are represented as ).(/)(vv~ ee tDts

i
s
i  This relation is used 

to calculate the components of quaternion   vectors s
e  

and MPR    

Next, the guidance laws are approximated by vector 
splines and vectors ),(t  )(t , )(t  are analytically ob-
tained for scanning survey [18,19]. 
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When there are two adjacent scanning routes (SR) with 
given boundary conditions for quaternion  , vectors ,    

and  at the start time of the second route, the problem of 
the satellite rotating maneuver (RM) arises. Spatial RM on 

the time interval ],,[T fip
pp ttt   ,if p

pp Ttt   with the 

boundary conditions 

ffffffff

iiiiii

)(;)(;)(;)(

;)(;)(;)( 
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and restrictions are not the only ones. The method devel-
oped by the authors for synthesizing the SC guidance law 
under RM with the specified boundary conditions is based 
on the necessary and sufficient condition for the solvability 
of Darboux problem. Here, quaternion )(t  is presented as 
the result of the addition of three simultaneous rotations of 
“nested” bases kE  around unit vectors ke  of Euler axes as 

).()()()( 321i tttt    

Figure 6 presents the results of planning an areal survey 
of the cities in the Volga region (Volgograd and Nizhny 
Novgorod) and North-Western region (Vologda and Ar-
khangelsk) in accessible overview band with a geodetic lati-
tude from 45.5 to 66 degrees. In this band, surveying is car-
ried out by one local group of three mini-satellites: left SC 
#1, orange scans; central SC #2, green scans and right SC 
#3, blue scans. Here, we demonstrate the free assignment of 
targets for each spacecraft, for example, imaging Volgograd 
with three satellites, and imaging the remaining three cities 
with separate spacecraft. 

 

Fig. 7.  The GMC scheme and the region of variation of its AM 

V. DIGITAL CONTROL  ALGORITHMS 

The attitude and orbit control system (AOCS) of the 
mini-satellite uses a GMC with four GDs according to the 
well-known multiple 2-SPE scheme, Fig. 7. The AM vector 
of the p -th GD  ),(h)( g pppp  hh ,41p  has an unit 

vector ph  and its own angular momentum gh  is the same 

for all GD. The normalized AM vector )(h  of the GD 

cluster is calculated as )()( pp  hh   with },{ p and 

vector of the GMC control torque is formed according to 

relationships ,)(h g

hg

g uH AM   g
ku  with digital 

control g

ku  and matrix ./)()(h   hA   

The SC angular guidance law is represented by the pro-
gram values of quaternion ),(tp  vectors of angular veloci-

ty )(tp  and acceleration ).(tp  An error quaternion 

 pe
~

)( ,0  eΕ  with a vector }{ iee  corresponds to a 

matrix t
e3

e ][2 QIC e  with matrix ][03e  eIQ e  and 

an orientation error vector .2 0eei   The column of 
the angular velocity error is calculated in the form  

).(e tp
i   C    

With discrete filtering of the mismatch vector  , 

the values of vector f
k  are obtained at the time moments 

,kt ,..)2,1,0[0N k  with a period ,uT  which are used in 
the recurrent discrete control law for the GD cluster 

CgBg  kk 1
f
k ;   PgKm  kk (~ )f

k ;  

).~][( eeg
kk

p
κk

p
κkkkk mCCJGM    

Here, kkk HG J   is the AM vector and in order to elim-
inate the problem of redundancy of the GD cluster, vector 

g
kM  of its control torque is formed using the explicit distri-

bution of the GMC AM and is “recalculated” into a vector 
of digital commands for the GD angular velocities [20]. 

 

 

Fig. 8.  Scanning surveying of the Vologda surroundings  

 
Fig. 9.  The SC angular guidance law when surveying Vologda 

VI. COMPUTER SIMULATION OF THE AOCS OPERATION 

Simulation of the AOCS operation of a mini-satellite 
with kg,350m an inertia tensor )390 240, 438,(diagJ  

2mkg  on a SSO with an height of 570 km was performed 
when surveying the surroundings of Vologda (Fig. 8) using 
gyrodines when their AM 30gh   Nms and digital control 

period 8/1uT  s. 
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The angular guidance law of mini-satellite #1 in the first 
local group (see Fig. 6) in such an areal scanning survey is 
presented in Fig. 9, and timing characteristics of scans in 
given directions are shown in Table III. 

TABLE  III 

Temporal characteristics of scans when surveying  Vologda
Scan # Start, s  End, s  Duration, s

1   916.6875   932.875 16.2
2   947.6250    988.563 40.9
3   973.4375 1004.750 31.3

 

 
Fig. 10.  The AOCS errors and GD speeds when surveying Vologda 

 
Fig. 11.  The SR #2, the AOCS errors and GD speeds 

The AOCS errors in angles and velocities, as well as 
the GD angular speeds, are shown in Fig. 10, where the time 
intervals of three scanning routes are highlighted in lilac, see 
Tab. III. Note that SR #2 is performed with reverse accumu-
lation of the electronic image on the OEC matrices, when the 
module of the SC programmed angular velocity in pitch 
reaches a large constant value, see Fig. 9, red color. Details 
of this effect are presented in Fig. 11. When performing such 
routes, errors can be reduced by introducing astatism into the 
AOCS pitch channel.  

VII. CONCLUSIONS 

The problems of creating low-orbit constellations of 
mini-satellites for regional Earth observation with 
maintaining their sun-synchronous orbits over long time 
intervals using low-thrust electric propulsion units have been 
studied. Here, for the first time, available Earth overview 
bands are used with sets of local groups of mini-satellites 

that can be reconfigured to monitor the development of 
regional emergencies (floods, fires) with a given interval of 
repeatability. Modifications of authors' control laws for mini-
satellites when surveying specified territories have been 
developed.  

The results of planning the survey of Russian cities and 
computer simulation of mini-satellite control processes are 
presented, which demonstrate the effectiveness of the 
developed digital algorithms. 
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Abstract— The paper deals with a new approach to finding 
the relative vector between two objects with centimeter error 
using satellite navigation equipment. For this purpose, at large 
distances (more than 2 km) the algorithm on code measure-
ments of pseudorange, smoothed by integral phase with the 
help of modified Hatch filter is used. At smaller distances, on 
the other hand, the phase method is used; the phase uncertain-
ty disclosure (i.e., the search for the unknown vector of U0 
constants) is performed using a dynamic filtering algorithm. 
New measurements are continuously added to the system, us-
ing simple recurrence formulae to refine the value of U0 as 
each measurement arrives. Over time, the accuracy of the 
knowledge of this vector reaches a necessary threshold, which 
allows for a centimeter positioning error. The algorithms were 
tested on real satellite data from NASA's GRACE mission, in 
which two satellites flying in the same orbit approached to a 
distance of 1500 meters.  

Keywords— relative vector, centimeter accuracy, integral 
phase, Hatch filter, phase method, phase uncertainty, U0 vector, 
recurrence formulae, dynamic filtering, GRACE mission. 

I. INTRODUCTION 

Creation of a centimeter-precise algorithm that can calcu-
late the relative position vector of two objects relying only 
on satellite navigation equipment would significantly simpli-
fy the operation of both spacecraft and airplanes. For exam-
ple, the currently used satellite navigation equipment algo-
rithms have an error of about 2 m at 10-20 m distance [1], 
therefore, when docking with the ISS, a heavy (more than 
100 kg) and expensive system “Kurs” is still used, calculat-
ing the relative vector by readings of complex radio-
electronic equipment. In group flight missions (GRACE, 
TerraSAR, TandemX, etc.), where centimeter accuracy of 
spacecraft relative positioning is also required, laser range 
finders are used. However, the latter can only measure the 
distance between the vehicles along the line of sight. The full 
three-dimensional relative vector cannot be obtained with 
their help. Therefore, the subject of the research is the devel-
opment and testing on real satellite data of a relative naviga-
tion algorithm that satisfies the following requirements: 

1.Sub-meter accuracy (per 1 km range). 

2. No need to use any navigation equipment, except for 
only two receivers (one for each device) and inter-board 
radio line between them (this, among other things, will allow 
to abandon the use of ILS and MLS in aviation and land 
aircraft automatically even at remote improvised airfields). It 
is only enough that the algorithm meets ICAO CAT III 
standards (60 cm vertically and 4 m horizontally) [2]. 

All algorithms have been tested both with the help of 
simulation modeling of the group flight of satellites and on 

real data from the GRACE space mission (NASA/DLR): it 
consisted of two satellites flying together, the telemetry of 
which is publicly available. It includes data of post-
processing of antenna phase center coordinates with an accu-
racy of several mm and the so-called “raw measurements” of 
GPS receivers themselves: pseudorange and integral phases. 
This particular mission was chosen to test the proposed for-
mulae, because on December 10, 2005 the satellites were 
approaching at a distance of 0.5 - 2 km, at which it is easy to 
check the accuracy of the algorithms (Fig. 6). This will be 
the first study of these formulae in the conditions of free 
space flight of two spacecraft (before this investigation, simi-
lar formulae were tested on the calculation of the distance 
between the antennas on the ISS). 

The vectors of double differences of integral phases of 
the signals of all observed satellites were taken as 
measurement vectors. This allows us not to take into account 
in the solution the errors of navigation receivers' clocks and 
errors strongly correlating in place and time (errors of 
ephemeris and satellite clocks, ionospheric errors). Let us 
introduce the notations:  

uij = [(Pri1 ‒ Pri2) ‒ (Prj1 ‒ Prj2)]   (1.1) 
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This is a system of linear equations with respect to the 
unknown vector ∆ܺ. The value of ݆݅ݑ is measured, ܺ is the 
coordinates of the receiver on the passive spacecraft, and the 
coordinates of all NSs are calculated from ephemeris data, so 
ܾ݆݅ is a known value. ∆݆݊݅ݏ݅݋ is the unknown noise error. 
Assume that at a given second we have a common 
constellation of n satellites for the on-board and ground 
receiver. Let us compose the measurement vector ܷ for the 
current second, the directional cosine matrix B and the error 
vector ∆: 
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Then the initial equation (1.1) will take the form: 

U B X   
  

   (1.5) 

If the matrix B is nongenerated, the optimal solution in 
terms of the minimum of the error modulus has the form 

* 1( )T TX B B B U 
 

.   (1.6) 

In the initial equation (1.4) there is an unknown noise 
error, which can severely degrade the accuracy of the final 
answer. To smooth these noises, we apply the so-called 
Hatch filter: 

* *
( 1) ( 1)

1 1
[ ( )]ik ik i k ik i k

T
Pr Pr Pr CP CP

T T  


     (1.7) 

Here: ܲ݇݅ݎ is the “raw” pseudorange value received by 
the receiver from the i-th satellite at the current time instant 
k; ܲ݇݅ݎ∗ is the filtered pseudorange value at the same time 
instant; ܲ(1-݇)݅ݎ∗ is the same but at the previous time instant 
k-1; ݇݅ܲܥ is the integral phase from the i-th satellite at the 
current time instant k; (1-݇)݅ܲܥ is the same at the previous time 
instant; ܶ is the filter constant equal to 300. At the initial 
instant of time, take ܲ0݅ݎܲ = ∗0݅ݎ. 

If now in formula (1.1) we replace pseudoranges by 
integral phases, we can obtain a system of equations similar 
to (1.5), in which the vector of integer wavelengths ܷ0 
appears as a free unknown term (phase uncertainty is the key 
problem of all phase methods). Here we recall that the 
integral phase represents the measurement of the distance 
between the receiver and the satellite, expressed in clock 
units of the carrier frequency: 

0CPU U B X  
  

         (1.8) 

By writing this equation for each second of the time 
range under study, we can obtain a system of such similar 
equations. For each j-th second from the range, we can write 
the following expressions (݊ܧ is a unit matrix): 
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We denote the expression in square brackets in (1.11) by 
 Accordingly, we .(݆ܦ = ݆ܦ݆ܦ) This matrix is idempotent .݆ܦ
can introduce the notations: 


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Then the original system of equations will take the form 
(1.14), and the optimal estimate of the unknown vector U0 
will be expressed through (1.15): 

 
0CPU BU
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   (1.14) 
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If we denote T T
m m CPW B B and U B U 

   , we 

can obtain simple recurrence formulae (1.16-1.17) (at m=0 
the initial matrices are zero): 

1 1m m mW W D      (1.16) 


( 1)1 1 CP mm m mU U D U      (1.17) 

Having accumulated measurements for m seconds, we 
obtain the estimation 

* 1
0 m mU W U


  (1.18) 

After that it remains to solve the system (1.8) similarly to 
the previous algorithm. In reality, the matrices ܹ݉ are also 
normalized at each step so that the computing machine 
retains the ability to quickly invert them. Either way, the 
recurrent addition of new dimensions to the system 
contributes to the gradual refinement of U0. 

Over time, the accuracy of the knowledge of this vector 
reaches a necessary threshold, which is what allows a 
centimeter positioning error to be obtained. Since the 
composition of the observed constellation of navigation 
satellites will almost inevitably change during the 
observation process, we have additionally developed 
algorithms for modifying the observation matrix when 
satellites appear and disappear. The results of the algorithm 
are given below. 

The proposed method of phase uncertainty disclosure 
differs favorably from the existing ones, such as the method 
of ambiguity functions, the method of primary and secondary 
satellites, direct search using geometrically free 
combinations. Unlike them, the algorithm presented in this 
paper does not require brute-force operations, has low 
computational complexity and simple computational 
formulae. Although it is sensitive to failures (phase shifts by 
a certain number of wavelengths, so-called cycle slip), they 
can be avoided by using a dual-frequency receiver. Also for 
this algorithm, methods of modifying the observation matrix 
when the composition of the constellation of observed 
satellites changes have been developed. 

The conducted studies allow us to conclude: the 2nd 
algorithm (with phase measurements) demonstrated an error 
not more than 10 cm (transverse error not more than 5 cm) 
on real GRACE data, however, it requires significant time (at 
least 500 s) for the convergence of the solution. Therefore, in 
practice, the positioning process will be two-staged. For 
example, when calculating the approaching of two vehicles, 
first, while the distance between them still exceeds 2-3 km, 
code-based pseudorange measurements are used. But at the 
same time the phase algorithm is also started. As soon as the 
latter reaches the required convergence accuracy, the 
navigation equipment starts using it, leaving the first 
algorithm for accuracy control and protection against 
failures. Determination of convergence accuracy criteria is 
the subject of further research. 
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Abstract — This paper is devoted to the development of a 
sliding mode quaternionic controller that allows synchronous 
change of angular positions of satellites in formation. The 
proposed regulator does not contain a "pure relay", which 
guarantees the continuity of the control signal. The modeling 
for a group of satellites was carried out, which showed good 
efficiency and robustness of the developed algorithm both 
under interference conditions and when the moments of inertia 
of the satellites change. 

Keywords — satellites formation, attitude coordination 
spacecraft; multiagent control; quaternion feedback; consensus 

I. INTRODUCTION 

Today, satellites play an important role in many areas of 
human activity. Determining and controlling the orientation 
of a spacecraft is a major part of its mission accomplishment. 
To date, many spacecraft have been successfully launched 
and most of them have successfully accomplished their tasks. 
Many scientific papers have been published on the problems 
of orientation determination and control [1]. Of particular 
interest is the control of angular stabilization of satellites 
when they form a formation. In such a case communication, 
computational and energy resource constraints significantly 
complicate the task. 

The aim of the paper is to develop and investigate a 
decentralized algorithm for controlling the orientation of a 
constellation of satellites based on quaternions and 
augmented with a consensus algorithm. 

The angular stabilization of a satellite is based on the 
classical problem of solid body rotation in space. Currently, 
4 approaches are used to solve the problem [1]. They use 
models based on 

 Euler angles; 
 modified Rodrigue parameters; 
 quaternions; 
 directional cosine matrices. 

Control systems based on Euler angles have proven to be 
very efficient because linearized models with Euler angles 
are controllable, and all the standard design methods of 
linear control systems. The drawbacks associated with this 
approach include that the model may fail when the satellite 
position is far from the point at which linearization is 
performed, and for any sequence of rotations there is a 
singular point at which the model degenerates. 

Control systems constructed by modified Rodrigue 
parameters cannot globally stabilize the system and also have 
a singular point. In turn, for models with quaternions and 
models based on matrices of directional cosines, controllers 
that allow for global stabilization of nonlinear spacecraft 
systems have been developed. These systems are 
independent of rotation sequences and do not contain a 
singular point. 

II. ALGORITHM DEVELOPMENT 

A.  Problem statement. 

The problem of angular stabilization of a group of 
satellites is posed as follows: there is a leader satellite, which 
moves in an elliptical orbit, but with a small eccentricity, the 
follower satellites form a certain formation together with the 
leader satellite [2-4]. It is necessary to realize synchronous 
change of angular positions of the satellites in the formation 
and further preservation of the given angular positions.  

Initially, the inertial coordinate system XYZ, the origin 
of which is associated with the center of mass of the Earth, is 
used to describe the formation. 

The radius vector cr


 and true anomaly   are used to 

specify the position of the leader satellite in orbit. The true 
anomaly   is the angle between the direction to the 
pericenter of the orbit and the position vector of the leader 
satellite cr


 with its vertex at the Earth's center of mass. 

Further, the vector cr


 and angle   are given by the absolute 

position of the origin of the movable non-inertial (relative) 
coordinate system xyz. The mobile coordinate system is 

The work was carried out in the organization BSTU "VOENMEKH" 
with the financial support of the Ministry of Science and Higher Education 
of the Russian Federation (additional agreement from 09.06.2020 № 075-
03-2020-045/2).). 
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rigidly connected with the leader satellite. The x-axis is 
directed along the radius-vector cr


, the y-axis lies in the orbit 

plane and is perpendicular to the radius-vector in the 
direction of motion, the z -axis completes the triple of vectors 
to the right. The absolute position of the follower satellite is 
given by the vector r


, and the position in the relative 

coordinate system is given by the vector  .  

The coordinate systems are shown in Figure 1. 

 
Figure 1 – Coordinate system 

Orientation changes occur in non-Euclidean space, 
causing difficulties in synthesizing the orientation control 
law, since the entire analysis must be performed on the 
corresponding set of the state space. One of the natural sets is 
the space formed by the special orthogonal group SO(3), 
whose elements are all orthogonal matrices with determinant 
1. Several controllers on SO(3) have been proposed in the 
literature, notably [5-6], but as shown in [7], control on 
SO(3) can at best provide near global stability, i.e., only 
trajectories on the open set converge to equilibrium. In 
addition, the complexity of the operation in SO(3) can make 
it difficult to analyze efficiency and robustness. 

The nonlinear equations of the spacecraft motion can be 
represented by a quaternion as follows [8] 

01
,

,

2

 
  

  


 

 



J M

q

J d

q


  
 (1) 

where 
0

( , )


q q q – singular quaternion,   denotes the 

product of quaternions, 3 – satellite angular velocity, 
J – symmetric and positively defined inertia tensor, 

3M   – control moment, 3d   – unknown disturbance. 

B. Satellite control low 

Let's introduce an error quaternion * e dq q q , where 

dq  the given quaternion, and *
dq conjugate quaternion.  The 

error dynamic equations will be in the form  

01
.

2e e
e

q q

 

   
 

  (2) 

The control objective is to minimise the quaternion error 
signals and the deviation of the current angular velocity   
from the target velocity d : 

0eq 


 при t  , 

0e   при t  , 
(3) 

Where 3  e d     

Let's define the sliding variable s  

0
sgn ( ) ,e e es q q   


 (4) 

where , 0,e d     and 

1 0
sgn ( ) :

1 0

if

if

 
    

 (5) 

function (5) is necessary to achieve global stability of the 
system. Due to non-ideal operation of relay devices, runout 
occurs in sliding mode control systems. To reduce the impact 
of this factor the bandwidth is introduced   . 

In [8], the following algorithm for controlling the angle 
of a satellite is proposed. For the system (1) with limited 
dynamics d D , and the inertia tensor J , which is 

additive ˆJ J J    , where Ĵ  nominal inertia tensor, and the 

uncertain part i , j i , jJ G  is bounded, the sliding variable s  

converges in finite time in the area s   , the control law 

will take the form: 

0

ˆ sgn ( ) saˆ ˆ ,t     
 

e ed
sJ qM J KJ q    (6) 

where sat – a saturation function, 3 0   – half of 
the bandwidth, which depends on the noise level. Robustness 
is achieved at coefficients of 

( sgn( ) ) ,     
 

i d e e i ii
k J G q q D      (7) 

where 0i  and  i
  denotes i th  element of vector 

  . In addition, the quaternion error converges exponentially 

to the region of a given quaternion. That is, the control 
objective is achievable. 

C. Satellite formation control law based on consensus 
algorithm 

The grouping of 1n  satellites is considered. The leader 
satellite moves freely along its trajectory around the Earth, 
and the follower satellites move along certain predetermined 
trajectories in relative coordinates. It is necessary to develop 
such a control law that the follower satellites align their 
angular position relative to the position set by the leader and 
converge to the same set angular velocity. 

The connections between satellites can be described 
using graph theory [9]. To do this, an adjacency matrix is set 
where if there is a connection between i and j satellites, and 0 
otherwise. 

Figure 2 shows the various connection graphs for the 5 
satellites in the formation. In the diagrams shown, node 5 is 
the satellite leader, and the rest are followers. Case a) is 
trivial, here each follower receives the required angular 
position directly from the leader and the problem is solved 
using algorithm (6) for a single satellite. Cases b) and c) are 
much more complicated. Some solutions for such problems 
were obtained in [9-11]. In this paper, a new algorithm for 
decentralized group control in sliding modes is proposed. 

The algorithm is in the form 

1

1

ˆ ,

1

sat

,




    
 

 

 
i

i
i

i i

n

i i

i ij i
j

j
i

M J

s a

K

N

s

s

 
 (37) (8) 
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where 1,...,i n  – satellite number, iN  – number of 

satellites that giving information to i satellite, ijs  – the 

equation of the sliding surface (4) for a pair of satellites ij .  

а)  b)  

c)  
Figure 2 - Switching graph for three cases (a, b, c) 

III. SIMULATION 

For examining the developed control systems dynamics, 
a series of simulations were carried out in the 
MATLAB/Simulink software framework. The system 
considered was (1) and the control law (8). Three situations 
were modeled corresponding to three different connection 
graphs shown in Figure 2. A variant of setting the connection 
graph with switches is presented in: 

The initial angular positions of the satellites were set 
arbitrarily. The inertia tensors were different, interference in 
the input signals and external disturbances in the form of id  

= [ 1  1 -1 ] were taken into account. Coefficients for the 
control law: = 150, 0.01.8,K    : The results are 
presented in Figures 3-5. 

IV. CONCLUSION 

A quaternionic sliding mode controller is derived in this 
paper, which provides exponentially convergent sliding 
surface dynamics for any given rotation. The proposed 
controller does not contain a "pure relay", which guarantees 
the continuity of the control signal. The application of the 
algorithm is considered for three cases in which the satellites 
converge to the same given angular velocity, levelling their 
position during the transition. 

Group angular position control is implemented based on 
the consensus algorithm. It is shown that the introduction of 
the consensus algorithm improves the accuracy of angular 
stabilization of the satellite constellation. 

Computational experiments have shown good efficiency 
and robustness of the developed algorithm both under 
interference conditions and when the moments of inertia of 
the satellites change. 

The proposed method can be used for satellite formation 
control in cases where satellite orientation is important, for 
example, during antenna pointing, in synchronous turning 
tasks. This approach requires a minimum of computations 
during the turn, and also avoids turning along a suboptimal 
trajectory due to interference. 

 

Figure 3 – Simulation result for the case а) 

 

Figure 4 – Simulation result for the case b) 
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Figure 5 – Simulation result for the case c) 
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Abstract—This paper discusses the dynamic design of a small-

sized CubeSat spacecraft with a passive stabilization system. We 
propose a comprehensive approach for the joint selection of de-
sign parameters, such as the center of pressure displacement 
relative to the center of mass, moments of inertia, and setting 
requirements for the angular motion control system to stabilize 
the uncontrollable motion of the spacecraft in the desired direc-
tion. This approach is applied in the development of nanosatel-
lites at Samara University. 

Keywords—small-sized CubeSat spacecraft, aerodynamic 
moment, gravitational moment, spatial angle of attack, angle of 
own rotation, passive stabilization system 

I. INTRODUCTION 

Currently, small-sized CubeSat standard spacecraft are 
widely used not only for educational purposes but also for 
scientific purposes. As of January 1, 2024, according to the 
nanosats.eu website [1], 2323 such spacecraft have been 
launched. To conduct most scientific and technological ex-
periments in space, a certain orientation of the spacecraft is 
required, for example, for the placement of Earth remote 
sensing equipment [2], Sun tracking equipment [3], etc. 

In some CubeSats, reaction wheels and/or magnetic coils 
are used to maintain the necessary orientation [4, 5], which 
requires significant energy consumption and additional space 
for their placement. However, due to the very limited size 
and mass of CubeSats, it is advisable to consider the use of 
passive or combined (passive in combination with active [6, 
7]) stabilization systems, as they do not require or require 
reduced consumption of working fluid and energy. 

Since most spacecraft are launched into low Earth orbits 
of about 300-700 km, where gravitational and aerodynamic 
moments are predominant, it is advisable to use both mo-
ments to provide passive stabilization of motion relative to 
the center of mass. The choice of a specific type of passive 
stabilization depends on the orbit altitude, mission objec-
tives, and spacecraft parameters. 

A significant amount of research has been dedicated to 
studying the influence of aerodynamic and gravitational 

moments on the motion of a satellite relative to the center of 
mass, for example, [8, 9]. It is important to consider that for 
small-sized spacecraft, the angular acceleration caused by 
the aerodynamic moment is significantly higher than for 
larger satellites (with the same values of relative static stabil-
ity margin and volumetric density) [10], so passive aerody-
namic stabilization can be used over a wider range of alti-
tudes. For example, in studies [11–13], the problem of 
providing aerodynamic stabilization for CubeSat nanosatel-
lite is considered by orienting solar panels at a specific angle 
to its longitudinal axis after separation from the launch con-
tainer. The initial angular velocity is then dampened using 
hysteresis rods or an active magnetic control system (using 
the B-dot control algorithm). 

When designing a passive stabilization system, an im-
portant task is to determine the equilibrium positions of the 
spacecraft relative to the center of mass under the action of 
external forces and the nature of the spacecraft's motion in 
their vicinity. In this case, the parameters of the spacecraft 
should be chosen in such a way that the required orientation 
corresponds to a stable equilibrium position. Significant at-
tention in the literature is paid to determining equilibrium 
positions of spacecraft relative to its center of mass. For ex-
ample, in works [14–16], the dynamics of a satellite with a 
shape close to spherical is considered, with displacement of 
the pressure center relative to the center of mass in three 
coordinates and three unequal principal moments of inertia, 
when it is subjected to restoring aerodynamic and gravita-
tional moments. 

When designing CubeSat nanosatellite, it is necessary to 
take into account the fact that they have a rectangular paral-
lelepiped shape. Therefore, unlike spacecraft with axisym-
metric shapes, the aerodynamic moment depends not only on 
the spatial angle of attack but also on the angle of its proper 
rotation. It is important to consider the possibility of reso-
nant modes of motion due to the spacecraft's shape and the 
presence of small inertial-mass asymmetry when using aero-
dynamic stabilization based on velocity vector. Such modes 
of motion have been studied by the authors in works [17, 
18]. They manifest in a sharp change in oscillation amplitude 
with respect to the spatial angle of attack when a linear inte-
ger combination of the oscillation frequency of the spatial 
angle of attack and the average frequency of proper rotation 

The research was supported by the Russian Science Founda-
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is close to zero, which can lead to unpredictable orientation. 
Recommendations for preventing the occurrence of reso-
nances are provided in work [17]. 

 In [19], based on a probabilistic formulation, the authors 
considered various systems for passive stabilization of small-
sized spacecraft of the CubeSat standard using aerodynamic 
and gravitational moments. Analytical functions for the dis-
tribution of maximum angular deviations of the spacecraft 
axes from the required directions (orbital velocity vector and 
local vertical) were derived, along with formulas for select-
ing design parameters. 

Dynamic design of the small-sized spacecraft with a pas-
sive stabilization system in this study refers to a comprehen-
sive approach to jointly selecting the design parameters of 
the spacecraft (inertia tensor, center of pressure displacement 
relative to the center of mass) and the attitude control sys-
tem, ensuring the transition of the spacecraft to an equilibri-
um position after separation from the launch vehicle, corre-
sponding to the goals and objectives of the space mission. 

This work considers the problem of selecting parameters 
for a small-sized spacecraft to ensure the desired equilibrium 
position and range of angles and angular velocities in the 
vicinity of the equilibrium position that should be provided 
by the preliminary active damping system. As an example, 
the SamSat-ION nanosatellite (NS), created at Samara Uni-
versity, is considered. 

II. STAGES OF DYNAMIC DESIGN OF SMALL-SIZED 

SPACECRAFT WITH PASSIVE STABILIZATION SYSTEM  

The proposed comprehensive approach consists of the 
following stages. 

1. An analysis of the spacecraft mission is conducted, in-
cluding goals and objectives, characteristics of scientific 
instruments, parameters of the orbit, considering the space-
craft format, and the possible presence of deployable struc-
tures. Based on this analysis, a decision is made on the 
choice of the type of passive stabilization system and the 
need for using a preliminary active damping system, such as 
magnetic coils. 

In work [19], the following classification of passive sta-
bilization systems is proposed: single-axis aerodynamic sta-
bilization system along the velocity vector (region where 
aerodynamic moment exceeds gravitational); three-axis aer-
odynamic-gravitational stabilization system (region where 
aerodynamic moment exceeds gravitational); single-axis and 
three-axis gravitational stabilization systems (region where 
gravitational moment exceeds aerodynamic); three-axis 
gravitational-aerodynamic stabilization system (regions with 
any ratio of aerodynamic and gravitational moments). 

2. Following the chosen type of passive stabilization sys-
tem of the spacecraft, in accordance with the mission objec-
tives and characteristics of the scientific equipment, con-
straints on the maximum angles of deviation from the re-
quired directions that may occur during the spacecraft opera-
tion are determined. Using the analytical expressions ob-
tained in [19], based on the chosen law of distribution of 
initial angular velocities in the vicinity of the desired equilib-
rium position, nomograms are constructed. These nomo-
grams are used to determine preliminary values of design 
parameters for the spacecraft, such as geometric dimensions, 

margin of static stability, and moments of inertia to ensure 
the chosen type of stabilization. 

3. After this, the small-sized spacecraft is designed in a 
computer-aided design (CAD) system. During the design 
process, in accordance with the chosen orientation, a layout 
is developed. The aim of this layout is to ensure the mutual 
arrangement of the main components of the spacecraft in 
such a way as to meet the requirements of the design param-
eters. This includes considering both the technical require-
ments for the functionality of each element and the con-
straints associated with the physical parameters and volume 
of the spacecraft itself. 

Afterwards, the CAD system is used to determine the 
spacecraft's mass centering and inertial characteristics 
(MCIC). 

4. After completing the design of the small-sized space-
craft in CAD, detailed calculations are carried out using a 
complete model of the spacecraft’s motion relative to its 
center of mass. In this case, a refined model of aerodynamic 
characteristics is used, which more fully considers the exter-
nal geometry of the small spacecraft, including the presence 
of deployable structures. Calculations are performed under 
various initial conditions to ensure that the small-sized 
spacecraft will provide the required angular motion in space. 

At this stage, adjustments may be made to the design as 
necessary. For instance, the spacecraft layout may be modi-
fied to meet the prescribed motion parameters relative to the 
center of mass, or provisions may be made for installing 
balancing weights. 

Upon confirming the required conditions for angular mo-
tion through calculations, the final design of the spacecraft is 
agreed and manufacturing begins. 

5. After the spacecraft is manufactured, a series of exper-
iments is conducted to determine its MCIC on a specialized 
stand established at Samara University. This stand ensures 
the determination of the center of mass coordinates with an 
accuracy of no more than 0.5 mm and the determination of 
axial moments of inertia with an accuracy of no more than 
1.5% [20, 21]. Since the existing stand allows for determin-
ing the MCIC of the spacecraft only for the transport config-
uration, i.e., with the deployable structures folded, a recalcu-
lation is then performed for the flight configuration using the 
methodology described in [22]. 

The obtained characteristics are compared with those 
calculated in the CAD system, and if necessary, a decision is 
made regarding the installation of additional balancing 
weights. In this case, the CAD system is used to select the 
mass and optimal placement of these weights, considering 
the existing constraints. After the weights are installed, the 
MCIC of the spacecraft is determined experimentally again, 
considering the introduced changes. 

6. Following this, the motion of the spacecraft is simulat-
ed using the experimentally determined MCIC, taking into 
account the uncertainty in parameter determination under 
various initial motion conditions in the vicinity of the equi-
librium position. 

7. Subsequently, target objectives are formulated for the 
preliminary active attitude control system in terms of angles 
and angular velocities to transition the spacecraft to the des-
ignated equilibrium position. 
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III.  DYNAMIC DESIGN OF SAMSAT-ION NS   

The described approach is employed in the development 
of scientific and educational CubeSats at Samara University. 
As an example illustrating the proposed dynamic design 
technology, the SamSat-ION NS is considered, which was 
launched into orbit on June 27, 2023 [23]. Its objective is to 
study the parameters of the upper ionosphere, plasma state, 
and Earth's magnetic field along an orbit at an altitude of 558 
km. 

According to the proposed technology, taking into ac-
count the altitude of the flight and the scientific objectives of 
the mission, the spacecraft parameters were chosen to ensure 
a passive gravitational-aerodynamic stabilization system for 
orienting the sensitive element of the plasma parameter sen-
sor perpendicular to the direction of the oncoming flow. 

After choosing the gravitational-aerodynamic stabiliza-
tion system, a series of nomograms were constructed based 
on which the design parameter regions of the SamSat-ION 
nanosatellite were determined. 

When selecting the layout and designing SamSat-ION in 
the CAD system, the main challenge was to maximize the 
difference between the transverse axial moments of inertia, 
as this spacecraft has a 3U form factor, making it quite diffi-
cult to manufacture it dynamically asymmetric. Therefore, it 
was proposed to install a balancing weight in the form of a 
cylinder on one of the antennas, which allowed increasing 
the required difference in moments of inertia. 

Since the SamSat-ION NS has deployable structures: 
four rotating telemetry antennas, a magnetometer located on 
a remote rod, and a plasma parameter sensor with a deploya-
ble mechanism (Fig. 1), its aerodynamic characteristics dif-
fer from those of a spacecraft without deployable structures. 

 

Fig. 1.  SamSat-ION NS in the flight configuration  

Using CAD software, dependencies were calculated for 
the projection area onto the plane perpendicular to the on-
coming flow, as well as the coordinates of the center of pres-
sure in the velocity coordinate system depending on the ori-
entation angles. Figure 2 shows the dependence of the pro-

jection area of the SamSat-ION on the plane perpendicular to 
the velocity vector of the oncoming flow. This dependency 
is well approximated by the formula: 

( , ) 0,017 cos 0,047sin cos 0,039sin sinS          , 

where   is the spatial angle of attack,    is the angle of 
proper rotation [19]. 

 

Fig. 2.  Projection area of the SamSat-ION NS onto a plane perpendicular 
to the oncoming flow 

 Based on these dependencies, a model of aerodynamic 
characteristics was developed, which was used in the motion 
simulation relative to the center of mass.  

 As a result of a series of calculations of motion relative 
to the center of mass using the MCIC calculated in the CAD 
and refined aerodynamic characteristics, the layout of the 
spacecraft was finally agreed. 

After the SamSat-ION NS was manufactured, a series of 
experiments were carried out on a specialized stand to de-
termine the MCIC of the NS in the transport configuration, 
and then they were recalculated for the flight configuration. 
The obtained characteristics, taking into account the uncer-
tainty of their determination, satisfied the requirements for 
design parameters, so no additional balancing weights were 
required. Table 1 shows the experimentally determined 
MCIC of the flight model of the SamSat-ION NS. 

TABLE 1. MCIC OF THE  SAMSAT-ION NS IN FLIGHT CONFIGURATION 

Characteristics Values 
Mass m, g 3602 ±0,4 
Center of mass coordinate xc, mm 173,8± 0,5 
Center of mass coordinate yc, mm 49,5 ± 0,5 
Center of mass coordinate, zc mm 54,6 ± 0,5 

Axial moment of inertia xJ , 

kg·m2   
0,01007± 0,00013 

Axial moment of inertia yJ , 

kg·m2 
0,05402 ± 0,00013 

Axial moment of inertia zJ , 

kg·m2 
0,05258 ± 0,00013 

Products of inertia xyJ , kg·m2 -0,00015± 0,00020 

Products of inertia xzJ , kg·m2 -0,00310 ± 0,00020 

Products of inertia yzJ , kg·m2 0,00009 ± 0,00020 

 

Then, calculations of the motion relative to the center of 
mass were carried out using experimentally determined 
MCIC and the developed aerodynamic moment model, tak-
ing into account the presence of deployable structures. The 
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simulation was carried out for various parameters of the NS 
within the error limits of the experimental determination of 
the MCIC. Multiple simulations of spatial motion for the 
formed equilibrium position regions in terms of angles and 
angular velocities, considering the action of aerodynamic 
and gravitational moments, showed that deviations of the 
spacecraft axes from the required directions, even in extreme 
cases of parameter distribution, ensure three-axis gravita-
tional-aerodynamic stabilization when initial values of an-
gles and angular velocities are consistent. 

Thus, the dynamic design technology proposed in the 
study allows for the maximum consideration of the peculiari-
ties of small-sized spacecraft behavior in low orbits and min-
imizes the required energy expenditure to maintain the 
spacecraft's operational orientation. 
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Abstract—Attitude determination and control algorithms to 

support optical payload onboard nanosatellites are considered. 
Attitude information is obtained from fiber-optic gyroscopes 
and a star tracker, and the issue of accounting for time delays 
in the star tracker measurements is addressed through the use 
of the Kalman filter. To meet pointing requirements, the 
desired satellite attitude and vector of the required angular 
velocity for ground target tracking are implemented onboard. 
The stabilization law is synthesized using the Lyapunov 
function. Simulation results demonstrate the achievability of 
accuracy characteristics in terms of both attitude angles and 
angular velocity. 

Keywords—nanosatellite, CubeSat, Earth observation, fiber-
optic gyroscope, star tracker, time delay, Lyapunov function, PID 
controller, reaction wheels. 

I. INTRODUCTION 

The problem of high-resolution Earth remote sensing 
solved by Earth observation satellites is relevant nowadays 
[1-4]. Since a satellite constellation is necessary for the real-
time monitoring of any region of the planet, such factors as 
the time to develop and manufacture a satellite or the cost of 
its launching into orbit are significantly important. Such 
advantages are provided by nanosatellites of the CubeSat 
format. The Earth observation nanosatellite is based on the 
CubeSat 12U platform; it has dimensions of 30×20×20 cm 
and mass about 20 kg. The achievable resolution of the Earth 
images is 2.7 m and the estimation accuracy of the target 
position is 1000 m at an orbit altitude of 570 km. 

To meet the performance requirements, the attitude 
determination and control subsystem (ADCS) on the satellite 
must provide an absolute pointing accuracy for the optical 
payload better than 0.1 ° and a relative pointing accuracy 
(pointing stability) better than 0.03 °/sec. The latter 
requirement is related to the limitation for the maximum 
image jitter during the exposure time (e.g. part of a second). 
In order to fulfill the pointing requirements imposed by the 
mission, a small-sized star tracker (STR) and a three-axis 
medium accuracy fiber-optic gyroscope (FOG) were chosen 
for attitude measurement. Note that it is reasonable to install 
the optical payload in a small spacecraft with rigid mounting. 
Thus, the rotation of the camera is carried out by the rotation 
of the entire satellite. 

The paper is organized as follows. Section 2 presents the 
structure of the ADCS and discusses the problem of the STR 
placement with respect to the satellite axes. In section 3, an 
Extented Kalman filter (EKF) for the satellite attitude 
estimation is presented, with particular attention given to the 
compensation of a time delay in the STR measurements 
when calculating the combined measurements. The results of 

the attitude estimator performance during orbital motion and 
camera pointing mode are also presented. Section 4 describes 
the synthesis of a control law using the Lyapunov function 
and analyzes the simulation results of the control subsystem 
performance when tracking the desired angular position. 

II. ADCS COMPONENTS 

The basic parameters of the selected STR and FOG are 
given in Tables I and II. 

TABLE I.  STAR TRACKER PARAMETERS 

Parameter Value 

Dimensions, mm 56×60×93 

Mass, g 193 

Noise (1σ), '' 
in cross-boresight (σy ,σx) 
in boresight (σz) 

 
10 
70 

Maximum angular velocity, °/s 3 

Field of view, ° 22 

TABLE II.  FOG PARAMETERS  

Parameter Value 

Dimensions, mm 80×95×62,5 

Mass, g 700 

In-run bias stability over temperature  
-40°C to +60 °С (1σ), °/h 

0,3 

Scale factor error over temperature 
 -40°C to +60°C (1σ), % 

0,02 

Random walk (Allan variance), °/√h 0,01 

 

The satellite's location on orbit is determined using a 
GNSS receiver, which provides an accuracy of 30 m. A 
redundant cluster of four reaction wheels is implemented to 
control the satellite three-axis attitude [5-7]. The reaction 
wheels parameters are presented in Table III. 

TABLE III.  REACTION WHEEL PARAMETERS 

Parameter Value 

Maximum torque, mNm ±3 

Maximum momentum, mNms ±58 

Maximum speed, rpm 10000 

The developed satellite includes one STR, but it's 
installation directions (see Fig. 1) are optimized to avoid the 
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interference of the stray light from the Sun or Earth during 
the Earth observation mode. Furthermore, the interference to 
the STR is also reduced by optimizing the choice of the 
horizontal attitude angle for pointing mode. The following 
expression is used to transform the output quaternion of the 

STR ( )i
sQ t  to the satellite body frame: 

( ) ( )i i b
b s sQ t Q t Q  , 

where «~» denotes the quaternion conjugation, «  » defines 

the quaternion multiplication, and b
sQ  is the quaternion 

which defines the orientation of the STR with respect to the 
satellite body frame. 

 

It should be noted that the ADCS on the satellite should 
support other modes of operation imposed by the mission, 
such as dumping the accumulated momentum of the reaction 
wheels, solar panels pointing to the Sun or pointing a high-
speed communication channel antenna to a control ground 
station, initial detumbling (dumping the angular velocity) of 
the satellite, etc. To fulfill these requirements, the ADCS 
includes: MEMS 3-axis gyroscopes, 3-axis magnetometers, 
sun sensors, infrared nadir finding sensors and magnetic 
torquers [8-10]. However, the ADCS operation in these 
modes is not in the focus of this study. 

III. ATTITUDE ESTIMATOR  

The attitude is represented by the quaternion ( )i
bL t , 

which defines the orientation of the satellite body frame 
relative to an inertial frame, while the EKF estimates small 
attitude errors. Similar to works [11-16] the state vector of 
the EKF, which uses FOG and STR measurements, includes 
biases and scale factor errors of the gyroscopes. In addition, 
the proposed EKF takes into account the time delay in STR 
measurements, which can reach 0.2-0.3 s and cause severe 
degradation in the ADCS accuracy. Typically, the STR 
provides the measurement delay time 0 relative to the 
attitude quaternion formation time. The final delay time τ 
will additionally include a random delay  required for data 
transmission and reception. 

The methods to incorporate the delayed STR 
measurements in the attitude filters has been discussed in 
several recent studies [17-19]. In [17, 18], the STR attitude 

quaternion ( )i
sQ t  is propagated to the current filter time. In 

[19] the filter re-calculation method is implemented, when 
the last EKF states are buffered and after EKF update at the 

exact timing of the STR measurement the entire trajectory of 
states is re-calculated until the current step. However, high 
computational costs limit the real-time application of this 
method. In this study, we propose two computationally 
simple approaches to incorporate the delayed STR 
measurements while meeting the pointing accuracy 
requirements. 

A. Accounting for a known measurement time delay 

The time delay value 0  transmitted by the STR can be 
incorporated in the EKF during measurement formation. To 

do this, the quaternion ( )i
bL t is taken with a fixed delay 

0 when computing the correction quaternion ( )L t : 

0( ) ( ) ( )i i
b bL t Q t L t    . 

Then the measurement equation is defined as:  

0 1 2 32 ( ) [ ] ,TZ sign L L L L        

where kL  are the elements of the quaternion L , 0 3k   . 

B. Accounting for a random measurement time delay 

The random delay can be estimated in the EKF by 
introducing a Wiener process w   into the state vector, 
where w  is a zero-mean Gaussian white-noise process with 

spectral density 2
wq . Then the state vector is defined as: 

 Tx M     , 

where [ ]x y z      defines the attitude errors 

presented in inertial frame, [ ]x y z      

and [ ]x y zM M M M      are the FOG biases and 

scale factor errors. The full estimate of the STR mesurement 
delay is calculated as 0ˆ ˆ     . 

Assuming that the STR measurement errors are 
uncorrelated Gaussian white-noise processes, with standard 
deviations specified in Table I for the boresight and cross-
boresight axes, the diagonal elements of the measurement 
noise covariance matrix can be expressed as follows [17]: 

2 2 2 2 2 2
1 2 3 ,jj j x j y j zr c c c       

where 1, 2,3,j  and 1 2 3, ,j j jc c c  are the elements of the 

rotation matrix i
sC  from the STR frame to the inertial frame. 

The observation matrix could be given as follows: 

3 3 3 6[ 0 ]H I    , 

where 3 3I  and 3 60   are the identity and zero matrices,   is 
the average value of the absolute angular velocity vector over 
the time interval ˆ[ , ]t t  . 

It should be noted that if the STR and onboard computer 
are synchronized in time, and the STR provides the 
quaternion measurement time in a common timescale, the 
data delay could be directly computed and incorporated in 
EKF while calculating the correction quaternion ( )L t . 

 

Fig. 1. STR installation in the satellite 
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C. Simulation results 

To verify the attitude estimator performance, a software 
program was developed to simulate the orbital motion of the 
satellite. The satellite position in its orbit was calculated 
using the SGP4 model, which utilizes a set of orbital 
elements stored in a TLE file. The orbit altitude was set at 
540 km. During the simulation, the angular motion of the 
satellite was analyzed, taking into account the impact of 
external torque disturbances, including gravitational and 
aerodynamic forces. To implement the attitude control 
torque, a reaction wheel assembly was represented as a 
second-order system. The speed control loop of the reaction 
wheel was equipped with a PI controller to minimize 
overshoot. 

The bias and scale factor errors of the gyroscopes were 
simulated as normal distributed random values with 0.3 °/hr 
and 0.02 % STD. To obtain the FOG bias instability and 
measurement noise, we recorded actual gyroscope readings 
at a frequency of 200 Hz under stationary conditions (as 
depicted in Fig. 2), while compensating for any constant 
offset. The satellite's attitude was then computed at 100 Hz. 

 

The STR errors were represented as Gaussian white-
noise processes with STD according to Table II. A fixed time 
delay of 0.1 s and a random measurement delay ranging from 
0 to 0.1 s were introduced. The measurement update 
frequency was 5 Hz. The STR shading from the Earth was 
not simulated. 

During the first 50 s of the simulation, the satellite was 
rotated to the desired spatial position with a maximum 
angular velocity of 2 °/s (refer to Fig. 3). Following this 
maneuver, the camera's optical axis was directed towards the 
target for tracking purposes. The satellite passed over the 
observed ground target at approximately 250 s, resulting in a 
peak angular velocity of 1 °/s. Figures 4 and 5 illustrate the 
attitude estimation errors for the simulated data, without and 
with consideration of the time delay in STR measurements, 
respectively. In the first scenario, the attitude errors 
significantly exceeded the required values and were 
proportional to the angular velocity of the satellite. However, 
in the second scenario, the accuracy requirements were met. 

Figure 6 presents an illustrative example of the 
estimation error of the random measurement time delay 

ˆ     , depicted as a solid line. The dashed line 
represents the tripled value of the error STD derived from the 
covariance channel. The results indicate that the STR 
measurement delay observability is provided during satellite 
maneuvering, with an error of less than 2 ms (3 STD) in the 
steady state. 

 

 

 

 

 

IV. SATELLITE ANGULAR MOTION CONTROL 

The Earth observation mode consists of two steps: the 
satellite rotation to the desired spatial position and the fine 
pointing control mode for tracking the ground target. The 
satellite maneuver is carried out by a control law with 
trajectory planning when the trajectory is synthesized with a 
restriction on the maximum angular velocity of the satellite 
during rotation. 

Note, that in order to point the optical payload in the 
required direction it is also necessary to know the satellite 
position in its orbit at each moment of calculating the torque 
control signal for the reaction wheel system. For this 
purpose, an algorithm for orbit propagation (motion 
prediction) has been implemented, which allows estimating 
the satellite position between the GNSS measurements or in 
the case of a short-term absence of GNSS data. 

Fig. 6. Estimation error of the random measurement time delay 

Fig. 5. Attitude estimation errors with consideration of the time 
delay in STR measurements 

Fig. 4. Attitude estimation errors without consideration of the 
time delay in STR measurements 

Fig. 3. Rotational motion of the satellite during simulation 

Fig. 2. FOG readings 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

41



The Lyapunov direct method is employed to develop a 
control law that provides asymptotic stability of the closed-
loop system [20,21]. This control technique enables 
stabilization of the satellite in the desired spatial orientation, 
even in the presence of unaccounted external disturbances 
and modeling errors. The control law is synthesized using a 
positive-definite function, known as the Lyapunov candidate 
function, which only equals zero when the satellite's motion 
aligns with the commanded trajectory. 

The Euler’s dynamic and Poisson’s kinematic equations 
are used to describe the satellite motion: 

0

0

, ( ),

2 , ( ),

u eJ J M M t

L L L t

     

 


 

 (1) 

where   is the vector of absolute angular velocity, J  is the 
moment of inertia tensor, L  is the quaternion that 
determines the orientation of the satellite relative to the 
inertial frame, and uM , eM are the control and disturbance 
torques. 

Since orientation and angular velocity of the satellite 
varies during pointing mode, a pointing reference frame is 
introduced for the synthesis of the control law. One axis of 
this reference frame is aligned with the line-of-sight to the 
ground object, and the other axis is fixed in space to optimize 
the STR position. The orientation of the pointing reference 
frame relative to the inertial frame is determined by the 

matrix i
rC , while its angular velocity relative to the inertial 

frame is denoted as r . To determine i
rC  and 

,r information regarding the current velocity vector of the 
satellite and the satellite to target vector is utilized. 

It can be shown that the relative pointing error, which 
determines the displacement of the image relative to the pixel 
during camera exposure time (several ms), is determined as 
follows [20]:  

b
r rC    , (2) 

where b
rC defines the orientation of the pointing frame 

relative to the body frame. Note that the optical payload 
frame coincides with the body frame. Thus, the stabilization 

system's objective is to ensure that 3 3
b
rC I  , 0  . 

To synthesize the control law, we introduce the 
Lyapunov candidate function and its derivative as following: 

 

 
0

1
, (1 ),

2

, ,

p

p

V J k q

V J k q

      

    
 

 

where  ,  denotes the vectors scalar product, 0 ,q q are the 

scalar and vector parts of the quaternion corresponding to 

matrix b
rC , pk  is a positive scalar constant. 

The Lyapunov candidate function must satisfy the 
Barbashin-Krasovskii theorem [21], which requires its 
derivative to be nonpositive. This condition is satisfied with 
following relationship [20]: 

, 0p d dJ k q k k     , (3) 

where dk  is a positive scalar constant. 

Taking into account expressions (1-3), the control torque 
can be expressed as: 

[ ]

( ),

b b
u r r r r

e d p

M J J C JC

M k k q

       

  


 

where the last two terms represent a PD-controller [22] with 
gains pk , dk to be properly selected. 

Since the control of the satellite angular motion is 
implemented by a reaction wheel assembly, it is necessary to 
take into account the dynamic equation for the reaction 
wheels: uH H M    , where H is a wheel angular 
momentum.  

Figure 7 shows the attitude and angular velocities errors 
(difference between the commanded and obtained angles and 
velocities) with respect to the inertial frame when aligning 
the optical payload boresight axis with the satellite to target 
direction. The simulation parameters are the same as in 
section 3. The maximum attitude error is 0.03 °, while the 
relative pointing error is 0.001°/s. It should be noted that the 
relative pointing error reaches its maximum magnitude when 
the satellite passes over the observed ground target and the 
commanded angular velocity of the satellite is at its highest 
value (see Fig. 3).  

 

CONCLUSIONS 

This paper presents algorithms for high-precision attitude 
determination and control for an Earth observation 
nanosatellite, utilizing information from gyroscopes and a 
STR. The proposed approach addresses the challenge of 
accounting for and estimating time delays in the STR 
measurements. A method for synthesizing control of reaction 
wheels is applied, providing maximum stability in the 
presence of unaccounted external disturbances. The 
presented simulation results confirm that the chosen 
approach ensures the necessary accuracy of spatial 
orientation (<0.1°) and stabilization (<0.03 °/s) of the optical 
payload.  

In future work, the influence of gyro axes non-
orthogonality on attitude error will be analyzed. 
Additionally, a control law with motion prediction will be 

Fig. 7. Attitude and angular velocities errors for pointing mode 
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considered to reduce the pointing error. Future plans also 
include evaluating of the impact of aerodynamics and elastic 
support elements (as solar panels) on angular motion 
dynamics. 
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Abstract — November 24, 2003 saw insertion into orbit 
of geostationary communications satellites Yamal-201 and 
Yamal-202. One of them, Yamal-202, has been operating in 
orbit for more than 20 years now. Contributing to successful 
operation of the satellites in this series were results of 
scientific and applied research conducted during the 
missions of our country’s orbital stations, as well as the 
results of certain technology tests carried out in the Russian 
Segment of the International Space Station (ISS), which 
celebrated its 25th anniversary in orbit in 2023.  

The paper presents the results of studies conducted 
onboard orbital stations, which were then applied to 
controlling the mission of the Yamal-series satellites and 
were conducive to their longevity in orbit. 

Key words  ‐  space experiments, orbital stations, 
International Space Station, dynamic properties, SC attitude, 
geostationary communications satellite 

I. INTRODUCTION 

Interpreting the results of many space experiments 
(SE) requires knowledge of the instrumentation attitude 
position during scientific measurements. The attitude 
position of the scientific equipment (SE) with respect to 
the spacecraft (SC) body axes is usually known, therefore 
the problem reduces to determining the SC attitude in 
space. Used for determining SC attitude were 
measurements from magnetometers, sun and star trackers 
and other instruments. Such attitude sensors were also 
included in telemetry systems of orbital stations (OS) 
Salyut, orbital complex Mir, and the Russian Segment of 
the International Space Station. 

SC angular motion is calculated using local methods for 
monitoring its attitude and integral statistical algorithms 
based on the math model of SC motion relative to its center 
of mass. Measurement data processing with the use of such 
algorithms usually not only recovers the SC angular 
motion, but also updates parameters included in the math 
model of motion used: SC tensor of inertia, parameters of 
the aerodynamic moment applied to the SC, etc. 

Methods and practical algorithms developed for 
orbital stations made it possible to significantly enhance 
the capability of interpreting scientific measurements 
from research equipment during non-oriented segments of 
flight of orbital stations Salyut-4; Salyut-6, and Salyut-7. 
The developed procedure for updating math models (MM) 
of OS angular motion from telemetry data made it 
possible to build highly accurate MMs for controlling the 
attitude of the orbital complex Mir, which were 

continuously used through the entire mission of that 
station. The procedure for updating tensor of inertia and 
MM of the SC angular motion from measurements was 
refined during the ISS mission within the framework of 
SEs Tenzor (Tensor) and Sreda-MKS (Environment-ISS). 
Methods and procedures developed for orbital stations 
turned out to be also useful for controlling the missions of 
geostationary communication satellites (GCS) Yamal and 
enabled successful operation of GCS Yamal-202 for more 
than 20 years in spite of the anomalies that arose in the 
satellite attitude control system. 

To control attitude of satellites using their predicted 
angular motion, methods and software were quickly 
developed based on the experience from the experiments 
conducted onboard OS, which make it possible to update 
GCS tensor of inertia and parameters of applied 
disturbance models. This enabled predicting the angular 
motion of the satellite with an accuracy exceeding 0.3° 
over intervals of up to 4 hours of flight.   In addition to 
this, a new method was developed to determine GCS 
attitude from measurements of onboard transponder 
system signals, transmitted from satellite communication 
ground stations of the users of frequency resource, which 
significantly improved the satellite control capability. 

Owing to the quickly developed and implemented 
procedure, Yamal-202 SC has been successfully 
providing space communications services to users in 
Russia and abroad for more than 20 years, which is a great 
achievement in spaceflight. 

II. ORIGINS OF YAMAL COMMUNICATIONS 
SATELLITES 

November 24, 2023 marked the 20th anniversary of 
the day when a Proton launch vehicle launched two 
communications satellites Yamal-200 into geostationary 
orbit [1-3] (Fig. 1). The effort to develop Yamal satellites 
was put into motion when NPO Energia specialists took 
part in an international contest Columbus-500, which was 
announced in tribute to the upcoming 500th anniversary of 
America’s discovery by C. Columbus. According to the 
conditions of the contest, the participants were supposed 
to develop a solar sail-driven space vehicle and have it 
win a race against other participants. The designers of the 
winning designs for such vehicles from each continent 
were to be granted a considerable amount of funds in 
order to implement their design. 
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Having learned about the contest, V.A. Koshlev, an 
employee of NPO Energia, shared this information with 
V.S.Syromyatnikov, the chief of his section, who had a 
second job as the chairman of the administering sub-
department at the famous FEST department of MSFU 
(now the Space Department of the Mytishchi branch of 
the Bauman MSTU) which was originally established on 
the initiative of S.P. Korolev. V.S. Syromyatnikov called 
a meeting of the members of the administering sub-
department staff, who were also employees of NPO 
Energia, where they made a decision to take part in that 
contest. Since only non-governmental organizations were 
allowed to participate in the competition, it was decided to 
file the application in the name of a youth center that had 
been set up in those Perestroika years under the auspices 
of NPO Energia. V.S. Syromyatnikov was appointed to be 
the technical manger of the project, and E.M. Belikov, 
V.N. Branets and V.A.Koshelev were appointed his 
deputies. 

 

Fig. 1. Launch of the Proton LV carrying the Yamal SC 

Soon after that, in view of launching the work on the 
project, the participants established a small enterprise – 
Space Regatta consortium, to fill the position of general 
director of which, at V.N. Branets’ suggestion, a young 
specialist of NPO Energia, a 1984 graduate of MIPT, 
N.N. Sevastianov was picked out. The consortium 
eventually produced a conceptual design of a spacecraft 
with a solar sail to be deployed using the SC rotation.  In 
spite of the initial contest conditions, this project was not 
developed further, and the organizers did not even hold 
the promised ‘races in space’ under solar sails. Some of 
the ideas that formed the basis for the design of the SC 
with solar sails were later implemented in the space 
experiment Znamya-2. The solar reflector deployment 
assembly with 8 spools, n which web sectors were wound, 
as well as rotary actuators for deployment under the 
action centrifugal forces, was installed on the cargo 
transportation spacecraft Progress M-15 launched in 
October of 1992 towards Mir space station. In February of 
1993, after the cargo spacecraft undocked from Mir, the 
experiment Znamya-2 was successfully carried out. 

The work on the project made it possible to gain a unique 
experience in spacecraft design, which was subsequently 
applied to the development of Yamal satellites intended for 
providing communications with the northern gas production 
enterprises of our country. That proposal was supported by 
the management of JSC Gazprom and Gazprombank, as well 
as the management of NPO Energia, where the development 
work on the communications satellites was to be performed. 
To carry out the work to provide communications to 
enterprises in the Far North, in November 1992, the company 

JSC Gazcom was established headed by general director 
N.N. Sevastianiv, who ran it till 2005. During the first phase 
of its activities, JSC Gazcom established a network of ground 
stations in the North, which covered the remote and hard-to-
access regions of our country. Establishing such a network 
enabled Gazcom to accomplish some tasks aimed at 
modernizing JSC Gazprom production processes [1]. 

The next phase of the effort to provide 
communications to regions in the Far North was the 
development of the Yamal-100 satellite. On the initiative 
of N.N. Sevastiyanov JSC Gazprom issued to NPO 
Energia a statement of work to develop, build and launch 
two communications satellites Yamal-100. At the 
suggestion of Yu.P. Semenov, this work at NPO Energia 
was headed by N.N. Sevastianov as a deputy general 
designer. Proposed and implemented in the course of the 
satellite development were numerous innovative 
solutions, which allowed turning Yamal-100 into the 
baseline model for a whole series of subsequent satellites 
[2-4]. Some of the techniques used in the operation of the 
Yamal-series satellites were developed in the course of 
conducting experiments onboard orbital stations. In 
particular, the methods for determining and predicting the 
angular motion of orbital stations using telemetry 
measurements turned out to be handy for controlling the 
mission of Yamal-200 satellites whenever off-nominal 
situations occurred. 

III. DETERMINING ANGULAR MOTION OF OS SALYUT 

AND MIR DURING EXPERIMENTS 
  Early orbital stations had no means of re-fuelling in 

orbit. Therefore, the ability to point scientific 
instrumentation toward targets was limited. In order to 
enhance the ability to observe the targets, additional 
passive spinning modes were proposed for the stations. 
The proposed station spinning was implemented about its 
long axis X, which was put into a proper spatial attitude. 
This provided the scanning of the celestial sphere with 
telescopes installed along the +Y axis of the station. The 
effect of gravitational and aerodynamic disturbing torques 
on station was degrading the spinning. In order to restore 
the spatial attitude of the telescope axes during celestial 
sphere scanning modes, special methods and associated 
software were promptly developed [5, 6]. In order to 
monitor the attitude, geomagnetic field intensity sensors 
and sun trackers were installed on stations of the Salyut 
series. When the station was flying in the daylight part of 
its orbit, its attitude was immediately computed at the rate 
of telemetry data reception from the sun tracker and 
magnetometer using a two-vector algorithm [5]. 
Moreover, the attitude computation results, beginning 
with the mission of Salyut-4, were immediately, at the 
rate of telemetry data reception, output to the displays at 
the Mission Control Center, which at the time was a 
significant achievement. Computing station attitude in the 
dark portion of the orbit where no data from sun tracker 
are available is a more challenging problem. Imposed on 
its solution were constraints that had to do with the need 
to solve all the problems in real time at the Mission 
Control Center located near Yevpatoriya (MCC-Y). At the 
time, MCC-Y was equipped with computer M-220. To 
solve the problem of calculating the station motion and 
attitude in real time using the available computer 
hardware at that time required developing new methods of 
describing disturbed motion of SC, integration method, 
methods and algorithms for attitude determination [5-8]. 
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The integration method that was developed made it 
possible to speed up the calculations by an order of 
magnitude [8]. The analytical solution for the station 
disturbed motion that was found was more precise and at 
the same time more simple that known solutions [7]. To 
calculate station attitude in the dark portion of the orbit, 
algorithms were developed for a motion mode that was 
close to the regular precession, and for strongly disturbed 
OS motion. Those algorithms were quick and required a 
minimum amount of random access memory in the 
computer, since during their implementation the amount 
of computer memory did not depend on the amount of 
telemetry data that was being computed and coming at the 
rate of reception [5, 6]. All of this was for the first time 
was done and implemented at MCC-Y during the mission 
of Salyut-4. 

A decision was made to hand over the mission control 
for stations Salyut-6 and Salyut-7 to MCC-M, which was 
originally established in the town of Korolev to support 
the Apollo-Soyuz program.  Used in the development of 
procedures for conducting and operationally supporting 
experiments onboard the third-generation stations was the 
experience of running experiments onboard Salyut-4 at 
MCC-Y in Yevpatoriya [6]. 

In the course of running a number of experiments 
onboard OS Salyut-6 and Salyut-7, the mode of 
gravitational attitude control of the station was actively 
used [9]. Determination of the angular position of OS 
Salyut - 6÷7 in passive modes used a math model of 
station motion that took into account gravitational and 
aerodynamic disturbances [9 - 11]. Angular positions of 
Salyut stations were being updated using measurements of 
stellar photometers included in their scientific equipment 
[5, 12]. When conducting studies onboard orbital complex 
(OC) Mir, the determination of the OC angular position 
from sun tracker and magnetometer data involved the use 
of star tracker Astro-1. The Optical Star Tracker (OST) 
Astro-1 was jointly developed by Carl Zeiss Jena, Space 
Research Institute (IKI) and NPO Energia. It was installed 
onboard Kvant-2 module of OC Mir. The OST was used 
for determining angular position of the OC relative to 
stars in inertial or orbital attitude control modes, as well 
as in passive motion with small (≲0.5 deg/s) angular 
rate [13]. 

The tracker has three identical optical units 
Av(v = 1, 2, 3) installed on the same support structure that 
provide viewing of three areas of celestial sphere. The 
size of one area is 5.3° x 8°. The image of the area is 
formed on a cooled CCD matrix that has 520 x 580 
picture elements. Electronic equipment of the tracker 
isolates in each image up to seven brightest stars, 
determines in the optical unit-fixed coordinates positions 
of the centers of brightness for the isolated stars and 
transmits results to the OC telemetry system. 

After the systems have received coordinates of stars 
viewed by the instrument and determined their relative 
magnitudes, those stars are matched to stars from the 
catalogue that had been compiled specifically for working 
with OST. The catalog contains coordinates of 8749 stars 
with magnitudes ≲7m and has the following properties: 1) 
if, when the line of sight of the optical unit Av is pointing 
in a certain direction, four or more stars with magnitude 
no higher than 7m, fall within its field of view, then no less 
than four of them that are the brightest are included in the 

catalogue; 2) two adjacent stars that the instrument sees as 
a single star correspond in the catalogue to one star. 

The matching is performed in the following manner. 
Let at some moment in time the optical unit Av detects no 
less than three stars. They are enumerated and for each 
pair of stars with numbers i and j(i < j) the cosine dij of 
the angular distance between them is calculated. The 
process of matching begins with identifying a triplet of 
stars for reference. The catalog is searched through to find 
pairs of stars where the cosine of the angle between them 
differs from dij by no more than 5·10-5. Out of these pairs 
a set Mij is compiled. Based on comparison of pairs in sets 
M12, M13 and M23, stars 1, 2 and 3 are matched. 
Identification of the k-th star with k ≥ 4 is done by 
comparing cosines of its angular distances from the stars 
that have already been matched. 

Matching at a certain point in time several sighted 
stars makes it possible to find the OC attitude at that point 
in time. The associated algorithms for determining 
attitude are called local algorithms and are described in 
[5], [14-16] and others.  

Let us assume that through the use of OST at certain 
point in time unit vectors (v1m, v2m, v3m) (m = 1, 2, …, n) 
of directions toward n stars were found in the structural 
coordinate system. The stars are identified, and in the base 
coordinate system (such as Greenwich) they correspond to 
the unit vectors (V1m, V2m, V3m), calculated using data from 
the catalogue. Let us denote the matrix of transfer from 
the structural coordinate system to the base coordinate 

system as 
3

, 1ij i j
A a


 . Defining this matrix within the 

framework of the least squares method results in 
minimizing the expression 

2
3 3

1 1 1

n

im ij jm
m i j

V a v
  

 
   

 
  , 

in elements aij provided that the sought for matrix is 
orthogonal and has positive determinant. 

The matrix A is constructed as follows. Let us 
compose the matrix 

3

1 1 2 2 , 1
...i j i j in jn i j

D v v v v v v


    , 

and consider its singular decomposition D = UQVT. 
Here, U and V are orthogonal matrices of order 3, 
Q = diag (q1, q2, q3), q1 ≥ q2 ≥ q3 ≥ 0. Let us suppose that 
q3 > 0, that is, the matrix D is non-degenerate and n ≥ 2. 
Then 

A = V diag (1, 1, det U ·det V)UT. 

The local method does not permit finding the OC 
attitude at those points in time, when observations of two 
or more stars are not available, and determining its 
angular velocity. To solve this problem one could use an 
integral statistical procedure, within the framework of 
which dozens of measurements performed over a length 
of time approximately equal to the orbital period are 
processed together using integration of equations for OC 
motion relative to the center of mass.  Used for 
calculating the OC orbital motion are point mass 
equations of motion in the Greenwich coordinate system 
[17]. Evaluated as a result of the processing are the OC 
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initial motion conditions and inertia tensor, as well as 
parameters that characterize the restoring aerodynamic 
torque acting on the complex. The procedure is close to 
procedure [11] for determining rotational motion of 
orbital stations Salyut-6 and Salyut-7 based on readings of 
the solar and magnetic sensors.  

In order to update the SC inertia tensor one can also 
use measurements of angular momentum of gyrodynes, 
taken when keeping a stationary attitude in the inertial 
coordinate system [18, 19]. As a rule, measurements 
processing fails to determine all the components of the 
inertia tensor. The most that can be done is to find in the 
structural coordinate system its off-diagonal components 
and differences of its diagonal components. However, the 
knowledge of the said values is sufficient for making a 
prediction, because inertia tensor components enter into 
math models only through these values. 

Two methods were developed for processing the 
actual measured data. In the first method the measurement 
data belong to one interval of maintaining the attitude, the 
inertia tensor is considered diagonal, two differences of 
diagonal components of this tensor are evaluated. The 
second method includes into the processing the data from 
measurements taken during several (two or three) time 
intervals with different station attitudes, off-diagonal 
components of the inertia tensor and differences of its 
diagonal components are evaluated. Usually, the 
processed intervals are 20 to 60 minutes long and contain 
dozens of measurements of each component of the total 
angular momentum of gyrodynes in the structural 
coordinate system. The first method of processing 
permits, as a rule, to evaluate with sufficient degree of 
accuracy (with an error of 5 – 10% against the a priory 
calculated value) only one of the differences of diagonal 
components of the station inertia tensor. The second 
method, in most cases, produces differences of diagonal 
components with an error of no more than several percent 
of their calculated values, and the estimates of the off-
diagonal components give only the accurate order of 
magnitude when compared against the а priori calculated 
values. However, since off-diagonal components of the 
station inertia tensor are very small, their calculated 
values may contain large relative errors. 

Out of external torques applied to the station, the ones 
that were taken into account were gravitational and 
aerodynamic restoring torques. 

The procedure for updating inertia tensor was used for 
controlling the mission of OC Mir [20, 21], was refined in 
the course of the mission of the International Space 
Station ISS [22] and was used for controlling the missions 
of geostationary communications satellites Yamal [23-
25]. The math models of motion about the center of mass 
for the geostationary satellites Yamal take into account, 
instead of the aerodynamic disturbing torque, the torque 
produced by the solar radiation pressure. 

IV. CONTROLLING GEOSTATIONARY COMMUNICATIONS 

SATELLITES YAMAL-200 

The project to develop communications satellites 
Yamal-201 and Yamal-202 was carried out by JSC 
Gazcom (since December 1, 2008 known as JSC 
Gazprom Space Systems, hereinafter referred to as GSS), 
which developed the payload, service control channel, 
ground infrastructure of the telecommunications system. 
Development of the satellite bus, its integration with the 

payload, as well as spacecraft commissioning in orbit 
were performed by S.P.Korolev Rocket and Space 
Corporation (RSC) Energia. Both satellites were placed in 
their respective orbital slots: Yamal-201 at 900E, Yamal-
202 at 490E. Operation of the satellite Yamal-201 
continued for more than 10 years, while Yamal-202 has 
been in operation for more than 20 years, but now in the 
orbital slot at 163.50E, where it was transferred in 2019, 
after a new geostationary communications satellite 
Yamal-601 was placed in the 490E slot. Yamal-202 has 18 
C-band transponders. The expected active life in orbit for 
Yamal-200 satellite was 12.5 years. 

The guidance, navigation and control system of 
satellites Yamal-201 and Yamal-202 is built around a 
strap-down inertial navigation system (SINS), uses 
flywheels for final control, and its primary instrument for 
determining the angular rate was ARVGM. In 2005, 
ARVGM devices failed in both satellites. Star sensors 
available onboard the satellites were intended for periodic 
corrections of SINS, and therefore were only activated 
twice a day (operational life of the star sensor was 10000 
hours). To resolve the situation, a control mode was 
developed that used predictions of the flywheel angular 
momentum (Prediction Mode). 

The principle of the attitude control method that was 
proposed for Yamal-201 and Yamal-202 SC can be 
described as follows: having determined on a certain time 
interval the law of variation of flywheel angular 
momentum, which provides rotation of the SC body axes 
coordinate system at the required orbital angular rate, we 
can assure the nominal SC attitude in the orbital 
coordinate system by controlling the flywheels according 
to the above law. 

In order to control SC attitude using the proposed 
method one needs to solve four major problems: 

1. Create predictive model for flywheel angular 
momentum variation which will be used for generating 
the flywheel control law. 

2. Determine initial conditions for the model – 
initial values of SC angular momentum vector and SC 
angular rate vector. 

3. Determine the law of variation of the total 
disturbing torque vector acting on the SC. 

4. Implement the obtained flywheel control law 
onboard the SC. 

The ability to control SC attitude using its angular 
motion prediction is based on the exact knowledge of 
torques applied to the SC. 

Estimation of inertia tensor of Yamal-200 was 
performed both in the daylight portions of the orbit, and 
when the geostationary satellite was in the Earth shadow. 
In the first case, taken into account from among the 
external torques affecting the satellite were gravitational 
torque and solar radiation pressure torque. In the second 
case, only gravitational torque was taken into account. 

Gravitational torque components were defined through 
formulas 
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Here xi are components of the geocentric radius vector 
of the satellite center of mass, Iij are components of the 
satellite inertia tensor in the structural coordinate system, 
Iij = Iji (i, j = 1, 2, 3), μE is the gravitational parameter of 
Earth.  

The torque produced by the solar radiation pressure is 
approximated by the following expressions 

Ms1 = k(p2esi ‒ p3esi), Ms2 = k(p3esi ‒ p1esi), Ms3 = k(p1esi ‒ p2esi). 

Here k = c‒1(r*/Δ)2, c is light velocity, r* is mean 
radius of Earth orbit; Δ is the distance from the SC to the 
Sun; pi are constant coefficients; esi are components of the 
unit vector Satellite–Sun. Derivation of these expressions 
was done under the assumption that on the evaluation 
intervals of satellite angular momentum affected by the 
above external torques: 

12

1

( ) ( 1, 2,3)i ij
j

H F t j i


     (1) 

where αi = Hi(t0) are initial conditions, t0 is the specified 
point in time, α4 = I11, α5 = I12, α7 = I22, α8 = I23, α9 = I33, 
α10 = p1, α11 = p2, α12 = p3. Functions Fij (t) are defined by 
initial problems for linear differential equations 
containing no parameters. 

The software of the flywheel system, at certain points 
in time tn (n = 1, 2, …, N) permits measuring Hi(tn) 
component of its intrinsic angular momentum. The 
accuracy of estimating the angular momentum of Yamal-
200 flywheels is 0.1 Nms. Accordingly, let us denote 

measurement results for these values as ( )n
iH . If the said 

measurements fall within a length of time, for which the 
values of attitude quaternion orientation are available, 
then, using formulas (1), they can be processed by some 
statistical method to determine vector α = (α1, α2, … α12)T.  
Since the values of Hi(tn) calculated from formulas (1) 
depend on α linearly, for processing we will use least 
squares method. Within the framework of that method, the 
estimate of vector α is its value, which minimizes the 
function 
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3 3
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n i j

H F t
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In order to implement the described approach to 
evaluating the satellite inertia tensor, one needs to have a 
method of restoring its actual motion from telemetry data. 
Used for this purpose is a method based on the 
approximation of the satellite rotational motion with splines. 

An analysis of obtained results indicates that it is 
possible to use the described models and estimates of the 
satellite momentum of inertia obtained through their use 
for controlling the mission. Further development of an 
adequate math model of rotational motion was related to 
updating the model of disturbances caused by solar 
radiation pressure, as well as models of the law of 
variation of the total angular moment of the SC and the 
law of variation of the angular momentum of flywheels. 

An approach that was similar to the one described above 
was also used to solve other problems in satellite attitude 
control. For example, during the phase when the satellites 
were being brought to their orbital slots, an estimate of 
control torques from thrust modules of the satellites increased 
the accuracy of constructing the algorithm for selection and 
firing of thrusters for orbital correction. 

This technology was then used for controlling the 
attitude of the Yamal-200 series SC. In the course of the 
SC mission there were situations when certain sensors for 
determining the satellite attitude could not operate in a 
stable manner for some reason or other. For example, a 
situation is possible where some glitches in the star 
tracker unit occur due to high density of charged particles 
from solar flares in the orbit of the SC. The drawbacks of 
the direction finder that is used onboard the SC include 
occurrences of operational problems during 
thunderstorms, heavy rain, snowfall. It is also worth 
noting that the Earth sensor cannot measure the 
coordinates of the center of Earth when it is located in the 
vicinity of local midnight during passage through Earth 
shadow.  To make sure that the required attitude of the 
Yamal-200 series SC is maintained when the 
abovementioned operational problems occur the 
Prediction Mode was developed and is still used for 
controlling the Yamal-200 series SC, which is based on 
prediction of the SC angular motion. 

In that mode the satellite attitude control is carried out 
using predictions of the total angular momentum. 
Considering that calculations of the total angular 
momentum use components of the inertia tensor that 
change in the course of satellite operation, in order to 
improve accuracy using the described approach, 
periodically, during dark and daylit portions of the orbit 
when solar arrays do not rotate and thrusters are not 
firing, estimation of SC inertia tensor was performed. 

Yamal SC operational experience shows that, as a 
rule, after 4 hours of controlling in the Prediction Mode, 
attitude error exceeded the maximum allowable value of 
0.3°. For controlling in the vicinity of the local midnight, 
during the intervals of short-time unavailability of 
measurements from star trackers caused by difficulties 
identifying stars, and passages of dark portions of the 
orbit the said duration of 4 hours of flight is sufficient. 

But sometimes the period of unavailability of 
measurements from star trackers lasted for more than 24 
hours. This happened multiple times during periods of 
high solar activity, which resulted in higher density of 
charged particles stream, affecting CCD matrix of star 
sensors. For controlling in that case, the Corrective 
Prediction Mode was developed, which involved periodic 
correction of attitude using information from all available 
sensors, including data from the specially designed 
hardware and software complex (H&SC) for determining 
the SC attitude from measurements of signals from 
onboard repeater, transmitted from ground satellite 
communications stations of the users of the frequency 
resource (Fig. 2).  

H&SC is an integrated system of hardware and 
software, which enables spacecraft attitude determination 
and control without using standard sensors of the 
guidance, navigation and control system. 
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H&SC solves the problem of controlling the attitude 
of the satellite using prediction of the variation of the SC 
total angular momentum (Prediction Mode). 

 
Fig. 2. H&SC architecture 

 Two control options were developed: 

1) Controlling without attitude correction using data 
from external sources. This mode is used to perform 
evaluation of initial values for kinematic parameters and 
subsequent attitude control based on variation of flywheel 
angular momentum. 

2) Controlling with regular corrections of attitude 
using readings from standard sensors of the Guidance, 
Navigation and Control System (star tracker, Earth sensor, 
Sun sensor) or the system for determining the attitude 
from the signals of onboard repeater. 

In the first option, measurements from standard 
attitude sensors and flywheels are used for initial 
alignment of attitude and angular rate of the SC. 
Subsequent attitude controlling is performed by the 
onboard computer based on predictions of the SC angular 
momentum variation. In the process, the onboard 
computer controls variation of the angular rate of 
flywheels in such a manner as to make sure that the SC 
total angular momentum in absolute coordinates remains 
the same as was formed based on the results of initial 
alignment. Performed in the course of carrying out the 
above task are: 

 determining external disturbing torques 
affecting the satellite; 

 determining the SC initial attitude using optical 
sensors; 

 determining the angular momentum of the SC; 
 filtering angular momentum values; 
 real-time simulation of SC angular momentum 

taking into account external disturbing torques; 
 calculating the vector of the required 

controlling torque; 
 transmitting the values of the required 

controlling torque to the onboard computer, which 
subsequently generates commands to flywheels aimed at 
correcting the SC attitude. 

In the second SC attitude control option in the 
Prediction Mode the satellite attitude and angular rate are 
regularly corrected from the Mission Control Center 
(MCC) based on measurements of these values made by 
standard sensors in the Guidance, Navigation and Control 
System (whenever such measurements are available) or 
on estimated attitude angles and angular rates calculated 
after a proper processing of signals received from onboard 
repeater.  

When the Earth sensor measurements were available, 
controlling was performed based on roll and pitch angles 
measured by that sensor, and yaw angle estimated on 
measurements of the flywheel angular momentum 
variation and the Earth sensor measurements. Considering 
the fact that the Earth sensor remains operational 
throughout the entire flight, with the exception of some 
portions of orbit in the vicinity of the local midnight, such 
attitude correction was periodically performed during long 
intervals of controlling in the Adjustable Prediction Mode 
(APM). 

A more reliable mode, which eventually became the 
primary mode, which was used continuously, with the 
exception of intervals of orbital correction, is the 
Adjustable Prediction Mode (APM), which uses regular 
correction from signals of ground stations for satellite 
communications located within the SC coverage area. 

To implement the APM, the following tasks need to be 
performed: 

 receiving signals from SC onboard repeater; 
 scanning a specified frequency band to 

determine user signal levels; 
 processing obtained values and calculating SC 

attitude angles; 
 transmitting the values of the calculated 

attitude angles to the onboard computer, which 
subsequently generates commands to flywheels aimed at 
correcting the SC attitude and angular rate. 

 Monitoring the SC attitude control. 

The described attitude control method involves the use 
of: 

 transmitting Ground Satellite Communications 
Stations (GSCS), selected according to criteria described 
below; 

 repeater onboard the SC relaying signals from 
GSCS; 

 receiving Central Ground Satellite 
Communications Station (CGSCS), which receives 
signals from onboard repeater; 

 Ground Station of the Service Control Channel, 
intended for receiving from the satellite telemetry data 
required for calculations and transmitting controlling 
signals to the satellite; 

 integrated software and hardware system 
intended for processing the signals received by CGSCS, 
and calculating SC kinematic parameters and control 
actions. 

The telemetry data from the satellite received by the 
Ground Station of the Service Control Channel via control 
Work Station (WS) goes to the WS for determining 
kinematic parameters of the satellite (WS KP), where it is 
processed using specially developed software. In the 
process the signals are filtered, smoothed and 
interpolated/extrapolated in specified increments for 
certain points in time. Received via Central Ground 
Satellite Communications Station (CGSCS) are signals 
relayed by the onboard repeater, which are scanned by 
signal analyzer. After pre-processing these data are sent to 
WS KP, where they undergo additional processing 
(received signals are filtered, smoothed and 
interpolated/extrapolated in specified increments for 
certain points in time), satellite kinematic parameters are 
estimated, and control moments are calculated, which are 
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to be implemented by flywheels in order to maintain the 
required attitude. 

For GSCS one could use regular stations of the users 
of the SC radio-frequency resource uplinking signals to 
the satellite. For Yamal-type SC such stations number in 
hundreds. Furthermore, no upgrading of the station or 
changing their characteristics is required. The only 
requirement consists in the absence of automatic gain 
control of the signal. 

Selected in the initial phase are those transmitting 
GSCS of frequency resource users that are located as 
close as possible to the edge of directional pattern of the 
SC onboard repeater antennas. Signals from the users of 
the frequency resource are sent to the SC for their 
subsequent relaying. Installed at MCC is the CGSCS 
which receives relayed signals from transmitting GSCS 
stations. Signals received by CGSCS are sent to the 
Hardware and Software Complex, the main element of 
which is a spectrum analyzer. Operating according to a 
task that had been generated for it, H&SC selects out of 
the entire spectrum of signals relayed by the onboard 
repeater only those that had been selected during the 
preparatory phase and sends their characteristics to the 
server. At the server, the signals undergo the final 
processing, they are archived, and the power values for 
each selected signal are sent to automated work station for 
computing kinematic parameters, where the SC attitude 
and controlling torques needed to cancel deviations from 
the nominal attitude are calculated. The calculated attitude 
angles (or controlling torques) are sent to the automated 
WS for the SC control to be uplinked to the SC via the 
ground station of the Service Control Channel. 

The satellite attitude is determined though analyzing 
variations in the power of the received signals. Key 
requirements for the signals from the transmitting stations 
are as follows:  

 signal stability. Over long time intervals the 
signal shall not vary significantly when the satellite keeps 
nominal attitude, or its variation shall be predictable, and, 
therefore, can be described using some mathematical 
functions; 

 signal variation caused by an attitude maneuver 
of the SC shall be described by a linear function (at least 
when its attitude changes within 0.5°, which is sufficient 
taking into account the pointing accuracy requirements); 

 signals selected for evaluating roll angles shall 
vary to a larger degree during roll maneuvers and to a 
lesser degree during pitch and yaw maneuvers. Similarly, 
signals selected for evaluating pitch angles shall vary to a 
larger degree during pitch maneuvers and to a lesser 
degree during roll and yaw maneuvers, and so on. 

To find those signals that meet the above 
requirements, the SC sequentially performed roll, pitch 
and yaw maneuvers.  

Determined on the basis of maneuver results for the 
selected signals are functional relationships that describe 
their variation as a function of the satellite attitude angles: 

ΔPi = ai1λx + ai2λy + ai3λz    (2) 

where: 

i – signal number, i = 1, … ,N; N is the number of 
GSCS stations involved, with N being equal to 20 to 30 in 
course of the flight. 

ai1, ai2, ai3 are coefficients that characterize variation 
of the i-th signal when the SC performs yaw, roll, pitch 
maneuvers, respectively;  

λx, λy, λz are angles of turn of the satellite about axes of 
yaw, roll, pitch, respectively.  

In general, coefficients ai1, ai2, ai3 have different 
values in different directions and are functions of the 
angles of turn. Therefore, the first step toward the solution 
is to determine the most likely direction of turn for each 
of the axes. In this manner, the solution search domain is 
defined and coefficients of the system of equations (2) are 
determined, which, generally speaking, are functions of 
angles, but at small turn angles they can be considered 
constant. 

In the matrix form, the system of equations describing 
signal variation with the satellite turning is as follows 
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1 2
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A P

a a a

a a a
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P p p p
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 
 
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 
 

    

    

     (3) 

where: 

A is the matrix of coefficients of the equation system; 
Λ is the sought after vector of the satellite turn angles, ΔP 
is the vector of the onboard repeater signal variation, 
elements of which are obtained from comparison of the 
current signal power value against its reference value 
determined at the start of the estimation process as the 
averaged power of each signal with satellite at nominal 
attitude (attitude angles are close to zero). 

The sought after angles λx, λy, λz are defined in such a 
manner as to achieve the minimal root-mean-square error 
in equalities (2) or (3) 

(AɅ‒ΔP)T (AɅ‒ΔP)/N. 

The following constraints are imposed on the solution 
of the problem: 

 satellite attitude at the start of solving the 
problem of estimating the roll, pitch and yaw angles 
matches the nominal attitude; 

 attitude control is implemented in such a 
manner as to make sure that the angles stay below 0.4°, 
which makes it possible to remain within the linear 
portion of the power vs. turn angle curve for the satellite, 
and thus improve accuracy when SC turns in positive and 
negative directions. 

When determining the attitude from the onboard 
repeater signals, the SC orbital motion was taken into 
account. 

The described solution for the satellite attitude control 
problem was implemented in both semi-automatic mode, 
that is, when calculations and uplinking of control signals 
to the satellite were performed from the WS of the MCC 
operator, and in automatic mode, when uplinked to 
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satellite were the calculated values for the satellite angular 
motion parameters, which were used by the onboard 
computer to calculate the control actions required to 
control the SC angular motion. The described control 
method was only used during passive phases of the flight.  
During corrective burns, standard attitude control sensors 
are used. This was mostly due to relatively longtime 
intervals between signal level measurements taken by the 
analyzers (10s). 

V. SUMMARY 

 Operation of the ISS, the largest space vehicle in the 
history of spaceflight, required solving multiple problems 
related to in-flight updating its attitude and parameters: 
mass, moments of inertia, aerodynamic torques 
parameters, etc. For that purpose, engineering 
experiments “Tensor”, “Izgib”, “Environment-ISS” and 
others were set up onboard the ISS RS to conduct in-flight 
development of techniques for determining various 
characteristics and parameters of the ISS.  This 
technology was then used for controlling the attitude of 
the Yamal-200 series SC. The use of the developed 
technology for controlling the attitude of the Yamal-202 
SC based on predictions of its angular motion has enabled 
its continuing operation to this day, 20 years into its 
mission. 
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Abstract—This paper proposes a method for evaluating the 

quality of a target motion model based on the degree of 
observability (DoO) to enhance model matching accuracy in 
the presence of target motion model uncertainty. The Kalman 
filter-based DoO and its implementation are discussed, leading 
to the introduction of target motion model conformance 
criteria for quantitatively assessing the disparity between the 
current model and the actual target motion model. Simulation 
results indicate that DoO allows for a quantitative comparison 
of observability across different models, and the model 
conformance criteria based on DoO effectively indicate the 
degree of match between the current model and the real target 
motion model. 

Keywords—Maneuvering target tracking, Observability, 
Kalman filter 

I. INTRODUCTION 

Maneuvering target tracking has emerged as a prominent 
research focus in state estimation and information fusion[1]. 
It falls under the category of nonlinear filtering problems and 
holds significant importance in both national defense and in 
the field of civil applications[2]. To achieve accurate and 
stable tracking of maneuvering targets, it is crucial to 
develop a target motion model that accurately reflects the 
actual motion of the target. 

Modeling the motion characteristics of a target involves 
describing the target's motion using motion equations. For 
non-maneuvering targets, linear models like constant 
velocity and constant acceleration can be used. However, as 
a target's maneuvering capability increases, its motion 
characteristics become non-linear. Using a linear motion 
model to describe this non-linear motion will result in 
significant errors, especially since targets often exhibit 
multiple maneuvering modes [3]. Therefore, accurately 
modeling the motion characteristics of a target is crucial in 
target tracking research. Various multi-model (MM) 
estimation methods, such as interactive multi-model (IMM) 
[4] and variable structure multi-model (VSMM) [5], have 
been developed to improve the precision and reliability of 
target tracking. 

This paper delves into the characteristics of multi-model 
algorithms, with a specific focus on determining the weight 
of individual simple models within the multi-model 
framework. By establishing a motion model for the target in 
various motion states and employing the Kalman filter 
algorithm for tracking, a real-time quantitative evaluation 

method for assessing the quality of tracking models is 
developed by incorporating observability. 

II. QUANTITATIVE EVALUATION METHOD FOR MOTION 

MODEL 

A. The Degree of Observability 

The concept of observability in a system refers to the 
ability to determine the initial state of the system based on 
measured values within a finite time[6], as first proposed by 
Kalman in 1960[7].  

The analysis of observability in linear time-invariant 
systems is straightforward, while it becomes more complex 
for linear time-varying systems, requiring evaluation of the 
Gramian observability. However, the Gramian criterion 
cannot provide a complete indication of the observability of 
all state variables.  

To better characterize the observability of each state 
variable in target tracking, the Degree of Observability 
(DoO) is introduced. This criterion helps identify which 
states are more accurately estimated and which are more 
challenging to estimate. Given that the estimability of states 
impacts filtering accuracy, the DoO can effectively reflect 
the influence of different abnormalities on filtering accuracy 
in real-time. In the context of a target tracking system, this 
concept can be mathematically expressed by the following 
equation: 

 
| 1 1 1 1k k k k k k

k k k k

x F x G

z H x v

    

 
  (1) 

Where kx  is the vector of state, kz is the vector of 

measurement, k  is the vector of input noise and kv is the 

vector of measurement noise, the covariance matrices kQ are   

and kR  , respectively, and k is uncorrelated with kv at any 

moment. | 1k kF  is the state transition matrix, 1kG  is the 

system noise matrix, kH is the measurement matrix. 

Based on the above equations of state and observation, we 
analyze the observed data from time k to time k + n - 1, and 
can rewrite Eq. (1) as [6] 
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For the system represented by Eq. (2), the measured value 

kz    can be reformulated as 
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 The matrix kO  is the observability matrix of the time-

varying system. Eq. (3) can be reformulated as 

 * *
k k k k kx   O z O v  (4) 

where 
1

kk k k
    O O O O  denotes the generalized 

inverse matrix of  kO . 

 Let kk ky z  O  and kk kv   O , we can express them 

in a scalar form 
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where i
ky  is the i -th component of the vector ky , i

k is 

the i -th component of the vector k , ,
i
j ka  (j=1,2,⋯,n) is the i 

-th line of k
O . 

 Thus, the variance of the measurement noise i
k can be 

approximately described as 
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Where 0
kR is the initial variance of the interval measurement 

noise. Hence, we can obtain the DoO in scalar form as 
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 The defined Degree of Observability not only considers 
the observability criterion matrix, but also thoroughly 
evaluates the impact of dynamic errors in the estimation 
process and measurement noise on the system's reliability. 

B. The model conformance criteria 

To determine the weight of each simple model in the 
multi-model approach, it is essential to establish the motion 
model of the target in different motion states. The Kalman 
filter algorithm is utilized for tracking the moving target, and 
a real-time quantitative target tracking model quality 
evaluation method is developed by introducing the degree of 
observability criterion. The degree of observability 
incorporates the current measurement information, which 
highlights the disparity between the current model and the 
actual target motion model. When the target motion model 
conforms to the real model, the observability is large; 
Conversely, if the target motion model strays too far from the 
true motion model, the observability decreases. Leveraging 
this characteristic, and aiming to simplify the analysis of 
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model matching degree, this study establishes the model 
conformance criteria 

  
x

kx

k k

x

k y

D

D D
 


 (9) 

  
x

ky

k k

y

k y

D

D D
 


 (10) 

  1 x y
k k k      (11) 

where x
kD  is the DoO of the state variable x at moment k 

and y
kD  is the DoO of the state variable y. The criteria 

specify the variation rule of state variables in the motion 
model over time. It states that for the same type of state 
variables, they exhibit the same variation rule. The model's 
conformance is high when it closely resembles the actual 
target motion model, and low when it deviates from it. 

III. SIMULATION AND RESULTS 

The Kalman filter algorithm is utilized to simulate the 
filtering process for single-model-based target tracking. 
Model 1 represents a constant velocity (CV) motion model, 
while model 2 represents a coordinated turn (CT) motion 
model. Each of these models is used to track the target 
independently. In the absence of prior information, the 
discrete state and measurement equations for the target are 
assumed to be represented as (1). 

Taking the 2D case as an example, assuming that 

 Tk k k kx x y y  kx is the state vector of the target 

at moment k and  Tk k kz x y is the observation vector, 

the state transfer matrices of the 2 models are 
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where T is the target adoption time interval, taking the value 
of 1s; ω is the target turning angle rate, taking the value of 
1/30(rad°/s). The process noise covariance matrix of the CV 

and CT models is CVQ  ＝ CVG diag( 1CVq ， 2CVq ）

( )CV TG ，
CTQ ＝

CVG diag( 1CTq ， 2CTq ） ( )CT TG  

where 
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qCV1 = qCV2 = qCT1= qCT2 = 0.01m2·s‒4. 

The measurement covariance matrix is R = diag (1002, 1002). 
The initial state of the target radiation source is 
x0 = [80 m, 400 m/s, 80 m, 600 m/s]T. 

 First track the simple trajectory, in this paper we use 
linear trajectory and circular trajectory, use CV and CT 
model to track these two kinds of trajectory respectively, the 
conformity result is shown in Fig. 1 and 2, the tracking 
results from different motion models align closely with the 
model conformance criteria. 

 

Fig. 1.  The conformance by tracking the linear trajectory. 

 

Fig. 2.   The conformance by tracking the circular trajectory. 

 The motion trajectory comprises 220 points, divided into 
4 segments: the first segment (points 1-20) involves uniform 
linear motion, the second segment (points 21-90) consists of 
a right turn maneuver, the third segment (points 91-160) 
involves a left turn maneuver, and the fourth segment (points 
161-220) is uniform linear motion. This trajectory is 
illustrated in Fig. 3. Monte Carlo simulation experiment was 
repeated 100 times, and the model conformance curve is 
depicted in Fig. 4. The tracking results from different motion 
models align closely with the model conformance criteria. 

 

Fig. 3.   True trajectory of the maneuvering target. 
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Fig. 4.  The model conformance curve 

IV. CONCLUSION 

This paper presents a novel method for evaluating the 
quality of target motion models in maneuvering target 
tracking by leveraging the degree of observability (DoO). 
The proposed approach aims to enhance model matching 
accuracy in scenarios with uncertain target motion models. 
The key contribution of this study lies in utilizing DoO to 
quantitatively assess the disparity between the current model 
and the actual target motion model, and subsequently 
introducing a target motion model conformance algorithm 
based on this evaluation. To validate the efficacy of the 
method, a simulation experiment platform is constructed, and 
simulation experiments are conducted. The results confirm 
the effectiveness of the evaluation algorithm. Future research 
directions will focus on enhancing tracking accuracy in 
maneuvering target tracking systems through the exploration 
of multi-sensor fusion algorithms to bolster system 
robustness, as well as investigating the application of the 
target motion model quality evaluation method proposed in 
this paper to enhance the filtering accuracy of multi-model 
algorithms. 
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Abstract—UAVs are typical complex nonlinear and 

parameter uncertain systems, and there is strong coupling 
between control channels, which poses a serious challenge to 
the design of flight control systems. In response to its nonlinear 
and coupling characteristics, the UAV dynamics model is 
decoupled into four independent linear time invariant systems 
using differential geometry theory by replacing the control 
signal input. Design attitude controllers for each channel 
separately using sliding mode control method. The simulation 
results show that the above linearization method can achieve 4-
channel decoupling, and the designed control system meets the 
requirements of flight control performance.  

Keywords—Nonlinear systems, linearization, differential 
geometry theory, sliding mode control, control system 

I. INTRODUCTION  

In recent years, UAVs have received widespread 
attention due to their small size, low cost, high 
maneuverability, and wide adaptability to various scenarios. 
The flight control system [1] of a UAV is the center of the 
UAV, ensuring the completion of tasks and safe flight. It is 
also one of the key technologies in the development of 
UAVs. The dynamic model of UAVs has complex 
nonlinearity, time-varying parameters, and strong channel 
coupling, which poses a serious challenge to the design of 
flight control systems. 

To design flight control systems, researchers generally 
used the theory of small disturbance [2] linearization to 
linearize the dynamics model of unmanned aerial vehicles in 
the early stages. When the system deviates from the 
equilibrium point, the system characteristics often no longer 
follow a linear variation relationship, and the linearized 
model is only an approximation, which will cause significant 
model errors and cannot meet the performance requirements 
of unmanned aerial vehicle flight [3]. The control system 
designed based on this linearization method is also difficult 
to achieve good control effects. 

In terms of control system design, the PID design method 
[4] based on the classic proportional integral derivative 
controller has been widely used in the early days. However, 
with the continuous improvement of UAV control 
performance indicators, this method shows the following 
shortcomings: because PD parameters are designed based on 
the fixed controlled object, when there are time-varying 

parameters in the system, the PID parameters cannot be 
automatically adjusted according to the changes in system 
parameters, and therefore cannot guarantee accurate control. 
To improve the flight control performance of unmanned 
aerial vehicles, research on the application of some methods 
of modern control theory is gradually being carried out, such 
as the Linear Quadratic Regulator(LQR) method [5]. 
Meanwhile, thanks to the development of nonlinear control 
theory, researchers have explored its applications in the 
design of unmanned aerial vehicle flight control systems, 
such as backstepping control, sliding mode control, etc. 
However, backstepping control [6] and sliding mode control 
[7] suffer from differential expansion and chattering 
problems, which can be effectively improved by 
incorporating integral filters and integral sliding mode 
control. In recent years, some methods based on intelligent 
control [8] have also made progress in theoretical research, 
but they are rarely used in the design and application of 
unmanned aerial vehicle flight control systems. The reason is 
that intelligent control methods have complex algorithms, 
large computational load, and long execution time of 
onboard computers, which cannot guarantee the timeliness of 
control systems. 

In summary, the linearization process of the model must 
be precise enough, and its dynamic process should be 
reflected in the controlled model. The control law should 
have strong robustness to time-varying system parameters 
and external disturbances, and should not be too complex, 
increasing the computational workload of onboard computers. 
Therefore, this article adopts differential geometry theory to 
linearize and decouple the dynamics model of unmanned 
aerial vehicles, obtaining four independent linear time 
invariant systems. The sliding mode control method is 
applied to complete the design of control laws for each 
channel. The control effectiveness of the control method was 
analyzed by comparing simulation results, and the 
effectiveness of the proposed control framework was verified. 

II. UAV DYNAMICS MODEL 

The quadrotor helicopter is assumed to be a rigid body, 
having 6 degrees of freedom and subject to external efforts. 
The model includes kinematics and dynamic equations. The 
dynamic equation of the UAV can be established as follows: 
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 (1) 

In the formula, x, y, z represent the position of the center 
of mass of the UAV in the east north up inertial coordinate 
system; ϕ, θ, ψ represent the roll, pitching, and yaw angle; Ix, 
Iy, Iz represent the rotation inertia corresponding to the 3 axis 
of UAV. l represents the length from the center of the 
propeller to the origin of the body coordinate system; m 
represents the mass of the UAV. u1，u2，u3，u4 represent 
vertical, rolling, pitch and yaw motion control quantities; g is 
gravity acceleration. 

Equation (1) can be rewritten as an affine nonlinear 
system: 

  (2) 

Where 

 

 

 

 

 

 

III. CONTROL LAW BASED ON FEEDBACK LINEARIZATION 

The most natural approach for nonlinear systems is to 
linearize them, as there are abundant theories and 
mathematical tools available regarding linear systems. The 

classic linearization method is to make first-order linear 
approximations using Taylor expansion [9]. Although this 
method is simple and practical, its applicability is small, and 
the error increases with the increase of the action interval, 
always just an approximation. Feedback linearization method 
[10] is a set of precise linearization theories, which is a 
method based on differential geometry theory. If all input 
variables and all state variables can be linearized within the 
framework of feedback linearization, then the system is said 
to be able to achieve full state linearization; otherwise, it is 
considered partial state linearization. Its implementation 
methods mainly include coordinate transformation and state 
feedback. Therefore, feedback linearization methods may 
achieve full state or partial state linearization of the complete 
model, which provides ideas for solving problems. 

A. The basic principle of feedback linearization 

For the following affine nonlinear systems: 

  (3) 

If ∃x ∊ U and a series of non-negative integers 

( ), such that the following two conditions are 
met: 

(1) ∀x ∊U , 1 ≤i, j ≤ m and 0≤ k< ri-1, 

  (4) 

(2) ∀x ∊U, Falb-Wolovich [11] matrix   

  (5) 

is non-singular. , represents the Lie 

derivative symbol.  

So it is said that system (3) has relative orders r1, r2,⋯,rm. 
Consider the total relative order . If r< n, (where 
n is the system state dimension), the system can only be 
partially linearized and there exists a zero dynamic part. If r= 
n, then when the system satisfies: 

a) Span is 

non- singular, where ； 

b) ; 

c)  is involutive distribution. 

(Where, ; Involutive 
distribution refers to the fact that the rank sum of 
each component of the distribution itself is always 
equal to the rank of any two of its parentheses.) 

When these three conditions are met, the system can be 
fully linearized. 

For nonlinear systems (2), using the feedback 
linearization formula (4), obtain: 

  (6) 

    (7) 
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And the Falb-Wolovich matrix 

                    

 

                         (9) 

           (10) 

         (11) 

When , . 

So, the relative order of system (2) is r1= r2= r3=4; r4=2. 
The total relative order . At the same 
time, it has been verified that the system (2) satisfies the 
three conditions mentioned earlier, so the system can be fully 
state feedback linearized. 

Using Differential Homemorphism for Coordinate 
Transformation 

  (12) 

The original affine nonlinear system (2) is transformed 
into: 

                              (13) 

Where 

 

 

 

 

According to feedback linearization theory, the nonlinear 

relationship between the control law of the original system (2) 
and the system (13) can be obtained: 

              (14) 

Where 

  

B. Controller design 

Based on feedback linearization, four independent 
channels are obtained. According to the control performance 
requirements of each channel, sliding mode control method 
is used to design controllers for four channels. 

Specifically, for second-order systems: 

   (15) 

Among them, d(t) is the external interference and 
satisfies |d(t)|≤ D. Error e= xd - x. Design sliding mode 
function: 

   (16) 

Taking sliding mode control law: 

   (17) 

Among them, sgn (.) is a sign function. The following 
constructs Lyapunov function to prove stability: 

  (18) 

Seeking differentiation, obtaining: 

  (19) 

When η1≥ D,  satisfies the stability condition. 

For the system: 

    (20) 

Design sliding mode function: 

   (21) 

Taking sliding mode control law: 

  (22) 

When η2≥ |d(t)|, the stability condition is met. 

 

=  (8) 
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Fig.1 The overall closed loop system 

Finally, the closed loop system with the combined 
controller-observer-estimator is represented in figure (1). 

IV. SIMULATION AND RESULTS 

Simulation is carried out using the following quadrotor 
parameters: Ix= 2.3×10-3kg∙m2, Iy= 2.4×10-3kg∙m2,  
Iz= 2.6×10-3kg∙m2, m= 0.625kg, l= 0.1275m, and g= 9.8m/s2. 
The initial state variable of the UAV is x=04×1, the expected 
state variable is xd=(50, 50, 50, π/6) and the simulation time 
is set to 50 s. And the sliding mode control is divided into 
two stages, the first stage (0-11s) is the approximation stage, 
and the second stage (11-50s) is the oscillation stage. 
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Fig. 2 The UAV location 
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Fig.3. The UAV attitude angle 

V. CONCLUSION 

Using differential geometry theory to linearize and 
decouple the dynamics model of unmanned aerial vehicles, 
three independent linear time invariant fourth-order systems 
and one independent linear time invariant second-order 
system were obtained. Sliding mode control method was 
applied to complete the design of control laws for each 
channel. The control effectiveness of the control method was 
analyzed by comparing simulation results, and the 
effectiveness of the proposed control framework was 
verified. 
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Abstract—This paper is devoted to the problem of 

controlling a group of quadrotors while pointing at a 
maneuvering target. When solving the problem, the method of 
proportional guidance in 3D of the leader quadrotor was used. 
The other quadrotors of the group are guided to the target 
based on information about the trajectory of the leader's 
movement to the target.  A consensus algorithm/protocol is 
used to implement the group pointing algorithm.  

Keywords — quadrotor grouping; proportional pointing; 
consensus; formation control 

I. INTRODUCTION 

The rapid development of unmanned aerial vehicle 
(UAV) technologies and control algorithms contributes to 
the expansion of their application areas. One of the current 
trends is the increasing autonomy of UAVs. UAVs that do 
not require human control and are capable of generating 
control signals based on information about the surrounding 
reality are being used for more and more tasks. Another trend 
is the use of groups of autonomous UAVs, including 
quadrotors. The increasing complexity of control 
implementation due to the need for coordinated behavior of 
vehicles (agents) is compensated by the efficiency of solving 
the tasks. The process of bringing a group of autonomous 
UAVs to a moving target point, when the trajectory of the 
agents is unknown in advance and determined by the 
movement of the target, is difficult from a scientific and 
technical point of view. Successful solution of such a 
problem can be useful when realizing the landing of a group 
of quadrotors on a moving platform, when delivering cargo 
and when escorting any objects. 

The purpose of this paper is to develop an algorithm for 
pointing a group of quadrotors at a moving target. 

The paper considers the situation when only one or 
several UAVs (leaders) have active targeting means, and the 
others are guided by receiving information about the leader's 
trajectory and moving along this trajectory, maintaining 
some predetermined configuration, possibly variable in time 
(swarm). 

To solve such a problem, we need to consider and solve the 
following subproblems: control algorithm for an individual 
UAV, control algorithm for a group of UAVs (multi-agent 
control), and targeting algorithm for a leader UAV.  

 

II. ALGORITHM DEVELOPMENT 

A. Leader guidance algorithm 

To mathematically describe the problem of pointing a 
single UAV in three-dimensional space, this paper uses a 
5th order kinematic model [1]: 
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where V  – UAV velocity vector, R  – distance from the 

UAV to the target along the line of sight, L  и L  – angles 

of inclination of the line of sight in the vertical and 
horizontal planes, respectively,   – angle between the 

UAV velocity and the line of sight, M  и M  – angles of 

deviation of the velocity vector from the line of sight in two 

perpendicular planes, y , z  – components of the rotation 

velocity of the line of sight; ,y za a  – accelerations of the 

UAV in the velocity coordinate system, acting as control 
signals. Figure 1 shows the coordinate systems. 
The basic PPN pure proportional pointing law [2] for 
pointing in 3D is of the form [1]: 
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where  N - navigation constant. 
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Figure 1 – Coordinate systems 

In the present work, we propose to use a modified version of 
the guidance law [3]: 
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where mN  - navigation constant. 

In [4], for system (1)-(3), an estimate of the time to reach the 
goal is obtained: 

2sin
1 ,

2 2
( )

( 1)go

R
t t

V N

 
   

 (3) 

where the angle  is defined as cos cos cosM M   . 

B. Quadrotor control algorithm 

We consider a model of a quadrotor in the NED 
coordinate system [5], shown in Figure 2.   The equations of 
motion of the quadrotor in the SE (3) space have the form 
[6]: 

 

3 3

,

,

Ω,

Ω Ω Ω ,

ˆ

x v

mv mge fRe

R R

J J M


 


  







 (5) 

where 3x - position vector, (3)R SO - directional 

cosine matrix, 3 - angular velocities, m - UAV mass, 
3 3J  - inertia matrix, f  - thrust force, 3M  - 

vector of control moments. The aerodynamic resistance of 
propellers and the UAV body [7-8] is not taken into 
account. 
 
 

 

 
Figure 2 – Quadrotor model 

To control the motion of the UAV (5) along the given 

trajectory 3( )dx t   the geometric control algorithm from 

[6] is used: 
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where 0 1( ( ), ,, )t
i vd xx v de ex cx e v ex e d         

  Ω

1
, Ω Ω

2

T T T

R c c c c
e R R R R e R R



    are the error 

equations. 

C. Multi-agent control based on consensus algorithm 

A graph G  can be represented as a pair  ,V E , where 

1,2,...,V n  – is the set of nodes of the graph and E V V   
– is the set of its edges. Moreover, each edge shows how a 
pair of different nodes are connected to each other. For 
example, edge  ,i j  may indicate the ability of a node to 

receive information from node i . Let graph G  contain n  

nodes. The adjacency matrix N N
i jA a       is defined as: 

0,i ia  1,i ja   if  , ,j iv v E  otherwise 0.i ja   In 

leader-follower problems [9], the adjacency matrix is formed 

as: 1 1N N
i jA a        , where the leader is 1n  nodes. In 

this case, row 1n  is zero, because the leader does not 
receive information from other nodes, and in column 

1n  units stand only in those rows whose nodes receive 
information from the leader. An example of an information 
oriented graph is shown in Figure 3. Here, nodes 1-4 
correspond to follower agents, and node 5 is the leader. 

Let 3
i   contain information about the position of the 

i -th agent. For agents with first-order dynamics in the 

leader's trajectory tracking problem 3r   , the 
fundamental consensus algorithm [9]:  
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where 0 10, 0, 0     are the coefficients of the 
algorithm. Consensus is reached asymptotically among all 

agents if for any (0)i  it is true that ( ) ( ) 0,i jt t    is 

true for all i j  at .t   To solve the formation control 

problem of the agents, we introduce given offsets ( )i t of the 

position of the i -th agent from the given leader trajectory 

( )r t . Then the motion trajectories of agents ( )i t  in (7) 

are replaced by: 

( ) ( ) ( ).i i it t t      (8) 

 
Figure 3 – Information graph 

D. Algorithm for controlling a group of quadrotors 

For targeting a group of quadrotors, the paper proposes a 
multi-agent control approach in the form of leader-follower 
formation control. The leader points to the target 
independently using the pointing algorithm (1), (3) and 
transmits information about its trajectory to all or part of the 
followers according to some known information graph. 
Initially, quadrotors have some position relative to the 

leader determined by offsets 0 1, , .,i i n    

The final position of each quadrotor at the moment of hitting 

the target fi  is also specified. The current from the leader's 

trajectory required for the consensus algorithm (7)-(8) can be 
computed using expression (4) for the time to reach the goal: 

0

.

( ) ,

( )

( )

i fi i

go

go

t

t

t

t

t t





  




  (9) 

Then expressions (7)-(8) are used to calculate the errors 
( ), ( )x ve t e t  in the control law of the single quadrotor. 

III. MODELING 

To confirm the performance of the developed control 
algorithm, modeling was carried out in MATLAB/Simulink 
environment. 

The task of pointing five quadrotors, a leader and four 
followers, was considered. The information graph is shown 
in Figure 3. Initial positions: leader [0; 0; 500] m; followers 
at x coordinate [240, -197, 470, -426] m, at y coordinate 
[1165, 404, 1550, 12] m, at z coordinate [725, 725, 500, 500] 
m. Initial velocities 10 m/s.  

The formation of followers relative to the leader at the 
targeting endpoint: 1f = [0; 1; 0.5] m, 2f = [0; -1; 0.5] m, 

3f = [0; 2; 0] m, 4f = [0; -2; 0] m. 

Leader speed at homing is 30 m/s. Navigation constant 
3.5.mN   

Initial target position: [500; 0; 0]. Target velocity 20 m/s, 

target acceleration 0.5 2/m s - circular motion. 

Coefficients of the consensus algorithm:  

0 1100, 50, 1.      

The results of the calculations are shown in Figures 4-5. 

 
Figure 4 – Pointing results in the X-Y plane 

 
Figure 5 – 3D pointing results 
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IV. CONCLUSION 

In this paper, an algorithm for guiding a group of 
quadrotors to a target based on the leader proportional 
guidance method in 3D and a consensus algorithm for 
formation control has been developed. Computer simulation 
of the obtained algorithm has shown the effectiveness of the 
proposed approach when the target is maneuvering. 
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Abstract — This paper develops a fault-tolerant attitude 

control system for small spacecraft. It is based on the 
reconfiguration of the software. The solution of the problem is 
divided into two tasks. The first one is sensor fault detection 
using the predicted measurements. The second task is design of 
the fault-tolerant feedback controller. It is also necessary to 
design attitude control. 

Keywords — small spacecraft, angular motion, control 
system, fault tolerance, fault detection, attitude determination. 

I. INTRODUCTION 

More and more small spacecraft are being launched these 
days. They solve many fundamental and applied problems. 
Often, to solve these problems, it is necessary to know and 
provide the required attitude of the spacecraft. 

An important problem of attitude control system (ACS) 
design is its possible faults. The presence of a fault usually 
leads to mission failure. This problem is most relevant for 
small spacecraft with on-board commercial off-the-shelf 
(COTS) electronics. Usually, COTS electronics do not 
undergo the full set of ground tests. This is especially true for 
radiation resistance. Therefore, design of a fault-tolerant 
control system is a relevant problem. 

The design of fault-tolerant control systems includes 
hardware, information, and software redundancy. Usually, 
hardware redundancy is used. However, it increases the mass 
and dimensions. Thus, this approach is not applicable to 
small spacecraft. Therefore, the development of special 
software can significantly improve the fault tolerance of the 
control systems.  

This paper proposes an approach of fault detection using 
predicted measurements. The prediction is calculated by the 
adaptive on-board motion models. This approach increases 
computational costs. At the same time, it prevents the use of 
unreliable measurements. 

Design of fault-tolerant ACS divided into two tasks: 

 The first task is the spacecraft attitude determination 
when one or several sensors fail; 

 The second task is the synthesis of the attitude control 
program in case of actuator faults. 

For the first task, we assume that the small spacecraft 
receives information from magnetometers, angular rate 
sensors (ARS), sun sensors (SS), and a GNSS receiver. 
Attitude determination is based on various algorithms, e.g. 
one-time measurements algorithms [1-14] and Kalman filter 
[15-23]. This paper describes a technique for selecting an 
algorithm. The selection depends on the availability of 
measurements. 

For the second task, we use an approach based on the 
representation of the control program as a Fourier series [24, 
25]. The search of Fourier series coefficients is provided by 
the differential evolution algorithm [26]. This approach 
allows redistribution of the remaining resources from faulty 
actuators to faultless ones. 

II. SENSOR FAULT DETECTION 

A. Mathematical models of small spacecraft motion 

A center of mass motion in an Earth-centered inertial 
(ECI) coordinate frame has the following view: 

   23
,J A

r


   r r f f    (1) 

where r is radius-vector of small spacecraft;  is 

gravitational standard parameter; 2 ,J Af f  are gravitational and 
aerodynamic accelerations, respectively. 

The kinematic equations of spacecraft angular motion are 
described as [27]: 

   
1

,
2

q Ωq    (2) 

where bo oa ω ω ω  is the absolute angular velocity; 
T(ω ,ω ,ω )bo bo bo bo

x y zω  is the spacecraft angular velocity 

relative to the orbital coordinate frame; 

T

3
0, ,0oa

r

 
   
 

ω  

is the orbital angular velocity relative to ECI; 
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Ω  is the skew-symmetric 

matrix.  
Euler’s dynamic equation has the following form: 

 а gIω ω× Iω = T + T + U ,   (3) 

where ( , , )x y zdiag I I II  is the tensor of inertia; 

T(ω ,ω ,ω )x y zω  is the absolute angular velocity of a 

spacecraft; b b
DC S     аT d V V  is the aerodynamic 

torque;  3

3 b b

r


 gT η Iη  is the gravitational torque; 

T( , , )x y zu u uU  is the control; bη  is the local vertical in 

the body coordinate system (BCS);   is the density; DC  is 

the drag coefficient; S  is the reference area; d  is the center 

of pressure; bV  is the upstream velocity. 

B. Mathematical models of measurements 

The generalized model of vector sensors (magnetometer, 
sun sensors, etc.) can be written in the following form: 

        meas orb( ) ,t t t t t     C ν R ν w ,  (4) 

where ( )tR  is rotation matrix from the orbital coordinate 

system (OCS) into BCS;  orb tν  is the vector sensors in the 

OCS calculated in accordance with the given model (Sun 
model, Earth’s magnetic field model, etc.);  , t w  is a 

noise of measurements;   is the standard deviation. 

The angular velocity measurement model has the 
following form: 

         изм ,t t t t     C ω ω w ,  (5) 

where  , t w  is the noise of measurements;   is the 

standard deviation. 

C. Technique of fault detection of a sensor 

The technique of fault detection of a sensor includes the 
following stages: 

1) We identified the small spacecraft parameters. We 
did this by processing measurements from the previous flight 
stage [28, 29]. This stage is used for small spacecraft with 
variable mass-inertia characteristics. 

2) Prediction of the center of mass motion parameters 
(Eq. (1)) and angular motion parameters (Eq. (2) and Eq. (3)) 
at the required time.  

3) The measurement vector (further, vector of 
measurement model) is calculated in OBC. 

4) The vector of the measurement model is translated 
from OCS into BCS in accordance with Eq. (4). The ARS 
vector of the measurement model is calculated by Eqs. (2), 

(3) and (5). In further, the vector of the measurement model 
in BCS is the calculated measurement. 

5) Assessment of difference (δ) between the calculated 
and measured values. Measurements are used in the control 
loop if δ < lim . Otherwise, the measurements are not use 
and the attitude determination algorithm is reconfigured. 

The value of lim  is defined for each measurement type 
with a given noise. Noise is defined by ground tests (ground 
calibration) or during flight missions. Otherwise, nominal 
values are used. 

III. DESIGN OF THE FAULT TOLERANCE FEEDBACK 

CONTROLLER 

The problem of on-board attitude determination is solved 
by a set of algorithms. They are based on both one-time 
measurements [1-14] and the Kalman filter [15-23]. 

Selection of the attitude determination algorithm is 
performed in accordance with stage 5. Solving the problem 
of attitude determination requires two steps. This is true for 
normal spacecraft operation [18]. In the first step, the 
QUEST algorithm uses the measurements of the 
magnetometer and SS. The termination criteria is the 
normalized quaternion. The normalized quaternion is also the 
initial information for the Kalman filter. The Kalman filter 
uses magnetometer and ARS measurements. 

In the case of an ARS fault, the algorithm is similar to a 
normal operation. However, the Kalman filter uses only 
magnetometer measurements. 

In the case of an SS fault, the QUEST algorithm uses the 
magnetometer’s measurements. It also uses information 
about the navigation spacecraft geometric visibility. 
Furthermore, the algorithm performs according to the normal 
operation.  

In the case of a magnetometer fault, the QUEST 
algorithm uses SS measurements. It also uses information 
about the navigation spacecraft’s geometric visibility. The 
Kalman filter performs only by ARS measurements. 

In the case of magnetometer and ARS faults, the attitude 
determination problem is solved until the GNSS receiver is 
operated. Continuous operation of the GNSS receiver is not 
considered. In this case, algorithms are applied that use 
information about the navigation spacecraft geometric 
visibility [30]. 

We solve the attitude determination problem by 
processing the sampled measurements. We perform this if 
there is at least one operating vector sensor [31, 32].  

IV. DESIGN OF THE FAULT-TOLERANCE ATTITUDE 

CONTROL SYSTEM 

The numerical approach [24, 25] is used to solve the 
problem of terminal control in the case of a fault of one or 
two actuators. The differential evolution algorithm is used in 
this approach [26].  

The problem of terminal control is described as follows: 
it is necessary to reorient the spacecraft from its initial state: 

   0 0 0 0( ) , ( )t t q q ω ω    (6a) 
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to the desired ones: 

   к к к к( ) , ( )t t q q ω ω    (6b) 

for fixed time interval кt . 
The reorientation problem with a faulted actuator is 

solved with the following structure (for each operating 
actuators): 

   
8

0

1

2π
cos θ ,

2 n n
n

A nt
U t A

T

    
 

   (7) 

where 0, ,θn nA A are searched parameters. 

The differential evolution algorithm [26] was used to 
search for 34 coefficients 0, ,θn nA A  (in the case of fault of 

one actuator) or 17 coefficients 0, ,θn nA A  (in the case of 
fault of two actuators). 

The task of searching the coefficients 0, ,θn nA A  is 
reduced to the task of minimizing the following goal 
functions: 

       
 

T
f d f f

d f

1
, arccos trace ( ) ( ) 1

2

,f

f t t t

t t

     
 

b R q R q

ω ω

 

where  T0 , ,θn nA Ab  is the vector of the estimated 

parameters;  T
f( )tR q  is the transition matrix from OCS to 

BCS (Eq. (6b));  f( )tR q  is the transition matrix from OCS 

to BCS calculated from the current normalized quaternion.  

CONCLUSION 

This paper proposes an approach to designing a fault-
tolerant ACS for small spacecraft. The approach is based on 
the reconfiguration of on-board software. We propose a 
technique for sensor fault determination, which uses adaptive 
on-board motion models for prediction. The proposed 
technique prevents analytical redundancy of measurements. 
In other words, we may not implement on-board observers. It 
should be noted that the problem of observer synthesis has 
not been solved in the general case. 

The fault tolerance of the feedback controller is provided 
by the reconfiguration of the algorithm depending on the 
available measurements. The fault tolerance of the control is 
provided by the representation of the control structure as the 
even Fourier series. Then, the problem is reduced to 
searching the Fourier series coefficients. This approach 
allows redistribution of control from faulty actuators to the 
operative ones.   
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Abstract—This paper investigates stabilization of a nanosat-

ellite planar angular motion by a deflectable tail. We use the 
control-Lyapunov function to synthesize the control law. The 
control law is applied to CubeSat-3U with various tail.  

Keywords—nanosatellite, very low Earth orbit, control-
Lyapunov function, angular motion, direct simulation Monte-
Carlo, differential evolution 

I. INTRODUCTION 

Very low Earth orbits (VLEO) allow us to obtain new sci-
entific data. It is about the Earth’s atmosphere and surface. 
VLEO has not been sufficiency studied enough due to the 
short lifetime of a spacecraft. VLEO has advantages. It has a 
higher resolution for remote sensing. It also has a lower prob-
ability of collision with space debris. Finally, it has simpler 
and faster deorbiting [1]. However, a spacecraft at VLEO fac-
es higher drag. It has significant effects on the angular motion 
and life span of the spacecraft [1]. 

The analysis [2] of a space mission showed that the launch 
of a small spacecraft in VLEO is preferable. However, a small 
spacecraft experiences significant effects from aerodynamic 
and gravitational forces. They affect its angular motion [3]. 

Usually, the investigation of the angular motion is provid-
ed for a small spacecraft with fixed geometry. Therefore, lay-
out gets special attention during design. This is to ensure pas-
sive stabilization [4‒6]. 

Recently, researchers have begun to study active aerodynam-
ic stabilization. One of the proposed methods is the rotating tail 
[7-9]. In [10], the deflectable tail was considered in the stabiliza-
tion and reorientation problems. However, in [10], the control 
program used for the problem solution. It did not have feedback. 

In this paper, the control law is derived based on the con-
trol-Lyapunov function. It was applied to nanosatellite with 
various tails (Fig. 1) in stabilization problem. The tails are 
100x100 mm (type 1), 200x100 mm (type 2), and 300x100 
mm (type 3).  

 
      (a)                (b)   (c) 

Fig. 1. Nanosatellite with the tail: (a) type 1; (b) type 2 and (c) type 3 

II. PROBLEM FORMULATION 

A. Nanosatellite dynamics 

The motion of a nanosatellite in a plane is described by the 
following system of equations [3]: 

 ,    

    1 , sin 2 ,a gI T k
          

where α is the angle of attack; Ta is the aerodynamic torque;  
kg is the gravitational torque coefficient; Iτ is the transverse 
moment of inertia. 

The aerodynamic torque Ta has the following view: 

  , ,a ref refT C q S l     

where Cτ is the pitching moment coefficient; q∞ is the velocity 
head; Sref is the reference area; lref is the reference length. 

The gravitational torque coefficient describes as: 

   21.5 ,g l orbk I I    

where Il is the longitudinal moment of inertia; ωorb is the or-
bital angular velocity. 

B. Attitude control and its stability 

The problem is described as follows: it is necessary to syn-
thesize the control law of a nanosatellite motion stabilization. 
The controller is the tail. Stability analysis is provided by the 
direct Lyapunov method [11]. According to this method, the 
following conditions must be met [11]: 

This work was supported by the Russian Science Foundation (# 23-72-
30002), https://rscf.ru/project/23-72-30002/ 
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1.  Lyapunov-candidate-function V must be globally positive 
definite except for the equilibrium point; 

2.  Lyapunov-candidate-function V must be constantly de-
creasing (or V  < 0), except for the equilibrium point. 

Let us define the Lyapunov-candidate-function as follows: 

    2 2
0.5 ,d dV I K

        

where αd, ωd are desired angle of attack angular velocity, re-
spectively; K is the positive constant. 

Thus, Eq. (5) is the globally positive definite. The deriva-
tive of Eq. (5) has the following view: 

 .V I K         
Here d    and .d    Substituting Eq. (1) and Eq. 
(2) into Eq. (6) we obtain: 

  sin 2a gV T k K       
     

To satisfy the second condition, we require that the aero-
dynamic torque changes in accordance with relation: 

  sin 2a g aT k K K          

where Ka, Kω are positive constants. 

Substituting Eq. (8) into Eq. (7), we obtain the following 
relation: 

  aV K K K            
We suppose that Ka = K. Then:  

 2 .V K     
Thus, Eqs. (6) and (10) guarantee the stable motion of a 

nanosatellite during its stabilization. 

The coefficients Ka and Kω is searched by the differential 
evolution algorithm [12]. The goal function has the following 
view: 

    sin 2 ,T a gK T k f       

where KT, is the weight coefficient; f is the penalty function: 

 
 6

0, 0
,

10 , 0
i

i

V t
f

V t

   


 

0 ,it t ih  

where  0;it T  is the current time; h is the step; T is the 
modelling time. 

The aerodynamic torque Ta is controlled by changing of 
the pitching coefficient moment Cτ. Let us rewrite Eq. (8) in 
accordance with Eq. (3): 


 sin 2

.g areq

ref ref

k K K
С

q S l





     


  
 

The use of control law (12) is incorrect. This is because 
the pitching moment coefficient can change in the range of 

 ; .reqС     In return, a nanosatellite has specific val-

ues of the pitching moment coefficient Cτ. Deriving the con-
trol law (12) through the deflection angle δ is very difficult. 
This is because the pitching moment coefficient Cτ depends on 
angle of attack α and deflection angle δ. Therefore, we must 

restrict the required pitching moment coefficient reqС . The 
pitching coefficient moment Cτ, is restricted by the brute force 
method (Fig. 2). The meaning of the brute force method is as 
follows: 

1. The required pitching moment coefficient reqС  is defined 
in accordance with Eq. (12); 

2. We calculate the possible pitching moment coefficients for 
the current angle of attack α(t). They are in the range of 

o o0 ; 180     with a resolution 0.01o; 

3. We select the pitching moment coefficient Cτ. We do this 
based on the minimum of subtraction of the required and 
available coefficients. 

 
Fig. 2. Restriction scheme of pitching moment coefficient Cτ 

C. Nanosatellite aerodynamics 

It is necessary to determine the aerodynamic characteris-
tics of the nanosatellite for motion stabilization. The aerody-
namic characteristics were calculated by the direct simulation 
Monte Carlo method [13]. The parameters of the considered 
nanosatellite are given in Table I. 

TABLE I.  NANOSATELLITE CHARACTERISTICS 

Characteristics Value 

Longitudinal moment of inertia Iτ, kg m2 0.014 

Transverse moment of inertia Il, kg m2 0.072 

Reference length lref, м 0.3 

Reference area Sref, м2 0.01 

Tail length ltail, m [0.1; 0.2; 0.3] 

Minimum angle of tail deflection δmin, o 0 

Maximum angle of tail deflection δmax, o 180 
 

The aerodynamic characteristics of the nanosatellite were 
calculated for flight altitude H = 300 km and date of 
18.07.2023. The average daily chemical composition at this 
altitude and date is given in Table II [14]. 

TABLE II.  ATMOSPHERE COMPOSITION 

Species Mole fraction χ, % 

Molecular nitrogen N2 23.67 

Molecular oxygen O2 0.685 

Atomic nitrogen N 1.633 

Atomic oxygen O 73.41 

Helium He 0.591 

Hydrogen H 0.006 

Argon Ar 0.001 
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Gas-surface interaction is described in accordance with the 
Cercignani-Lampis-Lord model [15-17]. The accommodation 
coefficients were taken equal to αn = στ = 0.9. The number of 
simulated particles was Nsim = 3·106. The aerodynamic charac-
teristics of the NS were obtained for the range of angles of 
attack α ϵ [-90; 90]o with a resolution of 10o and tail deflection 
angles δ ϵ [0; 180]o with a resolution of 15o. 

Dependencies of the pitching coefficient moment Cτ on the 
angle of attack and deflection angle are given in Figs. 3-5. The 
highest value of the pitching moment coefficient is achieved at 
the deflection angle δ = 135o. It is worth noting, that tail type 3 
has positive values of the pitching moment coefficient (i.e. the 

motion is unstable) for the range of o o45 ; 45    . 

 
Fig. 3. Dependence of the pitching coefficient moment on the angle of 
attack and deflection angle for tail type 1 

 
Fig. 4. Dependence of the pitching coefficient moment on the angle of 
attack and deflection angle for the type 2 

 
Fig. 5. Dependence of the pitching coefficient moment on the angle of 
attack and deflection angle for tail type 3 

The pitching moment coefficients are then interpolated by 
bicubic polynomials [18]: 

  
3 3

,
0 0

, ,i j
i j

i j

С a
 

      

where ai,j are polynomial coefficients. 

III. RESULTS 

The boundary conditions are given in Table III. 

TABLE III.  BOUNDARY CONDITIONS 

Initial conditions Boundary conditions 

Angle of 
attack α, o 

Angular 
velocity ω, 

o/s 

Angle of 
attack α, o 

Angular 
velocity ω, 

o/s 
20 0.5 0 0 

 

The results of the problem solution are given in Fig. 6 and 
Fig. 7. The coefficient values of Ka и Kω are presented in  
Table IV. 

TABLE IV.  RESULTS OF THE PROBLEM SOLUTION 

Tail type 
Coefficients 

Ka Kω 

Type 1 5.243·10-4 0.158 

Type 2 2.016·10-5 0.0182 

Type 3 3.858·10-5 0.0263 
 

As shown in Fig. 6, tail type 1 cannot solve the stabiliza-
tion problem because it has insufficient aerodynamic torque. 
On the other hand, tails type 2 and type 3 have sufficient aero-
dynamic torque. The stabilization time is 6764 and 5427 s for 
tails type 2 and type 3, respectively. 

 
Fig. 6. Dependence of the angle of attack on time 

The Lyapunov-candidate-function has constantly decreas-
ing behavior (Fig. 7). In this regard, we can conclude that the 
control is globally asymptotically stable. 

 
Fig. 7. Dependence of the Lyapunov-candidate-function on time 

CONCLUSION 

This paper considered the planar angular motion of a 
nanosatellite at very low Earth orbit. The control-Lyapunov 
function of the tail was obtained in stabilization problem. The 
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aerodynamic characteristics were calculated for the nanosatel-
lite with three types of tails. At the same time, it revealed the 
following points: 

 Tail type 1 does not have sufficient aerodynamic torque 
for the motion stabilization; 

 The tails type 2 and type 3 solve the problem for 1.5 hours. 
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Abstract — The article is devoted to solving the problem of 

delivering a payload to a maneuvering platform. An algorithm 
has been developed for trajectory control of a quadcopter at 
the final section of the trajectory using the method of 
proportional guidance in 3D and a predictive model. 
Simulations were carried out, which showed good efficiency 
and robustness of the developed payload delivery algorithm. 

Keywords — quadrotor control, proportional pointing, 
predictive model 

I. INTRODUCTION 

Currently, a lot of research is being conducted to develop 
trajectory control algorithms for small unmanned aerial 
vehicles (UAVs). One of the most important challenges is 
the task of delivering payloads to a moving platform. 
Maneuvering targets create complexities that challenge 
existing autonomous navigation paradigms, requiring 
algorithmic solutions capable of real-time adaptation to 
unpredictable target/platform motions. There are quite a 
number of guidance methods available [1]. Their diversity is 
mainly determined by the fact that different vehicles have a 
different set of sensors and gauges available and, as a 
consequence, the type of control action should take into 
account the available information and hardware realization 
capabilities. The direct pointing method assumes that the 
longitudinal axis of the UAV coincides with the line of sight 
during the entire time of movement. The chase method 
implies the movement of the control object with a zero angle 
of anticipation, i.e., the UAV velocity vector must constantly 
coincide with the line of sight of the target. When 
implementing the parallel approach method, the control loop 
keeps the angle of the target line of sight constant. 

Proportional guidance algorithms form a large group of 
methods. The Pure Proportional navigation (PPN) method is 
of the greatest interest because it was developed specifically 
for efficient target guidance and tracking of targets. 

II. ALGORITHM DEVELOPMENT 

A. Problem statement. 

The purpose of this paper is to develop a proportional 

guidance algorithm for an autonomous quadrotor to for 
delivering cargo to a moving platform. The PPN pure 
proportional guidance law is considered. It guarantees that 
the rate of change of the angle of the target line of sight is 
directly proportional to the angular velocity of the target. 
This mathematical relationship governs the continuous 
adjustment of the quadrotor's trajectory to minimize the 
target line-of-sight angle, guiding it to the predicted target 
position. The law provides guidance by "anticipating" the 
future position of the target based on its current motion, 
which demonstrates the effectiveness of the method against 
maneuvering objects. 

The following approach is proposed in this paper: a 
virtual predictive model is created in the control loop in the 
form of a system of sixth-order differential equations. This 
model receives the necessary information from real UAV 
sensors and calculates the necessary control actions using the 
PPN guidance method. As a result, the model generates the 
trajectory along which the quadrotor should move in order to 
hit the target. The resulting trajectory is the input signal for 
the main control system of the quadrotor, which produces 
real values of thrust force and torques, ensuring movement 
along this trajectory. For this purpose, the control system 
must be highly efficient, allowing the quadrotor to perform 
complex maneuvers in space. The mathematical model of the 
quadrotor used for synthesizing the control loop must not 
have singular points. 

B. Algorithm for controlling quadrotor motion along a 
given trajectory 

The model of the quadrotor in the NED coordinate 
system [2] is shown in Figure 1.   The equations of motion of 
the quadrotor in the SE(3) space have the form [3]: 

3 3

,

,

Ω,

Ω Ω Ω ,

ˆ

x v

mv mge fRe

R R

J J M


 


  







 (1) 

where 3x - position vector, (3)R SO - directional 

cosine matrix, 3 - angular velocities, m - UAV 

mass, 3 3J  - inertia matrix, f  - thrust force, This work was financially supported by the Ministry of Science and 
Higher Education of Russian Federation (“Development and research of 
methods for controlling groups of autonomous unmanned aerial vehicles 
based on advanced information support systems and interaction between 
individual vehicles in the group” FZWF-2024-0002). 
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3M  - vector of control moments. The aerodynamic 
drag of the propellers and the UAV body [4-5] is not taken 
into account. 

 
Fig. 1.  Quadrotor model [3] 

A geometric control algorithm [6-7] from [3] is used to 

move the UAV (1) along a given trajectory 3( )dx t  : 
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equations. The required values of the rotation matrix Rc and 
angular velocity Ωc are calculated by the formulas: 
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The construction of the 1 2 3; ;
c c c

b b b    vector system is shown 

in Figure 2. 

 
Fig. 2. Vector system [3] 

The vectors are calculated using the formulas: 
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In equations (4), in addition to the given trajectory ( )dx t , it 

is necessary to specify a vector 3
1 ( )

d
tb  , which specifies 

the required orientation of the UAV. In this paper, we 
propose to always choose 1d

b  in the direction of the desired 

velocity dx . With this approach, the geometric control 

algorithm (1)-(4) has high efficiency and no singular points. 
Figure 3 shows the simulation results for a given trajectory 
as a circle in the vertical plane. The quadrotor, starting from 
a 180-degree inverted position, further moves along the 
desired trajectory. 

 
Fig. 3. Circular motion 

C. UAV guidance algorithm 

The PPN proportional pointing law in 3D [1] is used to 
point the quadrotor at the target: 

 Ω ,LOS uavuava N V   (5) 

Where Vuav - vector of UAV velocity, ΩLOS  ‒ vector of 

angular velocity of rotation of the target line of sight, N - 
navigation constant, auav - required control accelerations.  

Since the control accelerations are very difficult to 
recalculate into real quadrotor controls f, M, this paper 
proposes to use a virtual predictive model of the form: 

,m uavx a  (6) 

where 3( )mx t  - the trajectory of motion to the target, 
which is created by the virtual model. Further we assume that 
xd(t) = xm(t). Thus we set the desired trajectory for the UAV. 
Since the control algorithm (2)-(4) is very efficient and fast, 
the real trajectory of the UAV will converge to the target 

lim ( ) ( ) 0.m
t

x t x t


   (37) (7) 

III. MODELING 

In order to confirm the performance of the developed 
control algorithms, modeling was carried out in 
MATLAB/Simulink package. The system (1) and the control 
law (2)-(6) were considered. Quadrotor parameters: mass = 5 
kg, intertia J = diag (0.05, 0.05, 0.08). Initial conditions for 
UAVs: x(0) = [0,0,‒250], v(0) = [0,0,0]. Maximum acceleration 
14g. Navigation constant N = 3. Initial conditions for the target 
xt(0) = [500, 250, 0], vt(0) = [0, 0, 0]. Velocity vector of the 
virtual model vm(0) = [20, 20, 0]. Controller parameters (2):  
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110, 10, 1.5, 10, 1.5, 0.35.8,x v i Rk k k k kc         
The results of the calculations are shown in Figures 4-7. 

 
Fig. 4.  UAV and target trajectory 

 

 

Fig. 5. UAV speeds and targets 

 
Fig. 6. UAV acceleration 

 
Fig. 7. Guidance trajectory tracking errors 

IV. CONCLUSION 

Computer simulation was carried out in the 
Matlab/Simulink system of various scenarios for the 
operation of the resulting trajectory control algorithm. The 
simulation results showed good performance and efficiency 
of the proposed approach. The use of geometric control made 
it possible to move quite accurately along the approach 
trajectories that were produced by the predictive system. 
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Abstract—The paper presents a description of the 

system for determining the local vertical on board a 
nanosatellite, based on infrared temperature sensors. The 
main principles of the infrared temperature sensor 
operation and its application in the development of a 
spacecraft attitude control system are described. The 
results of laboratory tests of the system for determining 
the local vertical, as well as its trials in space are 
presented. 

Keywords—nanosatellite, CubeSat, the Earth’s infrared 
radiation, infrared sensors, local vertical, nadir finding. 

 

I. INTRODUCTION 

At present, a new segment of nanosatellites such as 
CubeSat is being formed in the space industry. 
Relatively low cost of development and production 
make this type of spacecraft increasingly popular and 
available for mass use for research and commercial 
purposes. In this segment, it is important to miniaturize 
the functional units used in large spacecraft and to 
customize the technologies for the CubeSat format in 
order to reduce the cost of equipment, its weight and 
size, and power consumption. 

One of the main functional systems of a satellite is 
its attitude determination and control system (ADCS) 
An important component of the ADCS is a system of 
sensors that provides the information on the spacecraft 
sensors that provides the information on the spacecraft’s 
relative position in space. Satellites usually employ 
several types of sensors working on different physical 
principles. 

The star tracker [1] receives an image of a starry 
arch fragment using a lens on an image sensing array, 
incorporated in the sensor. Search for star images is 
carried out in the obtained frame. The coordinates of the 
centers of the detected stars are estimated on the sensor 
array. After that, configuration of the stars is matched 
with the stars from the onboard star catalog. Using the 
matching stars, the sensor’s attitude is calculated 
relative to the inertial coordinate frame fixed to the 
stationary stars. The star trackers make it possible to 
obtain the satellite’s attitude with accuracy up to several 
arc seconds. The disadvantages of a star tracker are its 
large weight and size, expensiveness, array sensitivity to 
exposure to the Sun or other bodies; and lower quality 

of attitude measurements during rapid rotation of the 
satellite. 

The solar sensor [2] determines the directions to the 
Sun. The sensor provides the information in the form of 
unit vector projections on the axes of the sensor-fixed 
coordinate frame. Its operation is based on the 
conversion of information on the photodetector array 
exposure to the sunlight. The solar sensors have small 
size and weight, and low power consumption. However, 
the working area of the solar sensor is limited to the 
illuminated side of the orbit. 

The magnetometer is intended for measuring the 
magnetic field induction vector. Since the magnetic 
field of the Earth is well-studied and there are precise 
models of average global magnetic field, the readings of 
magnetometers make it possible to determine the 
satellite’s attitude relative to the Earth’s magnetic field 
lines. The disadvantages of this type of sensors include 
their susceptibility to the distortions caused by the 
magnetic field induced by the onboard equipment. In 
addition, the readings of magnetometer depend on the 
sensor’s housing temperature which varies on the 
illuminated and shadow sides of the orbit. 

As for the infrared (IR) radiation sensors, they are 
small in size, immune to the electromagnetic field 
effect, and can operate on any side of the orbit.  

The theoretical basis of the research consists of the 
works describing the experience in designing a system 
for the Earth’s IR horizon detection. These research 
works [3–7] describe the principle of the IR sensor 
operation and its mathematical model. In their works, 
the authors consider different configurations of sensors 
to determine the nadir vector. Generally, it is proposed 
to solve the attitude problem by locating a number of 
sensors (4 to 9 ones) on one side of the satellite. The 
authors present the results of mathematical modeling 
and laboratory tests. The accuracy of the attitude 
measurements in these research works reaches about 0.5 
deg. However, such a configuration strongly limits the 
field of view. Another disadvantage of the method 
proposed in the literature is that there is no open access 
to the results of in-flight experiments. 
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II. MATHEMATICAL MODEL OF NADIR FINDING SYSTEM 

(NFS) 

A. IR temperature sensor 

An IR temperature sensor [8] has several 
thermocouple elements connected in series to form a 
thermopile. The “hot” junctions of the thermocouple 
elements are connected to a thin IR radiation absorber 
on a silicon chip (Fig. 1, left). Due to the IR radiation 
exchange between the absorber and the object located in 
front of it, the temperature of the absorber increases or 
reduces, depending on the difference between its 
temperature and that of the object. Small mass of the 
absorber ensures quick thermal balance with the object, 
and its small thickness provides thermal insulation from 
the basic material of the chip. As a result, temperature 
gradient occurs between the absorber and the main part 
of the chip. The “cold” junctions of the thermocouple 
elements are located in the main part. The voltage 
generated on one thermocouple element is proportional 
to the temperature difference between two junctions. 
Total voltage of the thermopile is equal to the sum of 
voltages on all individual thermocouple elements. The 
temperature of the object is calculated from the sensor’s 
array temperature measurements and the output voltage 
of the thermopile.  

In our research we used the MLX90614 IR sensor 
made by Melexis (Fig. 1, right). This sensor has a wide 
field of view (130 deg.), and a wide range of operating 
temperatures.  

 

B. NFS composition 

NFS consists of six IR sensors fixed on six sides of 
the satellite. Each sensor records the integral 
temperature of the objects within its field of view. In the 
low near-Earth orbits, the Earth is the main object 
radiating in the IR spectrum. Therefore, the recorded 
temperature directly depends on the portion of the 
sensor’s field of view, occupied by the Earth. This, in 
turn, can be interpreted as an angle between the sensor’s 
sight axis and the direction to the nadir, i.e., the nadir 
angle. The presence of at least three nadir angles makes 
it possible to unambiguously determine the coordinates 
of the nadir vector in the coordinate frame fixed to the 
nanosatellite’s body. Thus, the angles of the local 
vertical are determined in two steps. At the first step, the 
temperatures from the IR sensors are converted into the 
nadir angles; and at the second step, the nadir vector is 
calculated in the fixed coordinate frame. 

C. Calculation of the nadir angle 

In order to simplify the calculation of the nadir 
angle, we introduce the following assumptions: 

 the IR radiation of the Earth is uniform in the 
spectrum under consideration. The influence of 
atmospheric and seasonal phenomena is neglected; 

 the IR radiation of the space is constant. The 
influence of the Sun, the Moon and other celestial 
objects is negligible; 

 the Earth has a spherical shape. The horizon 
observed by the sensor has a sharp circular edge. 

Considering these assumptions, the temperature 
readings of the sensor can be deemed proportional to the 
area occupied by the Earth in the sensor’s field of view 
(Fig. 2). The area is modeled as a region S where the 
projections of the sensor’s field of view and the Earth 
onto a unit sphere with the center on the spacecraft 
overlap. Both projections are circles with known 
angular dimensions. The projection of the sensor’s field 
of view has a radius Rs and the Earth disc projection has 
a radius Re. The center of the sensor’s field of view 
projection onto the unit sphere is the direction of the 
sensor’s sight axis, and the center of the Earth disc 
projection onto the unit sphere is the direction of the 
nadir vector. The angle between the nadir vector and the 
sensor’s sight axis is denoted as α. When α ≥ Re + Rs, 
two circular projections do not overlap, which 
corresponds to the case when the sensor has not 
detected the Earth. When α ≤ Rs - Re, the sensor’s field 
of view is fully occupied by the Earth. The Earth’s 
horizon is detected by the sensor when Rs–Re ≤ α ≤ 
Rs+Re). The overlap area S in this range can be 
calculated as a function of α, Rs, Re. For known values 
of Rs and Re, this relationship helps to convert the IR 
sensor readings into the nadir angle. Thus, we have the 
dependency of the temperature readings of the sensor on 
the nadir angle. The inverse relationship can be obtained 
with large computational costs, so the nadir angle is 
calculated by interpolation, using a pre-calculated 
temperature characteristic (1). 

 

 

Fig. 2. Projections of sensor’s field of view and the Earth on a 
unit sphere. 

Fig. 1. Diagram of the thermopile structure (right) and photo of 
IR sensor model (left) 
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where Ω is the area of the projection of the sensor’s 
field of view onto the unit sphere; 

θ0 is the half-width of the sensor’s field of view; 

θ is the radial angle on the sensor’s field of view; 

φ is the azimuthal angle of the sensor’s field of 
view; 

T(θ, φ, α) is the temperature at a point in the 
sensor’s field of view. 

D. Calibration of IR sensor’s directional pattern (SDP) 

Equation (1) contains a variable w( ) which 
describes the non-uniformity of the sensor’s readings in 
the field of view. This non-uniformity can be associated 
with the dependence of IR radiation intensity on the 
angle of incidence on the detector. Also, the distortions 
can be contributed by the light filter located within the 
sensor housing. Figure 3 shows a diagram of the sensor 
response depending on the radial θ  and azimuthal φ 
angles. The darker the shade, the larger contribution is 
made by the given zone of the field of view in the 
sensor’s reading. 

 

The SDP helps to determine the contribution in the 
integral temperature, made by an object located at a 
certain angular distance from the sensor’s vision axis. 
Manufacturers often provide the SDP for a particular 
type of sensors. However, to improve the performance, 
it is sensible to calibrate each sensor and calculate its 
directional pattern. 

Calibration should be carried out using a reference 
object with a high temperature relative to the 
environment, and with small angular dimensions 
compared to the sensor’s field of view. The 
experimental unit consists of the following: 

 a “point” source of IR radiation (an IR lamp in 
this case); 

 a rotary mechanism to change the attitude of 
the IR sensor; 

 a three-axis gyro, according to which the 
mutual attitude of the sensor and the “point” 
source of IR radiation is calculated. 

 The sensor readings are normalized within the range 
from 0 to 1. The relationship obtained this way is used 
as a directional pattern in (1). 

Figure 4 shows the directional pattern provided by 
the manufacturer (blue solid line) and the values 
obtained experimentally for three sensors. It can be seen 
that the discrepancy between the experimental and rated 
data is about 10% within the range of angles from 30 to 
60 deg. This confirms the suggestion that calibration is 
essential. 

 

The altitude of a low near-Earth orbit of a 
nanosatellite is 400–600 km. In this orbit, the angular 
dimensions of the Earth will be about 130–140 deg. The 
directional pattern of the MLX90614 IR sensor is 
130 deg wide. With such parameters, the temperature 
characteristic of the sensor (1) will be as shown in 
Fig. 5. According to the graph, the temperature values 
change little in the region from 0º to 20º C. The reason 
is that the Earth is fully in the field of view of the 
sensor. The temperature values also change little in the 
region from 110º C and above. This is due to the low 
sensitivity of the sensor at the edges of the directional 
pattern. Thus, of all the measured values of nadir angles, 
only those belonging to the range from 20º to 110º C are 
used in further solution. 

 

 

Fig. 5. Temperature characteristic 

 

Fig. 4. Comparison of experimental and standard SDP

 

Fig. 3. Representation of the sensor’s directivity pattern divided 
into the zones of constant sensitivity 
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To summarize the description of the mathematical 
model of IR sensor operation, it can be concluded that 
the sensor’s temperature readings are the function of the 
following values: 

 object’s temperature То which is assumed to be 
constant; 

 ambient temperature Та which is assumed to be 
constant; 

 sensor’s directional pattern w(θ) obtained from the 
laboratory experiments for each sensor; 

 angular dimension of the Earth projection Re on 
the sensor’s field of view, which depends on the 
satellite’s altitude above the Earth surface at the 
moment.  

E. Calculation of the nadir vector 

To unambiguously determine the nadir vector, it is 
necessary to have at least three nadir angles for different 
sides of the satellite. In a general case, the problem 
consists in finding the area of intersection of several 
cones. The axis of each cone coincides with the sensor’s 
vision axis. The angle between the generatrix and the 
cone axis is the nadir angle. The geometrical 
interpretation of the problem is presented in Fig. 6, 
where 1 2 3, ,f f f

  
   are the vectors of direction of the 

sensors’ fields of view,   1 2 3, ,    are the nadir angles, 

and n


 is the nadir vector. 

 

Analytically, this problem can be described by set of 
linear equations (2): 
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where k  is the nadir angle; 

( , , )k kx ky kzf f f f


 is the vector of direction of the 

vision axis of the k-th sensor; 

( , , )x y zn n n n


 is the nadir vector.  

Since in the general case the number of valid nadir 
angles can be more than three, the set of equations (2) is 
to be solved by the least squares method. 

The orbital coordinate frame in which the nadir 
vector is calculated is defined as follows. Axis y is 
directed along the radius vector; axis x lies in the orbit 
plane in the direction of motion; and axis z 
complements the system making it right-handed; the 
datum point is located in the nanosatellite’s center of the 
mass. The nadir vector in the given frame has the 
coordinates (0, -1, 0). Considering the direction cosine 
matrix [9 (page 339, formula 4.4.1)], it is possible to 
obtain the roll (3) and pitch (4) angles: 

arcsin( )xn   ; (3)

z

y

n
arctg

n

 
    

 
. (4)

As has been mentioned above, only the sensors for 
which the nadir angles lie within the range from 20º to 
110º C are used in the solution. In Fig. 7, the overlap 
areas of the field of views of sensors installed on six 
sides of the nanosatellite are depicted. The color scale 
designates the number of sensors that are able to register 
the IR radiation of the Earth in different positions of the 
latter relative to the sensor’s vision axis. Thus, the 
selected arrangement of sensors ensures full coverage of 
the Earth. 

 

III. EXPERIMENTAL RESULTS  

A. Laboratory experiment 

To test the NFS operation, a test bench consisting of 
the following parts has been developed (Fig. 8): 

 a homogeneous heated object simulating the 
Earth’s warm disc; 

 homogeneous cold background simulating the 
outer space; 

Fig. 7. Number of sensors registering the IR radiation at different 
attitudes of the nanosatellite relative to the Earth 

 

Fig. 6. Geometrical interpretation of the problem of 
determining the nadir vector 
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 nanosatellite mock-up installed on a two-axis 
rotary mechanism to simulate the elevation and to 
rotate the satellite mock-up; 

 a three-axis gyroscope to calculate the exact 
attitude of the mock-up. 

 

The ground test bench approximately simulated the 
visible disc of the Earth and the position of the satellite. 
The IR simulator of the Earth was a circle one meter in 
radius; it was assembled from infrared membrane 
heaters. Cold background was a concrete wall on which 
the Earth simulator was installed. The nanosatellite 
mock-up was installed on the rotary mechanism at the 
distance of 0.5 m. At this distance, the angular 
dimension of the Earth simulator matches the angular 
dimension of the Earth in a low near-Earth orbit. 

The coordinate frame in which the attitude was 
calculated was defined as follows. The datum point was 
located on the vertical axis of the rotary mechanism 
rotation, in the nanosatellite’s center of the mass. Axis y 
is directed from the center of the Earth’s IR radiation 
simulator, axis x is directed vertically upward, and axis 
z complements the frame up to right-handed one. Before 
conducting the main part of the experiment, a test record 
was done to determine the temperature of the Earth’s IR 
radiation simulator (То) and the ambient temperature 
(Та). Figure 9 shows the temperature measurements 
obtained from the IR sensors during the on-ground 
experiment. Based on the results of the test experiment, 
the temperature of the Earth’s IR radiation simulator 
was chosen to be 42º C, and the ambient temperature—
24º C. 

 

Figures 10–11 present the results of the NFS bench-
testing. The mock-up was rotated about axis ОХ. The 
initial roll angle was equal to –90 deg; the pitch angle 
was zero. The initial heading angle was 10 deg. 

 

According to the results of the series of tests, the roll 
angle error was 3.7 deg, and the pitch angle error—4.6 
deg. The main reason for the errors is too close distance 
between the nanosatellite and the IR radiation source 
simulator (about 0.5 m). This location of the 
nanosatellite mock-up affects the experiment results as 
follows. As has been mentioned above, the temperature 
characteristic (1) depends on the angular dimensions of 
the object being registered. When the distance between 
the sensor and the simulator changes, the angular 
dimensions of the simulator in the sensor’s field of view 
change as well. Since it is impossible to locate all 
sensors on the rotation axis of the rotary mechanism, the 
sensors happen to be at different distances from the 
simulator when the mock-up attitude changes. This can 
be clearly seen in Fig. 10. At the time points 20, 40, 60, 
140 and 160 s, there are spikes in the roll angle 
measurements, caused by a change in the set of IR 
sensors involved in the solution. 

The influence of this effect on the experimental 
results can be mitigated in the following ways. Firstly, 

 

Fig. 11. Pitch angle calculated from the readings of IR sensors and 
gyroscopes 

Fig. 10. Roll angle calculated from the readings of IR sensors and 
gyroscopes 

 

Fig. 9. Readings of IR sensors during bench tests 

 

Fig. 8. Experimental layout 
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the mock-up attitude change should be limited to the 
conical rotation about the vertical axis with inclination 
not exceeding 15 deg. Secondly, the temperature 
characteristic should be re-calculated for each sensor 
depending on its position relative to the Earth’s IR 
radiation simulator.  

It should be noted that nonuniform ambient 
temperature causes errors in determining the nadir 
angle. This problem can be solved by measuring the 
ambient temperature in advance and taking it into 
account when determining the temperature 
characteristic (1). 

B. In-flight experiment 

In August 2022, a nanosatellite jointly developed by 
STC LLC and one of the Russian universities was 
launched into a low near-Earth orbit. During the flight, a 
series of tests was performed to check the NFS 
operation.  

To assess the NFS performance, an attitude 
determination subsystem (ADSS) was used, which 
consisted of a three-axis gyroscope, a three-axis 
magnetometer, illumination sensors, and a navigation 
receiver. The latter provided the information on the 
nanosatellite position in the inertial space, based on 
which it was possible to determine the vector of 
direction to the Sun and the vector of magnetic 
induction of the Earth in the orbital coordinate frame. 
The illumination sensors determined the vector of 
direction to the Sun in the nanosatellite body-fixed 
coordinate frame. The magnetometer indicated the 
values of the Earth’s magnetic induction vector in the 
nanosatellite body-fixed coordinate frame. The resulting 
vectors were used in the TRIAD algorithm [10] to 
determine the attitude of the nanosatellite. 

Figure 12 shows the results of the NFS and ADS 
operation. Variations in the local vertical angles 
calculated from the readings of IR sensors (blue curve) 
are similar to the ADSS readings (red curve). The error 
in determining roll and pitch angles was no more than 
10 deg throughout the series of the tests. 

 

To determine temperature characteristic (1), the 
angular dimensions of the Earth were calculated 
depending on the orbit altitude provided by the 
navigation receiver. The Earth’s temperature in the IR 
spectrum was taken equal to –18ºC [11], and the outer 
space temperature—equal to –270ºC. The sensor 
readings proved to differ from the temperatures 
predicted theoretically. The maximum registered 
temperature was –9ºC, and the minimum one was –
136ºC. In Fig. 13, the minimum and maximum 
temperatures obtained in each experiment are presented. 
The discrepancy between the experimental and 
theoretical data can be explained by the fact that the 
sensor is not designed for such low temperatures. The 
minimum measurable temperature indicated in the 
manufacturer’s documentation for the sensor is –80º C. 
On the other hand, during the flight the temperature of 
the satellite body varied from –10º to 25ºC. Thus, the 
light filter of the sensor could become a source of 
“parasitic” IR radiation, distorting the final signal.  

 

Analysis of the data received from the satellite 
revealed the dependence of the sensor readings on the 
presence of the Sun in the field of view. Figure 14 
shows the readings of the IR and illumination sensors. 
At the time point 80 s, the normalized values of solar 
radiation intensity drop to zero. This corresponds to the 
situation when the satellite goes into the shadow of the 
Earth. At the same moment, the readings of the IR 
sensors previously directed towards the Sun (sides y+, 
z+) experience a sharp change.  

 

In Fig. 15, the behavior of the local vertical angles in 
the described experiment is shown. The NFS readings 
are compared to those of the gyroscopes. At the time 

 

Fig. 14. Dependence of readings of IR sensors on solar illumination 

 

Fig. 13. The minimum and maximum temperatures registered by the 
IR sensor in each experiment 

Fig. 12. Angles of the local vertical, calculated from the NFS 
(blue) and ACS (red) readings 
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point when the nanosatellite is crossing the terminator 
line, change in the behavior of the local vertical angles 
is observed. At the same time, the roll and pitch angles 
calculated from the gyroscope readings retain their 
dynamics. This fact confirms that the NFS operation 
depends on the solar illumination. 

 

It is also worth mentioning that the difference 
between the readings of IR sensors on the shadow and 
Sun-illuminated sides of the orbit is 10ºC on average.  

Based on the observations described above, the 
influence of the Sun should be taken into account in the 
mathematical model of IR sensor. The effect of the Sun 
can be compensated by calculating the temperature 
characteristic for each sensor in real time. In this case, 
characteristic (1) will take into account the 
nanosatellite’s position in the orbit (shadow or 
illuminated side) and the presence of the Sun in the 
sensor’s field of view. 

 

IV. CONCLUSION  

In the course of work, a possibility of using IR 
temperature sensors to create a system for determining 
the local vertical has been studied. A mathematical 
model of IR sensor has been developed. The main 
parameters affecting the IR sensor’s readings have been 
identified. The sensors have been calibrated. 

The NFS performance was studied by on-ground 
laboratory testing and during nanosatellite operation in 
the near-Earth orbit. As a result of in-flight trials, the 
readings of sensors registering the IR radiation of the 
outer space and the Earth have been obtained. It has 
been found that the sensor readings depend on the solar 
illumination. The angles of the local vertical have been 
obtained with accuracy up to 10 deg. With regard to the 
accuracy of determining the angles of the local vertical, 
it should be noted that the tests were not aided by any 
reference sources of attitude, such as star tracker or 
solar sensor. In our study case, the accuracy was 
estimated by the ADSS data where the error of attitude 
angles is about 5 deg. 

In the future scheduled missions, the nanosatellites 
will be equipped with a precision attitude determination 
and control system based on a star tracker, which will 

improve the calculation of the NFS performance 
accuracy. 
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Abstract — The problem of detecting and determining the 
motion parameters of ships from images of wave wakes they create 
on a sea surface in conditions of heavy storm is considered. In order 
to solve the problem, video remote monitoring tools, operating in 
video and near-infrared ranges of electromagnetic radiation, are 
used to acquire a sequence of images of the scene of interest and, 
using a special procedure of fragmentary registration of the 
acquired images, pick out the wake waves in the images against a 
background of wind waves. A special filtering procedure is designed 
to determine the speed of motion of the detailed wake waves. Based 
on the analysis of the motion of the wake waves, information about 
the velocity and direction of the ship's motion is determined. The 
parameters of the proposed filter depend significantly on the values 
of the temporal and spatial characteristics of the wake and wind 
waves. The proposed registration technique is invariant to 
variations in density and contrast of the acquired images.   

Keywords— ship, image frames, detection, wave, wakes, velocity 

I. INTRODUCTION 

The task of detecting and determining ship motion parameters 
from wake wave images generated by ships in strong storm waves 
arises when searching for ships that are without radio 
communication, not registered in the AIS system or not interested 
in being detected and, therefore, pose a threat to shipping traffic. 
There is extensive literature on this subject. For example, 
Reference [1] considers the physical mechanisms of the 
formation of wakes and their imaging on optical and radar 
images, Reference [2] studies the process of formation of wakes 
and Kelvin waves from large-displacement ships, Reference [3] 
investigates the occurrence of turbulent vortices in wake waves. 
In [4–6], the authors of this paper propose a general method for 
calculating the vector field of motion velocities (optical flow) of 
images in the presence of random noise. The method is based on 
the procedure of high-precision matching (registration) of a 
sequence of image frames, and estimates of the error of such 
matching are obtained. 

II. CHARACTERISTICS OF WAKE WAVE IMAGE 

RECOGNITION IMAGES ACQUIRED IN HEAVY  STORM 

WAVES 

The solution to the problem proposed here is based on the 
acquisition of a sequence of images of the scene of interest by 
remote sensing tools and the subsequent target filtering of the 
obtained images. Filtering is necessary because wind disturbance 

creates serious interference with the detection of wake waves. 
The technique of target filtering is based on the procedure of 
frame matching of the acquired images by fragments. Filtering is 
necessary because wind turbulence can cause serious interference 
in the detection of wake waves. To filter the sequence of images 
with wake wave images, we take into account the fact that there 
is a significant difference in the lifetime of wind waves and wake 
waves is used. Prior to filtering, preliminary estimates are 
obtained for the values of the correlation radius of the wind waves 
in space and the correlation radius of the lifetime of these waves. 
Wind waves live for units of seconds, while wake waves live for 
many tens of minutes. This fact is used here to detect and pick out 
wakes against a background of wind waves. Namely, it is 
proposed to obtain a sequence of images of the area of interest 
with a time interval between frames T, the value of which 
significantly (5-7 times) exceeds the correlation radius of the 
wind wave lifetimes, and then to perform the procedure of dense 
fragment-by-fragment registration of the obtained image frames. 
The size of the fragments is set so that it does not exceed the 
radius of spatial correlation of the wind waves.  

Since the image fragments containing wind wave images are 
not correlated, it is highly unlikely that they will be 
superimposed. However, the fragments of wake wave images, 
which have a much larger lifetime correlation radius than wind 
waves and therefore retain their shape for a long time, are very 
likely to be superimposed.  

There are inherent problems in combining wake wave images. 
For weak waves (no stronger than a 3–4-point storm), wake wave 
images have long stretches of linear shape. In this case, there is 
uncertainty in finding compatible fragments and, consequently, 
in determining the wave velocity by the matching method. In a 
weak storm, such linear regions are present over a large area of 
the turbulent wave images, which does not allow us to obtain 
sufficiently accurate estimates of the travel speed in these areas. 
The case of the heavy storm waves considered here is 
characterized by strong curvature and fracture of the wake waves 
due to the storm. This makes it possible to combine images of 
waves in the areas of curvature and fracture with a sufficiently 
small error, even in the presence of significant noise in the video 
data acquisition path and significant foreshortening distortions 
caused by changes in the imaging system's field of view when 
recording from a mobile base.  
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The result of combining pairs of consecutive images is a new 
image sequence containing only images of a travelling wave 
dynamically changing its position from frame to frame. Repeated 
application of the superposition operation to the image sequence 
synthesized in this way (containing only images of the wake 
wave) will allow us to obtain estimates of the true wave velocity 
vector. In turn, the obtained estimate of the wake velocity value 
will allow the estimation of the speed and direction of the ship's 
motion, even if there is no ship in the image. 

An original procedure for high-precision image matching is 
outlined below. The procedure is based on the mathematical 
apparatus of distributions. The transition to the space of 
distributions allows us to correctly perform matching of 
foreshortened distorted images at low signal-to-noise ratio. 

Figure 1 shows an example of a cargo ship wake image 
obtained at 8m resolution per pixel in 5-point storm conditions. 
The wake generated by the ship's propulsion and the divergent 
Kelvin waves are clearly visible.   

 
III IMAGE REGISTRATION METHODOLOGY 

It is proposed to solve the problem of detection and 
determination of the parameters of the wake motion using the 
procedure of fragment-by-fragment matching of a sequence of 
images of the scene of interest obtained by an Earth Remote 
Sensing (ERS) system. The matching procedure is performed, as 
mentioned above, in the space of distributions.  

The translation of the problem into the space of distributions 
allows us to develop algorithms oriented towards real-time 
implementation for the matching of image fragments with low 
values of signal-to-noise ratio and significant relative 
displacements (up to 100 or more pixels). Furthermore, this 
approach allows to obtain a correct estimation of the matching 
error, which is inaccessible to other matching methods, such as 
optical flow or extreme correlation methods. 

Let us suppose that the fragments of two images of the same 
scene, taken by the imaging system with an adjustable value of 
the time interval between the image frames (and possibly with a 
changed shooting angle), are combined. Let's set the time interval 
by condition:  

Twk ≫	T>Twind, (1) 

where Twk – correlation radius of the wake wave lifetime, 

Twind – correlation radius of the wind wave lifetime. 

We will present the images (video signals) received by the left 
and right video cameras (L and R), taking into account the 
presence of random noise in the video frames, in the form (2), and 
will mark the video signals and their components with markers L 
and R: ܧ෨௅ሺ࢞, ,࢞෨ோሺܧ  ,ሻݐ  :ሻݐ

,࢞෨ఈሺܧ ሻݐ ൌ ,࢞ఈሺܧ ሻݐ ൅ ݄ఈሺ࢞, ߙ									,ሻݐ ∈ ሼܮ, ܴሽ,  (2) 

where ࢞ ൌ ሺ	ݔ, ;ሻݕ ,࢞ఈሺܧ	 	–	ሻݐ video signal ߙ  with a 
noise	݄ఈሺ࢞,  ሻ, we will assume that the noise in the video signalsݐ
L and R are not correlated and that random functions ܧሺ࢞, ,ሻݐ
݄ሺ࢞,  .ሻ are ergodic and mutually noncorrelatedݐ

 
Fig. 1.  Image of the wake of a cargo ship at the mouth of the Pearl River, China; 
received by the 'GF-1' satellite. The wake waves and the cuspid (pointed) waves 
framing them are clearly visible. The diverging Kelvin waves are faintly visible. 
Image resolution 8m. per pixel. Storm surge 5 points 

The random noise function ݄ሺ࢞, ሻݐ  is centered and the 
conditions for the differentiability of its implementations (in the 
generalized sense) with respect to all its arguments are satisfied. 

Let us define a distribution that we use in the registration 
process in the form of functional (3) (here, we omit the lower 
index that determines the left or the right image): 

 

,࢞෨ሺܧ෨൫ܨ ,ሻݐ ൯ݐ ൌ ∬ ሻ஽࢞ሺܭ ࢞෨ሺܧ െ ,࢞ሺ࢙ ,ሻݐ  (3) ,ݕ݀ݔሻ݀ݐ
 

where ࢙ሺ࢞, ሻݐ 	ൌ ሺݒሺ࢞, ,ሻݐ ,࢞ሺݑ 	ሻሻݐ – the desired two-
component vector of relative image displacement, ܭሺ࢞ሻ	– the 
kernel of the functional, chosen according to the criterion of 
minimum computational complexity, has the form of a linear 
combination of regular pyramids; D – analysis window with a 
border without features. 

The task of combining image fragments is to find, in the 
image R, such a fragment (conjugate)	બோ, that, in a certain sense, 
best matches some pre-selected fragment બ௅ in the image L. 

Since equation (3) contains two unknown components of the 
velocity vector, it is necessary to supplement this equation with 
other equations to obtain a solvable system of equations. 

 The additional equations are obtained as follows. Let us 
select a certain analysis area containing the fragment બ௅. in the 
image L and cover it with a system of windows Di, whose size 
does not exceed the spatial interval of the correlation of the wind 
waves. We will carry out a similar covering of the image R. Each 
window covers a certain fragment of the image, and then we 
organise an iterative process of combining adjacent fragments. 
The procedure is as follows  

For each window ܦ௜, by taking a derivative with respect to 
time, we obtain a relation of the form (4). That is the equation that 
functionally relates the parameters of images (2) with the relative 
displacement ࢜ሺ࢞, ሻݐ 	ൌ ሺݒ,   .ሻ of these imagesݑ

This equation (let's call it the FC equation) has the form: 

෨ܨ∆ ≅	–  (4) ,࢞ሻ࢜ሺܨ–ሻ࢜ሺ࢞ܨ
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where ࢞ܨሺݏሻ ൌ 	∬ ,࢞ሺ࢜ሻ൯࢞ሺܭ൫׏ ଴ሻ஽ݐ ,࢞ሺܧ  ,ݕ݀ݔ଴ሻ݀ݐ

࢞ሻ࢜ሺܨ ൌඵ ,࢞ሺܧሻ࢞ሺܭ ,࢞ሺ࢜	ݒ݅݀	଴ሻݐ ݕ݀ݔ݀	଴ሻݐ
஽

. 

The proposed form of the FC equation eliminates the problem 
of differentiation by spatial coordinates the video signal (2) which 
is, in generally, non-differentiable. 

On the coverage 〈ܦ௜〉 of the neighborhood of some point ࢞ of 
the image ܧሺ࢞, ሻݐ  a FC equation of the following form is 
constructed: 

۴෨࢞Т۴෨ሶ ൌ ۴෨࢞Т۴෨࢜࢞ෝ , (5) 

where ۴෨ሶ , ۴෨࢞  we obtain from (2, 3) by replacing the image 
,࢞෨ሺܧ ሻ by the video signal࢞ሺܧ ෝ࢜ ሻ;andݐ 	ൌ ࢜ ൅ ࢜∆ ൌ ሾݒො			ݑොሿТ – 
column vector of the estimation for the vector ࢜ ࢜∆ ; ൌ
ሾΔݒ		ΔݑሿТ– the column vector of the estimation for an error in the 
calculation vector ࢜. 

From relations (4) and (5) we obtain FC equation: 

∑ሺܪ௧ܨ௫ ൅ ௫ሻܪ௧ܪ ൌ 	∑ሺܪ௫ሻଶ ൅ Δݒ ∑൫ܨ෨௫൯
ଶ
൅ݒ ∑ሺܨ௫ܪ௫ሻ+  

௬ܪ௫ܨ൫∑ݑ+ ൅ ௬ܨ௫ܨ൫∑ݑ௬൯+Δܪ௫ܪ ൅ ௬ܪ௫ܪ ൅ ௬ܪ௫ܨ ൅  ௫൯, (6)ܪ௬ܨ

where ܪఈ௜ ൌ ∬ ఈ௜ܭ ሺ࢞ሻ	݄ሺ࢞, ሻ஽೔ݐ
  ,ݕ݀ݔ݀

௧ܪ
௜ ൌ ∬ ,࢞ሻ݄௧ሺ࢞௜ሺܭ ሻ஽ݐ ߙ	;ݕ݀ݔ݀ ∈ ሼݔ, 	.ሽݕ

In (6), the summation is performed over all windows of the 
coverage 〈ܦ௜〉. 

It is shown that from the plausible assumption that the 
functions ܨ෨௫௜  и ܨ෨௬௜  as well as ܪ௫௜  и ܪ௬௜  are not correlated as a 
random function of the number of analysis windows in the 
coverage 〈ܦ௜〉 , the following estimate for the error ∆࢜  in the 
calculation of the velocity vector follows: 

࢜∆ ≃	െ	܀܁ۼ	(7)  ,࢜ 

where ܀܁ۼ ൌ ൣܴܰܵ௫		ܴܰܵ௬൧  – a row vector whose 
components characterise the noise/signal ratio: 

 ܴܰܵ௫ ൌ ሺܪ௫ሻଶ ቀ∑൫ܨ෨௫൯
ଶ
ቁ
ିଵ
, 

ܴܰܵ௬ ൌ ∑൫ܪ௬൯
ଶ
ቀ∑൫ܨ෨௬൯

ଶ
ቁ
ିଵ

. 

 
The following possible estimation for the values of the 

functionals ܪ஑ takes place:  

஑ܪ ൌ ஑ܨ െ ࢞ሺܧ஑൫ܨ ൅ ሻ൯,  αܛ ∈ ሼݔ,  ሽ. (8)ݕ
The estimate of the relative displacement vector obtained as a 

result of solving system (5) is used in the iterative procedure at 
the current iteration step as a value of a displacement of the 
fragment બோ. The search for matching fragments is stopped when 
the registration error is less than a specified threshold value.  

It follows from (7) that the value of the resulting image 
velocity error estimate is proportional to the motion velocity 
itself, i.e. a "velocity error" occurs. The velocity error can be 
reduced to zero by accurately aligning adjacent image fragments. 

Fig. 2 shows an example of detecting a moving cargo ship 
from a wake image. Fig. 3 shows an example of the detection of 
an aircraft carrier and accompanying escort vessels. Figure 3 is 
supplemented by the velocity histograms of the wake and Kelvin 
waves generated by the cargo ship. The velocity histogram is 
constructed by calculating the velocities of image fragments 
using the proposed method. 

Analysis of various aerial images shows that the area of the 
Kelvin wake is not large and does not represent more than 40% 
of the total area of the waves generated by the cargo ship. The 
visibility of internal waves generated only by cargo ships is 
extremely low due to the difficult conditions of their formation. 

The ability to detect turbulent wakes is closely related to the 
spatial resolution of the image.  

For example, low-resolution imagery is more suitable for ship 
detection, and ship wakes can be fully exploited to obtain ship 
information from high-resolution imagery. 

The actual characteristics of ship wakes depend on the shape, 
speed and draught of the ship, as well as water depth, wind speed 
and direction, and surrounding wind waves, and their wakes are 
difficult to identify in low-resolution imagery. The difference 
between the reflectivity of the hull body and the surrounding 
water is greater and, strange as it may seem, liner elements are 
easier to distinguish in low resolution imagery than in high 
resolution imagery. 

The existing Earth remote sensing spacecraft, such as the 
Aist-2 type, provide a great deal of data for detecting and 
recognising ships by the tracks they leave on the water surface. 
As an example of remote sensing imagery, Figure 2 shows images 
provided by the Aist-2. 

Kelvin waves provide additional information about the ship’s 
speed. The Kelvin angle opening range helps to determine a 
merging point of the Kelvin wave arms. The shift of the merging 
point at the frame time interval provides an information about 
ship’s speed. Unfortunately, Kelvin waves are poorly observed 
and decay quite quickly. It is therefore more reliable to determine 
the parameters of the ship's speed vector by analyzing the 
characteristics of the wake. 

Turbulent wakes should be prioritized according to their 
probability of occurrence, which is determined by the presence or 
absence of storm conditions in the observed water areas. High 
resolution imagery is more suitable for detecting bright, turbulent 
areas. An example of wake detection is shown in Fig. 3. The 
ship's speed can be determined from the motion velocity of the 
entire wake as an integral structure. 
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Fig. 2.  Images a), b). container ship imaged by GF-1 satellite in the coastal 
waters of Guangdong Province, China; image resolution is 16 m per pixel; c) the 
image synthesized by registration images a) and b). 

 

 

Fig. 3. An example of the acquisition of an image of a wake wave generated by 
an aircraft carrier and a destroyer escorting the aircraft carrier, with an image 
resolution of 8 m per pixel, in storm conditions of 5-6 points, with the 
construction of a histogram of the wake wave velocity 

The authors intend to carry out experimental studies to 
confirm the main results of this work. 

 
REFERENCES 

 

[1] Ermakov, S., I. Kapustin, and T. Lazareva, 2014: Ship wake signatures in 
radar/optical images of the sea surface: Observations and physical 
mechanisms. Proc. SPIE, 9240, 92400N,  

https://doi.org/10.1117/12.2067367.  

[2] Gilman, M., A. Soloviev, and H. Graber, 2011: Study of the far wake of a 
large ship. J. Atmos. Oceanic Technol., 28, 720–733,  

https://doi.org/10.1175/2010JTECHO791.1.  

[3] Golbraikh, E., A. Eidelman, and A. Soloviev, 2013: On helical behavior of 
turbulence in the ship wake. J. Hydrodyn., 25B, 83–90, 
https://doi.org/10.1016/S1001-6058(13)60341-8. 

[4] Kuznetsov, P. K. New Method of Optical Flow Evaluation / P. K. Kuznetsov, 
B.V.  Martemyanov // Proc. 24th Saint Petersburg International Conference 
on Integrated Navigation Systems 29 - 31 May 2017. - Saint Petersburg, 
Russia. - 2017. P. 27-31. ISBN 978-5-91995-044-8. 

[5] Anshakov, G.P. and other. Recovery of Non-Visual Data from Images 
Acquired by Land-Survey Satellites/ G.P. Anshakov, G.N. Myatov, A.A. 
Yudakov, P. K. Kuznetsov, B.V. Martemyanov// Proc. 25th Anniversary 
Saint Petersburg International Conference on Integrated Navigation Systems 
28 - 30 May 2018. - Saint Petersburg, Russia. – 2018. – P. 480-487. 

[6] Kuznetsov, P.K., Technical vision of moving objects. Method for analysing 
the velocity field of a dynamic image / P.K. Kuznetsov, B.V. Martemyanov, 
V.I. Semavin // M.: Vestnik Computernykh i Informatsionnykh Tekhnologii. 
- 2014. – No. 1. - С. 3-9. 

Detection of the aircraft 
carrier. 

(Possibly at a low speed) 

Escort ship of the 
aircraft carrier

Detection of the aircraft carrier escort ship by its wake 

Kelvin wave 
velocity mode

Wake velocity 
mode

c)

b) 

a) 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

85



Indoor High Dynamic Positioning Technology  
of UWB/MIMU Integrated Navigation System 

with Extended Kalman Particle Filter  

Chunfeng Gao  
College of Advanced 

Interdisciplinary Studies, National 
University of Defense Technology; 
Nanhu Laser Laboratory, National 
University of Defense Technology 

Changsha,China 
neil1989@126.com 

Chengzhi Hou 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

821146885@qq.com 

Xu Zhu 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

zhuxu22@nudt.edu.cn 

 Wanqing Liu 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

131142114425@163.com 

Wenjian Zhou 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

tom7850@foxmail.com 

Xudong Yu 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

wind0909@163.com 

 Guo Wei* 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

nudtweiguo@163.com 

Jiayi Cheng 

1.College of Advanced 
Interdisciplinary Studies, National 
University of Defense Technology  

2. Nanhu Laser Laboratory, 
National University of Defense 

Technology  
Changsha,China 

1774394386@qq.com 

 
 

 

 

 

 

 

 

 
Abstract—To improve the real-time positioning accuracy of 

indoor high dynamic carriers, an integrated navigation system 
based on EKPF(Extended Kalman Particle Filter) of UWB and 
MIMU is proposed in this paper. A tightly coupled framework 
is adopted to construct a nonlinear system model for 
UWB/MIMU data fusion, and a UWB/MIMU data fusion 
technology based on EKPF algorithm is proposed. The 
UWB/MIMU integrated navigation system has been developed 
and installed on unmanned aerial vehicles. To validate the 
effectiveness of the system, the high dynamic characteristics of 
drones were utilized to verify the positioning performance of 
the system in indoor NLOS (Non Line of Sight) environments. 
The experimental results show that the horizontal positioning 
accuracy of the system is better than 0.1m. Compared to pure 
UWB positioning systems, the accuracy has increased by 31%. 
The experimental results demonstrate that the proposed 
UWB/MIMU integrated navigation system achieves higher 
positioning accuracy and robustness compared to a pure UWB 
positioning system. The application of related technologies will 
provide solutions for high dynamic positioning of carriers in 
indoor buildings, large shelters, and large underground mines. 

Keywords—Ultra-Wideband, Micro inertial measurement 
unit, Particle Filter, Indoor Positioning System 

I. INTRODUCTION  

UWB technology is a wireless carrier communication 
technology that uses a frequency bandwidth of more than 
1GHz, which has strong penetration, low power 
consumption, good anti-multipath effect, high security, low 
system complexity, and can provide accurate positioning 
accuracy. It has a wide range of application scenarios in 
many fields, and it also provides the possibility to track the 
specific location of the target within a certain range.  

In indoor or mining environments where GNSS(Global 
Navigation Satellite System) signals cannot be received, the 
positioning technology of high dynamic carriers in NLOS 
(Non Line of Sight) situations is a hot research topic in the 
field of navigation. A combined navigation and positioning 
solution based on UWB (Ultra-Wideband) and MIMU 
(Micro Inertial Measurement Unit) is capable of providing 
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real-time high-precision positioning information for the 
carriers, make the positioning of indoor high dynamic 
carriers possible by combining the technical advantages of 
inertial navigation with highly autonomous full parameter 
output and UWB ranging accuracy and strong 
communication capabilities. 

II. FRAMEWORK OF UWB/MIMU INTEGRATED NAVIGATION 

SYSTEM  

In the UWB positioning system, the number of UWB 
base stations is at least 3 to achieve 2D positioning of tags, 
and the number of UWB base stations is at least 4 to achieve 
3D positioning of tags. In this paper, the tag is attached to the 
UAV platform, and the three-dimensional positioning of the 
tag needs to be realized, so the number of UWB base stations 
in the UWB positioning system is at least 4. 

The spatial layout of the base station should ensure that 
the projection length of the base station in the XYZ axis is 
equal as much as possible, that is, all sides of the polyhedron 
with the base station as the vertex are equal. However, the 
base station layout can easily ensure that the XY axis 
projection length in the horizontal plane is equal, but in the 
Z-axis direction, due to factors such as the erection cost, it 
cannot be guaranteed that the Z-axis projection length is 
equal to the XY axis projection length, and the final base 
station layout is often flat, which will lead to the low 
positioning accuracy of the pure UWB positioning system in 
the Z-axis direction. Considering the above influencing 
factors, and improving the positioning accuracy of the 
system on the basis of controlling the cost as much as 
possible, the UWB positioning system used in this paper is 
composed of 6 base stations and 1 tag, and the base station 
layout is shown in Fig. 1. 

Fig. 1. Schematic diagram of system layout 

In the UWB positioning system, according to the right-
hand system, the coordinate system is arranged in the form of 
ENU (Northeast Sky), in which the positive direction of the 
X-axis points to the east, the positive direction of the Y-axis 
points to the north, and the positive direction of the Z-axis 
points to the sky, and the coordinate system is named the 
navigation system to distinguish it from the carrier system of 
the UAV platform. Among them, A0, A1, A2, A3, A4, and 
A5 are UWB base stations, and T0 is a UWB tag, which is 
installed on the UAV platform. 0 (0,0, )lA z ， 1 1(0, , )lA y z ，

2 2 1( , , )lA x y z ， 3 2( ,0, )lA x z ， 4 4(0, , )hA y z ， 5 2 4( , , )hA x y z  are the 
coordinates of each base station, 0 ( , , )x y zT p p p is the 
coordinates of the tag, The true distance between each base 
station and the tag is indicated separately by 0 1 2 3 4 5, , , , ,d d d d d d , 

The distance between each base station and the tag measured 
by the UWB positioning system is represented separately by 

0 1 2 3 4 5, , , , ,r r r r r r . 

The UWB/MIMU integrated system adopts a tightly 
coupled framework, which does not require the UWB 
positioning system to output independent position 
information, but only needs to output the distance 
information from each base station to the tag. The position 
information of the INS output is calculated with the known 
coordinates of the UWB base station, and the distance from 
the label position of the INS output to each base station is 
calculated. The above information is used as input, and the 
fused navigation information is obtained through the 
UWB/MIMU data fusion algorithm, and the output process 
is shown in Fig. 2. 

 

Fig. 2. Schematic diagram of the UWB/MIMU tight integrated 
systemframework 

Because the close coupling only involves the processing 
of the ranging information output by the UWB positioning 
system, the navigation results of the independent UWB 
positioning system cannot be output. The advantages of tight 
coupling are: even if the individual base station in the UWB 
positioning system cannot output ranging information due to 
obstacles and other reasons, the integrated navigation system 
can still output navigation information, and there is no 
measurement correlation problem, and at the same time, 
under the same other conditions, compared with loose 
coupling, the combined navigation results output by tight 
coupling are more accurate and robust, therefore, this paper 
selects tight coupling as the framework of UWB/MIMU data 
fusion technology. 

III. UWB/MIMU DATA FUSION ALGORITHM BASED ON EKPF 

A. Filter equation of state for UWB/MIMU integrated 
navigation system based on EKPF 

Although filtering algorithms such as Extended Kalman 
Filter (EKF) and Unscented Kalman Filter (UKF) can deal 
with nonlinear problems, they are still based on the 
assumption of Gaussian distribution, so they are not 
completely nonlinear non-Gaussian algorithms. So far, the 
true nonlinear non-Gaussian filter algorithm is the Particle 
Filter (PF) algorithm. The PF algorithm is a sequential 
Monte Carlo simulation method based on Bayesian 
estimation, and its core idea is to use some random samples, 
i.e., "particles", to represent the post-test probability density 
of random variables in the system, so as to obtain the 
approximate optimal numerical solution based on the 
physical model, instead of the optimal filtering of the 
approximate model, so it is suitable for the filtering of strong 
nonlinear non-Gaussian noise system models. 
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In order to solve the problem of particle degradation in 
the standard PF algorithm, and to consider the real-time 
requirements of navigation information in the process of 
autonomous take-off and landing of UAVs, the complexity 
of the algorithm should not be too high, and the importance 
density function is constructed based on EKF to move the 
particles to the high likelihood region, and the Extended 
Kalman Particle Filter (EKPF) algorithm is formed. 

The filter state vectors are defined as follows: 

( ) ( ) ( ) Tn n n
f    X p v q b b                 (1) 

Among them, ( ) Tn
x y zp p p   p is the position 

vector of the UAV under the system, ( ) Tn
x y zv v v   v is 

the velocity vector of the UAV under the navigation system, 
 ( ) Tn

W X Y Zq q q qq  is the quaternion vector of the UAV 

attitude under the system. fb is the zero-bias vector of the 

accelerometer, and b  is the zero-bias vector of the 
gyroscope. 

Since the target is in low-speed motion and the 
positioning area is small, the influence of the earth's rotation 
and the earth's curvature can be ignored, and the equation of 
motion of inertial navigation can be simplified as follows: 

 
( )( )

( )( )
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( ) ( )
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Among them,  na it is the acceleration of the body under 

the n system,  b is the angular velocity vector under the b 

system, ( )bf is the measured value vector of the 

accelerometer, ( )b is the measured value vector of the 

gyroscope. fn and n are Gaussian white noise of 

accelerometers and gyroscopes, respectively.   is 

quaternion multiplication. n
bR is a rotation matrix from b to n 

series, which is calculated by the following formula. 
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2 2

1 2 2 2 2 2 2

2 2 1 2 2 2 2
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R (3) 

The recursive formula for the equation of state in discrete 
time is given by: 
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B. Filter equation of measurement for UWB/MIMU 
integrated navigation system based on EKPF 

According to the geometric relationship between the base 
station and the tag in the UWB positioning system in Fig. 1, 
the measurement equation can be obtained as follows: 
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Among them, ( 1)( 0,1,2,3,4,5)i k i   is the measurement 
of noise. 

C. Data processing processes of  UWB/MIMU integrated 
navigation system based on EKPF 

In order to solve the problem of particle degradation in 
the standard PF algorithm, and to consider the real-time 
requirements of navigation information in the process of 
autonomous take-off and landing of UAVs, the complexity 
of the algorithm should not be too high, and the importance 
density function is constructed based on EKF to make the 
particles move to the high likelihood region, and the 
Extended Kalman Particle Filter (EKPF) algorithm is 
constructed, and the steps of the algorithm are as follows 

 Initialize ( 0k  )： 

For 1, 2, ,i N  , according to the prior probability 

sampling  ( )
0 0~i pX X  to calculation ( ) ( )

0 0 0
i ip    Z X , 
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the total weight ( )

1

N
i

T o
i

 


  can be obtained, and the 

normalized weight 
( )

( ) 0
0

i
i

T




  can be calculated. 

 Forecasts and updates( 1k  ): 

EKF filtering is performed: 

 
 

( ) ( )
1

( ) ( ) ( ) ( )
1

1
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

ˆ ˆ( )

( )

( ) ( ) ( )

ˆ ˆ ˆ( ) ( )

( ) ( )

1, 2

i i
k k

Ti i i i
k k k k k

T Ti i i i i i
k k k k k k k

i i i i
k k k k k

i i i i i
k k k k k

f

h

i







     
     

           
        
    


X X

P F P F Q

K P H H P H R

X X K Z X

P P K H P

, , N

   (6) 

 For 1, 2, ,i N  , sampling by importance density 

function ( ) ( ) ( ) ( )ˆ ˆ~ ; ,i i i i
k k k kN   X X X P , weights 

( ) ( ) ( )
1

i i i
k k k kp  

   Z X can be calculated, total weight 

( )

1

N
i

T k
i

 


 can be obtained, and normalized 

weights 
( )

( )
i

i k
k T
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

  can be calculated. 

 If eff thN N , resampling should be performed, and 
( )

1 1i
k N    need to be reset. 

 The output can be obtained: 
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             (7) 

 Move on to the next moment loop. 

IV. UWB/MIMU INTEGRATED NAVIGATION SYSTEM 

IMPLEMENTATION AND EXPERIMENTAL VERIFICATION  

In this paper, the UWB/MIMU integrated navigation 
system is constructed, and the UWB and MIMU sensor data 
are collected during the real UAV flight to verify the 
effectiveness of the UWB/MIMU integrated navigation 
system. 

A. UWB/MIMU integrated navigation system equipment 

The MIMU sensor used in this paper is the MPU6050 
sensor produced by InvenSense, which is shown in Fig. 3(a), 
and its parameters are shown in Table 1. The UWB sensor 
selected in this paper is the LinkTrack P-B series produced 
by Nooploop Co., Ltd., as shown in Fig.3(b), and its ranging 
accuracy can reach the decimeter level, as shown in Table 2. 

        

(a) MPU-6050                      (b) LinkTrack P-B 

Fig. 3. MIMU sensors and UWB sensors 

TABLE I.  MPU6050 MIMU SENSOR PARAMETER CONFIGURATION 

Parameter Index 

Accelerometer range (g) ±4 

Accelerometer sensitivity (LSB/g) 8192 

Gyroscope range (°/s) ±500 

Gyroscope sensitivity(LSB/°/s) 65.5 

TABLE II.  LINKTRACK P-B UWB SENSOR PARAMETER 
CONFIGURATION 

Parameter Index 
Maximum communication 

distance(m) 
500 

Ranging accuracy(cm) 10 
Operating frequency 

band(MHz) 
[3744, 4243], [4243, 4742] 

In the indoor experiment, the true value of the position of 
the UAV during flight is provided by the lidar and the laser 
ranging sensor, wherein the structure of the lidar is shown in 
Fig. 4(a), and the lidar adopts the principle of time-of-flight 
(TOF) ranging, which can be carried out at 360° 
Omnidirectional laser scanning, ranging accuracy is 3cm, 
measuring radius is 25m, has the advantages of high 
positioning accuracy, good mapping effect, the laser radar is 
installed on the top of the UAV in the experiment, the plane 
position information of the UAV can be obtained, and the 
structure of the laser ranging sensor is shown in Fig. 4(b) As 
shown, the laser ranging sensor adopts the TOF ranging 
principle, the ranging accuracy is 1.5cm, and has the 
advantages of high ranging accuracy, low blind spot, 
adjustable field of view, etc., and the laser ranging sensor is 
installed at the bottom of the UAV in the experiment, and the 
height position information of the UAV can be obtained. 

            

(a) N10 series LiDAR      (b) TOFSense series laser distance sensors 

Fig. 4. Reference information sensors 
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According to the model of the selected MIMU sensor and 
UWB sensor, this paper builds an unmanned aerial vehicle 
platform, which is composed of a carbon fiber frame, a flight 
control unit, a navigation unit, a power unit and a 
communication unit, and the physical structure of the 
unmanned aerial vehicle platform is shown in Fig. 5. 

 

Fig. 5. Drone platform 

B. Indoor environment experimental site layout and 
experimental procedures 

The size of the indoor experimental site is 
8m 8m 2.5m  , and the position coordinates of the six 
UWB base station nodes are recorded as follows: 
A0( 1.4, 1.4,1.5)  ， A1( 1.4,6.6,1.5) ， A2(6.6,6.6,1.5) ，
A3(6.6, 1.4,1.5) ， A4( 1.4, 2.6,2.3) ， A5(6.6,2.6,2.3) , the 
specific layout of the UWB positioning system is shown in 
Fig. 6. 

 

Fig. 6. Schematic diagram of the layout of the UWB positioning system 
for indoor environment experiments 

In the experiment, the real flight trajectory of the UAV is 
shown in Fig. 7, wherein, the red five-pointed star marks the 
starting point of the flight trajectory, the red six-pointed star 
marks the end of the flight trajectory, the UAV platform 
moves according to the square trajectory, and finally lands 
below the flight starting point, and the UAV flight time is 
115 seconds. 

 

Fig. 7. Indoor environment experiment drone flight trajectory 

In the experiment, the ranging data of each base station 
of the UWB positioning system is shown in Fig. 8, and it can 
be seen from the figure that the ranging output of the UWB 
system is relatively stable in the absence of NLOS 
propagation conditions, and there is no obvious outlier. 

 

Fig. 8. Indoor environment experiment drone flight trajectory 

Figure 9 shows the position error pairing between the 
pure UWB algorithm and the EKPF-based UWB/MIMU data 
fusion algorithm. 

 

(a) X-axis position error 
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(b) Y-axis position error 

 

(c) Z-axis position error 

Fig. 9. Comparison of the position error of the indoor environment 
experiment  

It can be seen from the figure that the position accuracy of 
the pure UWB algorithm in the XY axis direction is high, 
basically staying between ±0.2m, but the position error of the 
pure UWB algorithm in the Z-axis direction increases 
significantly, and the fluctuation is serious. In the indoor 
experiment in this paper, the height difference in the Z-axis 
direction is 0.8m, and the height difference in the X-axis and 
Y-axis directions is 8m and 4m, which makes the third column 
element in the UWB positioning matrix much smaller than the 
first two column elements, resulting in the position error of the 
pure UWB algorithm based on least squares method in the Z-
axis direction is higher than that in the X-axis direction. The 
position error of the UWB/MIMU data fusion algorithm based 
on EKPF is on the same order of magnitude as that of the pure 
UWB algorithm in the XY axis direction, and it is improved, 
and the position error in the Z-axis direction is significantly 
reduced, and there is no problem that the position in the Z-axis 
direction cannot be solved. 

TABLE III.  COMPARISON OF POSITIONING ERROR RMSE IN INDOOR 
ENVIRONMENT EXPERIMENTS 

Algorit
hm 

Position error 

X-axis Y-axis Z-axis 

UWB 0.114 0.109 1.016 

EKPF 0.072 0.07 0.215 

Table 3 shows the comparison results of the pure UWB 
algorithm and the EKPF algorithm on the RMSE value of the 
position error. Compared with the pure UWB algorithm, the 
RMSE values of the position error of the EKPF algorithm in 
the three axes are reduced by 36.8%, 35.8% and 78.8%, 
respectively, which fully proves the effectiveness of the 
UWB/MIMU integrated navigation system based on the 
EKPF algorithm. 

In order to verify the anti-interference capability of the 
integrated navigation system, a non-line-of-sight (NLOS) 
environment was designed in the interior to fully block the 
propagation path between the UWB base station and the tag 
by obstacles. In this environment, obstacles such as cartons, 
plastic boxes, plastic stools, iron buckets, and iron plates are 
added to simulate the impact of different material obstacles 
on the UWB positioning system, and the experimental 
environment layout is shown in Fig. 10. 

 

Fig. 10. Schematic diagram of the indoor NLOS environment experiment 
layout 

During the experiment, the flight altitude of the UAV 
was reduced as much as possible to make it lower than the 
height of the obstacle, so that the obstacle could fully block 
the direct propagation path between the UWB base station 
and the tag, the ranging data of each base station of the UWB 
positioning system is shown in Fig. 11. 

 

Fig. 11. UWB ranging data output for indoor NLOS environmental 
experiments 

According to Fig. 11, due to the emergence of the NLOS 
environment, the UWB ranging data has obvious fluctuations, 
and the influence of NLOS error is more obvious when the 
UAV flight altitude is low, and the influence of NLOS is 
weakened when the UAV flight altitude rises. 
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Figure 12 shows the position error pairing between the 
pure UWB algorithm and the EKPF-based UWB/MIMU data 
fusion algorithm. 

 

(a) X-axis position error 

 

(b) Y-axis position error 

 

(c) Z-axis position error 

Fig. 12. Comparison of the position error of the indoor NLOS environment 
experiment  

Compared with the indoor unobstructed environment, 
due to the aggravation of the jitter of UWB ranging, the jitter 
of the position error is more intense, and the position error of 
the pure UWB algorithm also increases due to the increase of 
the ranging error of individual base stations, and the 
positioning accuracy of the UWB/MIMU integrated 

navigation system is higher than that of the pure UWB 
algorithm. 

TABLE IV.  COMPARISON OF POSITIONING ERROR RMSE IN INDOOR 
NLOS ENVIRONMENT EXPERIMENTS 

Algorit
hm 

Position error 

X-axis Y-axis Z-axis 

UWB 0.141 0.137 1.354 

EKPF 0.081 0.084 0.215 

Table 4 shows the comparison results of the pure UWB 
algorithm and the EKPF algorithm on the RMSE value of the 
position error in the indoor NLOS environment experiment, 
and it can be seen from the results that the NLOS 
environment has less impact on the UWB/MIMU integrated 
navigation system. Compared with the pure UWB algorithm, 
the RMSE values of the position error of the EKPF algorithm 
in the three axes are reduced by 42.5%, 38.7% and 84.1%, 
respectively. 

V. CONCLUSION 

In order to meet the navigation and positioning 
requirements of indoor highly dynamic carriers, this paper 
proposes an algorithm flow using EKPF algorithm for 
UWB/MIMU data fusion, and deduces the system 
composition, state equation and measurement equation in the 
UWB/MIMU system model. Experiments show that the 
combined system of EKPF algorithm can realize decimeter-
level positioning under the condition of high dynamics of 
indoor carriers, which proves the effectiveness of the data 
fusion algorithm. 
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Abstract — The objective of the Vektor-T space experiment 
conducted onboard the International Space Station is to 
develop new methods for determining spacecraft motion. The 
paper discusses one of the areas on which this experiment is 
focused – determining and refining station position using Earth 
surface images taken with the onboard photospectral system. 
The paper also provides an example of applying the technique 
developed in the course of the Vektor-T experiment to 
determine the position of the Luna-25 robotic spacecraft from 
a photograph of the lunar surface it had taken. 

Keywords - International Space Station ISS, space 
experiment Vektor-T, orbit determination, autonomous 
navigation, space images, Luna-25 

I. INTRODUCTION 

When solving many of the problems in ballistics, mission 
control and conduct of science experiments (SE), a 
spacecraft (SC) is traditionally considered as a single mass 
point. However, the dimensions of modern orbital stations 
are so large, that one can no longer ignore them neither when 
predicting their motion, nor when conducting a series of 
science experiments onboard the station. The International 
Space Station (ISS) is comparable in size with a football 
field. Therefore, when calculating its orbit, one needs to take 
into account not only the motion of the ISS center of mass, 
but also the motion about its center of mass, as well as 
changes in the station shape, which occurs, for example, due 
to rotation of solar arrays. 

In order to develop and refine new methods for 
determining motion of large SC, the SE Vektor-T was set up 
onboard the ISS, which additionally uses for orbit 
calculations the attitude data for the station and its elements, 
satellite navigation systems measurements, motion data from 
spherical satellites launched both outside and inside the 
station cabin, etc. It is worth noting that at present, special 
interest is shown toward developing autonomous methods 
for determining SC motion [1].  The current urgency to 
develop new autonomous navigation methods is associated 
with the need to ensure the reliable determination of SC 
motion in the event of any abnormal situation while flying in 
both near-Earth space and on a future mission to the Moon or 
Mars. Such autonomous navigation methods were actively 
tested on the Salyut-series space stations [2]. One of the 
focus areas of the Vektor-T space experiment deals with the 
development of a new autonomous method of motion 
determination, which involves obtaining data on the ISS 
position through processing images taken by the onboard 
cameras of the PhotoSpectral System (PSS). Setting up such 
a standalone system only became feasible fairly recently 
owing to a considerable progress in digital cameras, which 

occurred over the last two decades, and emergence of the 
public-domain integral photographic images of planetary 
surface in orthographic projection (orthophotomaps). It 
turned out that having a snapshot of a certain region and an 
orthophotomap covering that region, it is possible to 
determine, with an error acceptable for application tasks, the 
view point position (the point where the camera was located) 
in space at the time when the picture was taken. 

If processing a series of sequentially taken images of the 
planetary surface results in having computed coordinates of a 
sufficiently large number of SC positions at the known 
points in time when the pictures were taken, this makes it 
possible to apply standard statistical methods in order to 
compute orbital parameters. 

The technique for determining SC position that is being 
developed onboard the ISS can be used without any 
significant changes for navigational purposes during 
missions to the Moon and Mars. The feasibility of this is 
confirmed by an example of computing the radius vector for 
the Luna-25 robotic spacecraft from a well-known lunar 
image taken from onboard of the at spacecraft on August 17, 
2023. 

II. GENERAL APPROACH TO SOLVING THE PROBLEM OF 

DETERMINING THE SC SPATIAL POSITION FROM A PLANETARY 

SURFACE IMAGE TAKEN FROM ONBOARD THAT SC 

As was noted in the paper [3], an optical navigational 
field can be highly informative, and, theoretically, its use 
makes it possible to achieve a high ultimate accuracy of SC 
positional data representation; however, it is important that 
high computing power hardware and high-resolution CCD 
optical instruments be used for this purpose. 

Optical navigation systems include, among others, those 
that, in order to determine the SC position relative to a 
planet (during landing or orbital motion), use images of that 
planet surface taken from onboard the SC. In the opinion of 
the authors of the monograph [4], such a navigation system 
achieving the accuracy comparable with that of satellite 
radio navigation systems would usher in a new age in the 
development of autonomous navigation for SC. The said 
work proposes one of the versions of solving that problem 
based on automatic recognition of terrestrial landmarks by 
comparing Earth pictures taken from the orbit with reference 
images. Also to be used are measurements of SC altitude 
above the ocean and data from star trackers. 

Also of interest for SC navigation is an approach 
proposed in [5] for aviation – used for achieving high-
accuracy correction of navigational data for flying vehicles 
are methods of photogrammetry and optimal data filtration, 
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stereoscopic methods, also used are images of the terrain 
and single reference points, including contours. 

Monograph [6] presents georeferencing of Earth surface 
pictures taken from onboard a SC with the use of special 
electronic maps, and involving the use of shore lines as 
reference points. In spite of the fact that [6] does not state 
the problem of autonomous navigation, it points out that 
corrections can be computed for the already available 
parameters describing the SC center of mass position and 
attitude, in order to update georeferencing parameters. 

It is worth noting that both [5] and [6], along with the 
purely automatic image processing, also provide for human 
operator involvement in this process. For several years RSC 
Energia has been developing and refining processes for 
determining SC spatial position (in the form of radius 
vector) that are also based on automated georeferencing by 
human operator of the Earth surface images made from 
onboard the ISS. 

In order to perform such georeferencing, one needs to 
have available, in addition to the digital planetary surface 
image itself, a ready-made orthophotomap of the 
photographed area. Since photograph itself is a centrally 
projected image (all the imaginary rays that form the image 
go through the focal point), double ratios theorem applies to 
it, and, therefore, using four selected common (reference) 
points it is possible to transform the photograph to the 
projection of the available orthophotomap. 

The orthotransformation procedure consists in human 
operator identifying and selecting in the photograph which 
is being processed and in the reference orthophotomap of 
the area four common (reference) points; as a result, a 
special algorithm determines geographic coordinates of all 
the points in the photograph [7]. If need be, the practical 
accuracy of this referencing can be evaluated by 
superimposing the orthotransformed photograph on the 
orthophotoplan and determining spatial misalignments of 
the corresponding features in the two images. 

Thus, as a result of orthotransformation each pixel in the 
photograph is mapped to a small spot (point) on the Earth 
surface with known geographic coordinates, which can be 
converted to any other coordinate system (CS) that is 
convenient for further calculations. Thereupon, it is easy to 
also determine the shortest linear distance between two 
points on the Earth surface that are seen in the photograph. 
In addition to this, for any pair of pixels in the image it is 
possible to determine the value of the angle between rays 
directed toward the corresponding points on the Earth 
surface from the focal point of camera’s optical system. 

It is easy to show that on the plane the segment OP (Fig. 
1) will always be seen at the same angle  from any point 
on a continuous line that goes through points O and P and is 
represented by the part of the circle, which in Fig 1 lies 
above the X-axis and is dotted. The radius and position of 
the center of that circle are determined by the value of the 
angle, as well as the length and position of the segment on 
the plane [8].  

In three-dimensional space the surface from each point of 
which this segment can be seen at the specified angle is a 
closed torus, which is generated by rotation of the circle 
shown in Fig.1 about the segment OP. 

 

 
Fig. 1. Possible observation points (dotted line), from which the segment 

OP is seen at the specified angle  

One of the methods of using an orthotransformed 
photograph in order to determine the point from which the 
photograph was taken consists in selecting in the photo three 
pairs of widely spaced points, associating with each of these 
their own torus generated as stated above and their own 
equation of distance from an arbitrary point to the surface of 
that torus. Each of the equations is set to zero and expressed 
in terms of coordinates of one common CS, for example, 
Cartesian Greenwich one. Then, with a sufficiently high 
precision of determining coordinates of selected points and 
directions toward them, the point where the picture was 
taken is found using numerical methods as one of the 
solutions of the system of three non-linear equations. 
However, one needs to exclude those solutions that do not 
represent the true point from where the picture was taken (for 
example, by selecting an initial approximation, which is 
sufficiently close to the sought point). 

If there is some way to determine the position of a certain 
plane in which the SC was located at the time of taking the 
picture, then the equation of the distance from that plane to 
an arbitrary point can be included in the system which 
defines the position of the point where the picture was taken, 
together with equations for the toruses (the number of which 
in this case can be reduced to two). 

One can also tie with this known plane an orthogonal 
Cartesian CS, the Z-axis of which is perpendicular to the 
plane. Then one can express in terms of the coordinates of 
this CS the two equations of distances from an arbitrary point 
in the plane to intersections with this plane of the two toruses  
(generated from two pairs of points with known coordinates). 
Thus, the problem reduces to solving a system consisting of 
two non-linear equations. 

If the segments connecting the selected pairs of points lie 
in the known plane (or are perpendicular to it), the 
intersections of their corresponding toruses with this plane 
are circular curves, and solutions of the corresponding 
systems of equations can be found using relatively simple 
analytical methods, the use of which will not cause the 
problems, which can potentially occur when numerical 
methods are used, that involve the search for initial 
approximations and convergence of iteration algorithms. 
Below is given an example of such approach, which is 
regularly used for determining the ISS position, in particular, 
within the framework of the SE Vektor-T. 
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An important element in implementation of autonomous 
navigation is the program that is currently used onboard the 
ISS for displaying to the crew the current trajectory and 
navigation situation, which is derived from the 
telecommunication monitoring and control system Sigma, 
which goes back to orbital station Mir, and was based, in its 
turn, on the autonomous navigation and control system Delta 
of orbital station Salyut-7. This program simulates the flight 
of the ISS, including such particulars as motion prediction, 
light and dark environment, view from the portholes, etc. 
Under good conditions (in the absence of ionospheric 
disturbances) the accuracy of the simulation is 1-2 s for 
several days without updating data from ground services. 

In addition to this the program is a convenient platform 
for developing various technologies, including autonomous 
navigation, since it is expressly designed to support science 
programs, and its executable modules can be promptly 
changed and updated via radio link from the ground. 

At present the program enables real-time control of 
various science equipments, including steerable platforms of 
the System for Orientation of Videospectral Equipment 
(SOVE) and an ultrasonic system for coordinate referencing 
of photographic images, which actually require solving 
autonomous navigation problems. 

III. THE USE OF A SPECIALLY SELECTED PLANE IN 

NAVIGATION PROCESSING OF AN IMAGE 

As noted above, as a result of orthotransforming 
procedure it becomes possible to determine geographic 
coordinates of all the points shown in the image. If the 
georeferencing accuracy is sufficiently high, this makes it 
possible to use any fragments of the image in the algorithms 
determining the position of the point from where the image 
was taken. Let us consider how this can be used for selecting 
a special working plane in order to reduce the three-
dimensional problem to a two-dimensional one.  

Marked in the original image that has not yet been 
orthotransformed are pixels that form a circle inscribed into 
the image with the center that coincides with the center of the 
image. The radius of such a circle is equal to a half of the 
smaller side of the rectangular image frame. If the imaging 
was performed with deflection from nadir direction and the 
limb of the planet is outside the image frame, in the 
referenced orthotransformed image the circle is transformed 
into an elongated closed curve, which corresponds to the 
intersection of a cone (centered at the focal point of the 
optical system) with the shape of the planet. This curve looks 
like an ellipse, but is not an ellipse [9]. But the shape it 
circumscribes is always stretched in the direction of the 
largest tilt of the planetary surface with respect to the central 
axis of imaging (which is normal to the plane the camera 
image sensor) and is used for selection of the special 
working plane in the following manner. 

The axis along which is stretched the shape 
circumscribed by that curve indicates the direction of the 
Earth surface tilt with respect to the central axis of imaging, 
and can be used for determining the plane in which further 
computations will be performed. Marked in the 
orthotransformed image are pixels that correspond to the 
center of the original image and the circle that was inscribed 
into it. Corresponding to these pixels are small spots (points) 
on the planetary surface with known coordinates. This makes 
it possible to calculate the distance from the point, which 
corresponds to the image center (let us denote it by B), to all 
the points which correspond to the circle. If the curve 

corresponding to the circle is stretched, a point can be found 
in it (we shall call it A), which is farthest removed from point 
B. Then, on the diametrically opposite side from A one can 
select a point, the distance to which from the central point B 
is maximal in comparison with the neighboring points in the 
curve. Let us denote this point by C. 

Selected as the working plane is the plane wherein lie 
points A, B and C. Lying in the same plane at the time when 
the picture was taken, must be the point, from which the 
picture was taken (focal point of the lens), which we shall 
denote by S. If the planetary surface is spherical, this plane 
goes though the center of the planet, and it also aligns with 
the prime vertical plane of the image, which is defined by 
points S, B and the point on the planetary surface which is 
nadir with respect to S. 

Fig. 2, the plane of which coincides with the selected 
working plane, shows the scheme for determining the 
position of the point S from which the picture was taken. 
From that point segments AB and BC are seen at the same 
angle, that is, angles ASB and BSC have the same known 
value (let us denote it by ), which is determined by the 
geometrical properties of the photographic equipment and is 
equal to a half of the angular dimension of the narrow side of 
the photographic frame, because it was that frame in which 
the circle was inscribed before the orthotransformation 
procedure. Also known are coordinates of points A, B and C 
selected on the planetary surface. Dashed and dotted lines 
show fragments of circles from which segments AB and BC 
are seen at angle . Instead one of them, one could also 
select the circle constructed on segment AC for its 
observation angle equal to 2. 

 
Fig. 2. Geometric chart showing how to determine position of point S 

from the known positions of points A, B and C 

The two circles shown in Fig.2, under real geometrical 
conditions of imaging the planetary surface from an orbital 
SC, will have two intersection points, one of which coincides 
with point B (which can be used to verify the accuracy of the 
results), and the other coincides with point S. Thus it is not 
difficult to calculate the position of the point from which the 
picture was taken. 
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When using the geometric scheme shown in Fig.2, one 
should not necessarily use equations of the circles 
constructed on the specified line segments. Earlier, the 
following formula was derived [10] for angle BCS (let us 
denote it by ): 

sin( ) cos(2 ) cos( )sin(2 )
( )

cos( )cos(2 ) sin( )sin(2 ) BC
AB

    
 

     
tg  

where τ is the known value for angle ABC. 

Since, taking this formula into account, all the angles of 
the triangle BCS are known, the position of point S is 
calculated from the known positions of points B and C.  

However, in comparison with this solution, the approach 
that involves the use of the specially constructed circles is 
more universal even in a two-dimensional case. Thus, one 
can select line segments that do not have a common point 
and are visible from the point from which the picture was 
taken at different angles. This is possible if one succeeds in 
recognizing features with known coordinates that lie in the 
working plane but do not coincide with points A, B and C. In 
those cases the algorithm of solution with the use of circles 
does not significantly change from solution of the problem 
presented in Fig.2. 

Some methods of image processing based on 
constructing special circles can simultaneously produce two 
simultaneous possible positions for the point from where the 
picture was taken that lie in the working plane. In those 
cases, additional methods are required in order to select the 
solution which corresponds to the actual point from where 
the picture was taken [10]. 

IV. DETERMINING THE ISS POSITION AND ORBIT USING 

IMAGES THAT WERE TAKEN FROM IT 

As mentioned above, one of the focus areas of SE 
Vektor-T is development of a process for determining the 
ISS position and orbit by processing images of the Earth 
surface taken from the Russian Segment of the station. To 
achieve this objective, which includes search for 
‘bottlenecks’ affecting the accuracy of the results, a camera 
that was rigidly secured (using FSS equipment) to a porthole 
inside the ISS cabin was preprogrammed to automatically 
take pictures of the Earth surface (as a rule, once per minute). 

Currently being developed within the framework of 
Vektor-T experiment is the procedure presented in the 
previous section. One of its peculiarities is that the accuracy 
of the results goes down considerably when the points on the 
underlying surface that are being photographed lie close to 
nadir. Therefore, the camera was secured onto the porthole in 
such a manner as to make sure that the camera points in a 
direction that is at least 30 degrees away from nadir. For this 
purpose, the optical axis of the camera lens was tilted away 
from the ISS ground trace to the left or to the right depending 
on the predicted trajectory to make sure that as many images 
of the sunlit terrain that is potentially suitable for recognition 
are taken as possible. 

Fig. 3 shows one of the images (with provisional ID 
number 54R0300), which was taken in the course of an 
imaging session on June 28, 2023. During the first stage of 
processing a circle was inscribed into it as per the procedure. 

Using special software, a ground-based operator 
recognized the terrain in the picture and matched four points 
in the original image to corresponding points in the 

orthophotomap of the Earth surface. All further actions were 
fully automatic. When converting geographic coordinates 
into Cartesian coordinates, Earth oblateness was taken into 
account as per geodetic system WGS 84. 

The original image was transformed to orthographic 
projection and aligned with orthophotomap as shown in 
Fig.4. The stretched closed white curve corresponds to the 
circle, which, prior to orthotransforming, was inscribed into 
the original image shown in Fig.3. The white line segment 
marks where the Earth surface intersects with the plane that 
is close to the principal vertical plane of the image. Marked 
on this line segment are points that were selected in the same 
manner as in the previous section were selected points A, B 
and C. In Fig. 4 they are denoted, respectively, as 
@_54R0300_A, @_54R0300_B и @_54R0300_C. 

 
Fig. 3. Image 54R0300  taken from onboard the ISS on June 28, 2023 at 

16:20:00 UTC, with inscribed circle marked 

 
Fig. 4. Orthotransformed image 54R0300 aligned with orthophotomap and 

marked out for further processing 

The same three points are marked with red crosses in a 
less detailed map of the terrain (Fig. 5). The yellow line 
shows the ISS ground trace, that is, the projection of the ISS 
orbit known a priori, which served as a reference standard for 
estimating the accuracy of the calculations. The red circle on 
the ground race shows the ISS reference position (sub-
satellite point) at the moment when image 54R0300 was 
taken. The ISS sub-satellite point calculated using that image 
is marked on the ground trace with a red cross labeled 
@_54R0300_M and partially covered by the red circle. 
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In this particular case the mismatch between calculated 
and reference sub-satellite points was 3 km. Mismatches 
between sub-satellite points obtained from processing the 
other 28 images taken during sessions conducted on June 28 
and 30, 2023, turned out to be roughly the same and lay 
within the interval of 2.9–3.2 km. More considerable was the 
mismatch between the calculated and reference altitude 
positions of the ISS, which is about 6 km for image 
54R0300, and on average about 4 km for all the 29 images. 
Thus, the average mismatch of direct range was about 5 km. 

 
Fig. 5. Comparison of the ISS reference position (marked with a red 

circle) with the position calculated from the orthotransformed image 
54R0300 

Used for calculation of the ISS position were methods 
presented in the previous section, taking into account 
atmospheric refraction and the altitudes of the selected areas 
of the Earth surface above sea level. The angle, at which the 
line segments formed by the points selected in Fig.4 were 
visible, was calculated based on the geometrical dimensions 
of the image sensor of the NikonD5 camera, which was used 
in the experiment, and the focal distance of the lens installed 
on that camera. To additionally verify the results, alternative 
calculation methods were used, including numerical 
methods. To obtain the final, more accurate, solution and 
additional step was taken, which is described below.  

In the course of running the Vektor-T experiment, it was 
found that besides objective hurdles caused by conditions 
inherent in Earth imaging (cloud cover, large ocean surfaces, 
difficult mountainous terrain, refraction, etc.), the accuracy is 
also significantly affected by the mounting error, that is, by 
the fact that the optical axis of the lens does not go through 
the central pixel of the image (image sensor). Therefore, by 
specifying (in pixels) certain deflections from the center of 
the image, one can find such a variation for which, for 
example, two calculated angles formed by the optical axis 
and directions from the focal point toward two different 
points of the circle are closest to each other and to the 
specified value. Such a criterion turned out to be successful 
probably because usually optical components are machined 
by turning the workpiece, and deviations from ideal circles 
are negligible, and, therefore, in reality all the angles 
between the optical axis and the rays that go through the 
edges of the lenses virtually coincide. 

The accuracy of the results obtained through the use of 
the procedure can be improved by calibration of the 
hardware parameters. For example, the calculation of the 
position of the point from which the picture was taken is 
significantly affected by the degree to which the actual focal 
distance of the optical system is close to the nominal value 
that is being used. For example, under conditions of the 
completed imaging sessions, an error of 1 mm in the focal 
distance of the lens would have resulted in 1 km error in 
determining the ISS attitude. And, of course, of crucial 
importance are image resolution and scale, and the accuracy 
of the orthophotomap used for georeferencing of the images. 

The above methods do not require the knowledge of the 
point in time at which the picture was taken in order to 
determine the position of where the picture was taken from 
onboard a SC. Therefore, if the SC orbit is known, the 
calculated position of the point from where the picture was 
taken makes it possible to establish the time when the picture 
was taken, since it is possible to determine when the SC was 
in the vicinity of that point. That is why there have been 
multiple actual cases where the correct time when a picture 
was taken from onboard the ISS could be restored whenever 
it transpired during post-flight processing of images from 
different SEs that the readings of built-in camera clock were 
wrong. In certain cases, ground specialists managed to 
determine time readings bias from the images quickly 
enough to take it into account or remove it when planning the 
next Earth remote sensing session from onboard the ISS. The 
accuracy achieved in Vektor-T experiment is fairly sufficient 
for addressing such tasks.  

If, on the other hand, the task is to determine the SC 
orbital parameters so that they can be used for predicting its 
motion, the requirement to exactly match the photographs and 
the times when they were taken becomes important. It is true 
that the use of classical analytical methods of determining the 
orbit from several positions of SC is unpractical if accuracy of 
the measurements is low. However, by using a sufficiently 
large number of images, one can calculate a series of 
successive values of the ISS radius vector for known points in 
time, and then, with the application of statistical methods, 
also determine the station orbit. 

Most of the photographs of Earth obtained from automatic 
imaging with a camera attached to a porthole are not suitable 
for recognition and georeferencing, since they either show 
continuous cloud cover or some featureless terrain such as a 
desert or the surface of the ocean without islands. 

Thus, the largest sequence of recognized and 
orthotranformed images which it was possible to obtain in 
one automatic imaging session amounts to only 30 
photographs while the total number of images that were 
taken is 172 [8]. The values of radius vectors of the points 
where the pictures were taken that were obtained as a result 
of processing those 30 images made it possible to obtain a 
smoothing solution of the ISS motion equations, for which 
the positions of ascending nodes in the processing interval 
differed from positions of ascending nodes of the ISS 
reference orbit (exactly determined by other methods) by less 
than 1 km. However, in certain cases, discrepancies 
(deviations of the calculated positions of the points where the 
pictures were taken from reference solutions) had greater 
values. This is explained by an inaccuracy of time readings 
in photographing equipment which resulted in a bias error of 
an a priori unknown value. In order to reduce it (without 
using data about the reference orbit) a special correction of 
image time referencing was performed where the error in 
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determining the time of photography was introduced into the 
system of equations as a definable parameter. This made it 
possible to improve the accuracy of the ISS orbit 
determination. 

The accuracy of orbital determination can be improved 
by using a similar correction of other values which need 
updating (for example, departures of photographic 
equipment parameters from nominal values) by means of 
introducing them into the system of equations as unknown 
parameters, as well as increasing the number of images from 
which the ISS positions are determined. The proportion of 
images that are suitable for recognition can be increased by 
intentionally selecting for imaging the areas with high 
recognition probability and low probability of cloud cover, 
which requires crew involvement or development of 
specialized software for imaging control using automatic 
image recognition. If approximate values of SC orbital 
parameters are known a priori, in order to refine them one 
can, based on the approximate orbit, schedule imaging of 
areas with low probability of cloud cover, which is estimated 
using statistical data or weather forecasts. 

In the case of imaging the Moon, which has no bodies of 
water and no cloud cover, and has a lot of easily 
recognizable areas and landmarks such as craters, one can 
expect that the number of images unsuitable for navigation 
processing will be minimal even when performing automatic 
imaging with a camera that is rigidly fixed onboard a SC. It 
is also worth noting that when calculating circumlunar orbits 
one does not need to take into account atmospheric refraction 
and determine atmospheric drag factor. 

The convenience of using this technology in manned 
missions has to do with the fact that there is no need to have 
special instrumentation for navigation such as star or sun 
trackers, because the crew will always have a camera and a 
laptop computer, however, at present one needs to involve an 
operator (a crewmember or a specialist on the ground ) to 
process the images of Earth at the stage when the photographed 
terrain is being recognized and common (reference) points are 
being identified in the photo and orthophotomap. Transferring 
these functions to an autonomous program is complicated by 
such factors as cloud cover, changes in the appearance of Earth 
surface areas (for example, seasonal changes or those caused 
by human activities). As for the lunar images, the most 
important factor affecting their appearance are variations in 
lighting conditions, which makes it easier to recognize 
fragments of the lunar surface and gives hope that the proposed 
procedure for lunar missions can be made fully automatic. This 
is also confirmed by significant number of publications on the 
subject of developing, for navigational purposes, systems for 
recognition of such predominant lunar features as craters 
[11, 12]. 

V. POSITION ESTIMATE FOR ROBOTIC SPACECRAFT 

LUNA-25 MADE USING A PHOTO OF LUNAR SURFACE MADE 

FROM ONBOARD THE SPACECRAFT 

Considered among various navigation systems proposed 
for future lunar missions are visual navigation aids. One 
example of such an approach is autonomous optical 
navigation using lunar horizon and reference points on lunar 
surface employing special wide-angle cameras [13]. 

At the same time there is no doubt that in the course of 
crewed missions the imaging of the lunar surface for various 
purposes will be performed by the crew with hand-held 
cameras through portholes, and, possible, also with steerable 
cameras on the outer surface of the SC [14]. The above 

procedure, whenever even a non-specialized computer is 
available (such as a laptop), can be used for navigational 
purposes and during imaging of this type, and not only in 
specially designed systems for optical navigation. 

To verify theoretical feasibility of determining the SC 
position relative to the Moon from photos of the lunar 
surface taken with a hand-held camera through a porthole, 
calculations were performed earlier using photographs 
available online that had been taken during the US crewed 
program Apollo [10, 15]. In spite of modest quality of those 
digitized images, it was possible to orthotransform and use 
them for approximate estimation of the SC radius vectors at 
the time of photography.  

In August of 2023, a photograph (Fig.6) was published [16] 
that was taken by the Service Television System STS-L from 
onboard spacecraft Luna-25 when it was flying in orbit around 
the Moon as its artificial satellite. To take the picture, the 
landing camera KAM-S was employed, performance data for 
which are given in [17]. The image resolution was primarily 
limited by the small focal distance (12.3 mm) of the camera’s 
optical system. Nevertheless, the image was used to try out the 
procedure that is being developed in SE Vektor-T. 

 
Fig. 6. Lunar picture taken from onboard Luna-25 on August 17, 2023 at 

05:22:56 UTC 

To perform selenographic referencing of the image, 
Mercator projected orthophotomap of the Moon found at 
[18] was used. The image, transformed to orthogonal 
projection and aligned with orthophotomap, is shown in 
Fig.7 Used a common (reference) points were centers of 
several small lunar craters. One can see that the 
orthophtomap has a lower resolution than the image, so one 
cannot expect the referencing to be highly accurate. This is 
borne out by the fact that, as can be seen from Fig.7, those 
points of the line that was obtained from the circle inscribed 
in the original image that were most distant from the central 
point are not diametrically opposed to each other. 

Preliminary processing of the image in this particular 
case yielded the following results: 

deflection of the optical axis from nadir: 19.87°; 
line-of-sight range to the center of the image: 96.9 km; 
altitude above the lunar surface: 91.5 km. 
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Fig. 7. Orthotransformed image aligned with orthophotomap and 

markings made during its automatic processing 

These results correspond to two possible positions of the 
point from where the picture was taken in the plane that is 
close to the prime vertical plane of the image, with the 
following sub-satellite points in selenographic coordinate 
system: 

logitude:-138.65°, lattittude: -75.67°; 

longitude: -139.36°, lattitude: -77.73°. 

Using methods that are being developed in SE Vektor-T 
(per scheme presented in Fig.2), selected out of these two 
options was the second one. The corresponding coordinates 
in Cartesian selenocentric selenoequatorial system: 

x: -295.52 km, y: -253.68 km, z: -1785.56 km. 

Their transformation to selenocentric geoequatorial 
coordinate system J2000 [19, 20] yields the following result: 

X: -354.44 km, Y: 584.07 km, Z: -1695.03 km. 

Thus, applying techniques developed in a space 
experiment onboard the ISS, it was possible to obtain a result 
even from processing a photograph taken from onboard 
Luna-25. However, this result should only be considered a 
rough estimate owing to a relatively low resolution of the 
images that were used. 

VI. SUMMARY 

In view of current plans to launch mission to the Moon 
and Mars, as well as vulnerability of navigation satellite 
systems in near-Earth space, it is important to develop new 
methods for autonomous determination of SC motions. The 
described navigation techniques based on planetary images 
are implemented both as ground-based and onboard 
software. It was developed using math models of SC motion 
around the planet as well as in the course of SE Vektor-T and 
some other scientific experiments which involved 
observations of the Earth surface from the ISS. In addition to 
this, in certain cases the proposed algorithms were used for 

estimating SC position from the pictures of the lunar surface 
taken by that spacecraft. 

The obtained results suggest that even when SC 
coordinates at the time when the SC were taking pictures 
were calculated from single images (including those that 
were taken for purposes other than navigation), those 
coordinates make it possible to update the already known 
parameters of the orbit (trajectory) of the SC, for example, in 
order to calculate corrective burns in the case of lunar 
missions or to adjust the timetable for observations of 
terrestrial targets for scientific experiments onboard an 
orbital station. 

In the cases where a sufficiently large number of 
consecutive images of the planetary surface were taken, it 
becomes possible to use well-developed statistical methods 
for measurement results processing in order to determine the 
SC orbit, which was confirmed in the course of the 
experiment Vektor-T. 

The proposed technology that is being developed 
onboard the ISS can be used for setting up an independent 
navigation system that can serve as, for example, a backup, 
emergency or verifying system supplementing the currently 
used navigation systems. However, its major objective is to 
create a standalone navigation system that does not need any 
specialized instrumentation, and can be used for both 
unmanned spacecraft and manned missions to the Moon and, 
eventually, to Mars. 
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Abstract — The problem of optical-visual correction of 
inertial navigation systems (INS) in the event of loss or 
deterioration of satellite information is considered. The 
possibility of using optical-electronic means that are part of 
aircraft remote control systems for this purpose is being 
estimated. Such control is implemented by a human operator 
via a video transmission channel of an image of the earth's 
surface without the use of radar facilities. Algorithms for the 
formation of optical-inertial observations when sighting 
ground landmarks with known and unknown coordinates are 
presented. The results of mathematical modeling confirmed the 
fairly high potential accuracy of optical-inertial positioning 
with the extended Kalman filter in the errors estimation loop 
of the INS.      

Keywords — remotely piloted aircraft,  inertial navigation 
system, global navigation satellite system, optical-electronic 
system, extended Kalman filter.     

I.  INTRODUCTION 

The current state of remotely piloted aircraft (RPA) [1] 
is characterized by the use of inertial and satellite navigation 
systems (ISNS) [2,3]. In such ISNS global navigation 
satellite systems (GNSS) provide high-precision positioning, 
and inertial ones (INS) - the determination of the angular 
orientation. However, the use of GNSS for aircraft 
positioning has a number of limitations related to the effects 
of natural and simulated interference [4-6]. At the same 
time, the presence of a video camera on board the aircraft 
and a channel for transmitting images of the Earth's surface 
for remote piloting makes it possible to expand the 
navigation capabilities of the ISNS based on additional 
optical-electronic positioning. Visible landmarks can be 
used for such positioning. The following approaches are 
traditional, using video information from optical-electronic 
systems (OES) for INS correction:  

• correction of the INS by flying the aircraft over 
landmarks with known coordinates. This approach requires 
precise flight over a landmark, which cannot always be 
realized; 

• INS correction using on-board rangefinders and 
measured sighting angles of a ground landmark. The 
inclusion of rangefinders in the ISNS structure is not always 
possible due to restrictions on the size and weight of 
onboard equipment of a RPA. 

These approaches, in addition, do not provide an 
estimate of the errors in the orientation angles of the INS 

when processing positional observations using the extended 
Kalman filter (EKF) [7]. 

It is proposed to perform INS correction by monitoring 
on the OES indicator screen images of landmarks that are at 
a visible distance from the RPA. The image obtained using a 
video camera is linked to a coordinate grid in the plane of 
the indicator. Taking into account the focal length of the 
video camera, the azimuth and elevation angle of the line of 
sight of the landmark will correspond to a point on the 
indicator screen. INS correction is implemented based on 
processing optical-inertial observations of viewing angles 
using EKF. 

Based on known approaches to optical-electronic 
positioning, it is proposed to correct the INS using passive 
video location of ground landmarks without the use of 
rangefinders. The following options for the formation of 
optical-inertial observations for estimating errors of a 
strapdown INS (SINS) using the EKF are considered: 

• observations in the form of the difference between 
the sighting angles predicted from SINS information and 
those measured using the onboard OES, namely: azimuth 
and elevation angle of a landmark in the coordinate system 
associated with the RPA. The coordinates of the landmark 
are assumed to be known. The video camera can be rigidly 
fixed in the body of the RPA. Then the viewing angles are 
determined in the coordinate system associated with the 
RPA. If the video camera is placed in a stabilized gimbal, 
then the viewing angles can be determined relative to the 
axes of the accompanying trihedron of the reference 
coordinate system; 

• observations of sighting angles of a landmark with 
unknown coordinates. To implement such observations, it is 
proposed to carry out preparatory procedures related to 
determining the coordinates of the tracked landmark using 
the triangulation method for spaced positions of the RPA 
along the flight path. 

The transition to optical-inertial positioning of the RPA 
is carried out when a loss of satellite information is detected 
[8] and there is an indicator of a localized visible landmark 
on the screen.  

II. OPTICAL-INERTIAL OBSERVATIONS WHEN SIGHTING 

LANDMARKS WITH KNOWN COORDINATES     

Optical-inertial observations can be formed taking into 
account the interconnection of projections of the line of sight 
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of a landmark on the axis of navigation trihedrons associated 
with the landmark and the video camera.   

Let the unit vector e  be directed along the sighting line 
of the landmark. Such a vector in projections on the axes of 
the oxyz coordinate system associated with the video camera 
will have the form 

                          T
][xyz x y ze e e e ,                                (1) 

where cos α cosβxe  ; sin βye  ; sin α cosβze  ;       (2) 

α ; β  are the azimuth and elevation angle of the landmark 

in the coordinate system associated with the video camera. 
Taking into account relation (1), the values of viewing 

angles predicted from SINS information can be determined 

                                 α ( / )z xarctg e e ;                        (3) 

                                 β arcsin ye ,                              (4) 

where                          xyz ENHe Ce ,                                (5) 

T[ ]ENH E N He e e e  is a unit vector in projections on the 

axis of the accompanying trihedron oENH of the geodetic 
coordinate system; 

 /Ee E D  ; /Ne N D  ; /He H D  ; 

2 2 2D E N H      ; 

lm λ(λ -λ) cosφE R  ; lm φ(φ -φ)N R  ; lm -H R R  ; 

lmφ ; φ  is, respectively, the geodetic latitude of the 

landmark and the RPA; lmλ ; λ  is, respectively, the geodetic 

longitude of the landmark and the RPA; φR ; λR  are the 

radii of curvature of the earth's ellipsoid; H  is the 
difference between the heights of the landmark and the RPA 
above the earth's ellipsoid; C is a direction cosine matrix 
(DCM) connecting the projections of the e  vector in the 
oxyz and oENH bases. For these trihedrons, the traditional 
[9] sequence of rotations along orientation angles is 
adopted, taking into account the direction of the axes in the 
coordinate system associated with the RPA [10].  

If the video camera is rigidly fixed in the body of the 
RPA, then the DCM C is determined by the angles of the 
true course, pitch and roll calculated by the SINS.  

If the video camera is placed in a gimbal, then it can be 
stabilized in the horizontal plane in pitch, roll and azimuth 
according to SINS information. In this case, the DCM C is 
formed taking into account the orientation of the video 
camera only in azimuth. 

In the presence of GNSS information, the SINS errors 
are estimated using EKF at the ith moment of time from 
inertial satellite observations  

              T T
SINS GNSS( ) [φ λ ] [φ λ ]C i i i i i i iZ h h  ;         (6) 

     T T
( )SINS ( ) GNSS[ ] [ ]( ) i iE N H E N H

Z V V V V V VV i   .  (7) 

When satellite information is lost and a landmark is 
detected, SINS errors are estimated from optical-inertial 

observations, which are formed as the differences between 
the landmark sighting angles calculated from SINS 
information and measured by the OES 

                   T T
αβ( ) SINS OES[α β ] [α β ]i i i i iZ   .               (8) 

The EKF uses both observation signals (6) – (8) and 

their models of the form i i iiZ H x   . For observations 

(8), the connection matrix iH  with the SINS error vector 

ix  is formed by varying relations (3), (4) according to the 

parameters included in them. Here i  is the vector of 

observation errors. 
When placing a video camera in a gimbal [11], it is 

necessary to take into account landmark sighting errors in 
the observations due to inaccurate stabilization of the 
measurement plane of azimuth α  and elevation angle β . 

The relationship between the errors in measuring the 

viewing angles of the landmark α  ,  β  and the errors δx  

of the independent elements of DCM C, calculated by SINS 
and used to stabilize the video camera, follows from 
relations (2), (5) and has the form  

                 
T *
( ) OES αβ αβ δ(SINS)

[ α β] i C H x   ,            (9) 

где 
T T

αβ αβ αβ αβ
* 1( )C C C C ; 

αβ

sinαcosβ cosαsinβ

0 cosβ

cosαcosβ sinαsinβ

C

 
 
 
 
 

 



; 

αβ
H   

2 ,2 1,2 2,1 1,1

2,2 0,2 2,1 0,1

1,2 0,2 1,1 0,1

N E H E E

E N E E H H

E N E E H

e c e c e e c e c eN

c e e c e e e e c e

c e c e e c e c e eE

  
 
  
 

   
T

δ(SINS) 0,1 1,1 2,1 0,2 1,2 2,2[ ]x c c c c c c       ; 

,i jc  are the elements of DCM C. 

III. OPTICAL-INERTIAL OBSERVATIONS WHEN SIGHTING 

LANDMARKS WITH UNKNOWN COORDINATES   

The inverse problem of trajectory measurements is 
considered. It is known [12,13] that the direct problem of 
such measurements is related to determining the flight path 
of a RPA using two separated on the Earth's surface OES 
with known geodetic coordinates. When solving the inverse 
problem, the coordinates of a landmark are determined 
using trajectory measurements from the RPA. Such 
measurements include RPA coordinates and landmark 
sighting angles at two points on the flight path. The 
coordinates of the RPA are determined using SINS, and the 
sighting angles of the landmark are determined using the 
OES. The problem of optical-inertial positioning is solved 
by the triangulation method. To do this, it is necessary to 
place the video camera in a gimbal and stabilize it in the 
horizontal plane. It is also necessary to stabilize the gimbal 
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in azimuth relative to its orientation at the initial 
measurement point. The diagram of trajectory 
measurements when implementing this method is shown in 
Fig. 1.  

 

 

 

 
In accordance with Fig. 1, the linear coordinates of the 

landmark X, Y, Z in the o1xyz coordinate system associated 
with the video camera can be calculated using the following 
relations 

2 2 1
α / ( α α )X dtg tg tg  ;                                                                                   

2 1 2 1 1 1
sin α sin(β μ / 2) / [sin(α α ) cos(β μ )]1Y d    ; 

             
2 1 2 1
α α / ( α α )Z dtg tg tg tg  ,                     

where d is the distance between points о1 and о2 

corresponding to the two camera locations; 1α ; 1β ; 2α  

and 2β  are the viewing angles of the landmark measured 

by the video camera at points о1 and о2. 
The vertex of the trihedron o1xyz coincides with the 

initial coordinates of the video camera 
1o

φ  and 
1o

λ , on the 

flight path o1 – o2.  
When implementing the approach under consideration to 

positioning a landmark, it is necessary to match the X, Y, Z 
coordinates with their geodetic equivalents. To do this, the 
specified coordinates are projected onto the axes of the 
geodetic accompanying trihedron oENH using the RPV 
orientation angles calculated by the SINS.  Next, taking into 
account the average value of the radius vector of the 
location of the video camera on the trajectory section o1 – 
o2, the geodetic coordinates of the landmark are determined.  
As a result, the SINS correction can be performed taking 
into account the measured sighting angles of the landmark at 
point o2 by processing observations (8) using EKF. 

IV. ANALYSIS  OF THE RESULTS OF STUDIES   

The study of the potential capabilities of the RPV 
navigation complex, including GNSS, SINS and OES, was 
carried out on a semi-natural model of the SINS-500NS 
inertial-satellite navigation system [14] of medium accuracy 
class. The experiments were carried out using flight data 
recorded on flash memory from GNSS and an inertial 
measurement unit (IMU), including three accelerometers 
and three fiber-optic gyros placed along orthogonal axes.  
The flight experiment was carried out on a helicopter. The 
flight parameters of the helicopter and the RPA were 
assumed to be identical.  

Fig. 2 shows the flight path of the helicopter in the plan 
defined by GNSS, where 0Δφ [φ( ) φ( )]R t t R  ; 

0Δλ [λ( ) λ( )] cosφR t t R  ; R is the value of the radius 

vector of the SINS location. 

 Δφ , km 
R

 

 
                                                                           Δλ ,  km

R
 

 
 

When modeling, the coordinates lmφ  and lm λ  for a 

landmark were formed using GNSS signals, namely: 

lm lmGNSSφ  = φ φ  ; lm lmGNSSλ  =λ λ  ; lm ER R ; 

ER  is the value of the Earth's radius at the landmark 

location. It was assumed that the video camera was rigidly 
fixed in the body of the RPA. Observations (6), (7) were 
used in the inertial-satellite mode, and observations (8) were 
used in the optical-inertial mode.   

Fig. 3 shows the circular error S  of estimating the 
location of the RPA in the inertial-satellite mode of 
determining coordinates with a correction step from GNSS 
of 10 second, where 

2 2

φ λ
S     ; φ SINS GNSS(φ φ )R   ; 

SINS GNSS GNSSλ (λ λ ) cosφR   . 

     ,  mS                  

 
                                                                                                      t, sec                           
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Fig. 2. Flight path in the plan 

Fig. 3. Circular error of estimating the location of the RPA in  
the inertial-satellite mode 

Fig. 1. Diagram of trajectory measurements by the 
triangulation method  

Deterioration of  
GNSS information 
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The results were obtained taking into account the write-
off of the error estimates formed by the EKF of both the 
flight and navigation parameters of the SINS and the drifts 
of the sensors of the IMU. It can be seen that in this mode of 
reckoning flight parameters, the positional error does not 
exceed 20 meters. 

Fig. 4 shows the circular error in estimating the location 
of the RPA in a combined inertial-satellite (1000sec < t < 
2400sec) and inertial mode with optical-visual correction (t 
> 2400sec). The optical-visual correction step is 300 
seconds with root-mean-square errors in determining the 
azimuth and elevation angle of a landmark of 20 arc 
minutes. 

    ΔS, m  

 
     
                                                                                                              
                                                                                                            t, sec                                                                                                                

 
 

 
 

 

 

It can be seen that in this case the circular positional 
error of the inertial coordinate reckoning does not exceed 
200 meters. A slight decrease in the dynamics of the 
increase in SINS errors is associated with the refinement 
and write-off of estimates of drifts of the IMU sensors 
obtained in the process of optical-inertial positioning.  

V. CONCLUSIONS 

The optical-electronic means included in the on-board 
equipment of the RPA can be used not only for control via a 
video channel, but also for estimating SINS errors in the 
event of loss of satellite information using observations of 
ground landmarks with known and unknown coordinates. It 
is proposed to form observation signals as the differences 
between measured and predicted sighting angles of 
landmarks based on SINS information. To estimate SINS 
errors, such observations are processed using EKF. 

The conducted studies confirmed the possibility of 
optical-inertial positioning of RPA based on SINS of 
average accuracy with errors along the flight route at the 
level of 200 meters, taking into account correction intervals 
of about 5 minutes and writing off estimates of drift of SINS 
sensors.  

REFERENCES       

[1] Beard, R., and McLain, T., Small unmanned aerial vehicles: theory 
and practice. Princeton, NJ, Princeton University Press, 2012. 

[2] Emelyantsev, G.I., and Stepanov, A.P., Integrirovannyie inertsialno-
sputnikovyie sistemyi orientatsii i navigatsii (Integrated Inertial-
Satellite Orientation and Navigation Systems), Peshekhonov, V.G., 
Ed., St. Petersburg, CSRI Electropribor, 2016.  

[3] Noureldin, A., Karamat, T., and Georgy, J., Fundamentals of Inertial 
Navigation, Satellite-based Positioning and their Integration, 
Heidelberg: Springer-Verlag, 2013. 

[4] Peshekhonov, V.G., High-Precision Navigation Independently of 
Global Navigation Satellite Systems Data. Gyroscopy and 
Navigation, 2022, vol. 13, pp.1–6. 
https://doi.org/10.1134/S2075108722010059 

[5] Schmidt, G.T., GPS Based Navigation Systems in Difficult 
Environments, Gyrosсopy and Navigation, 2019, vol. 10, no 2, pp. 41 
- 53. 

[6] Chernodarov, A.V. Monitoring and Adaptive Robust Protection of the 
Integrity of GNSS/SINS Observations in Urban Environments // 11th 
IFAC Symposium on Fault Detection, Supervision and Safety for 
Technical Processes (SAFERPROCESS 2022), IFAC-PapersOnLine, 
2022, 55(6), pp. 378–383. 

[7] Maybeck, P.S., Stochastic Models, Estimation and Control. N.Y., 
Academic Press, 1982, vol. 2.  

[8] Chernodarov, A.V., Gorshkov, P.S., Patrikeev, A.P., and Polyakova, 
A.A., Flight Development of an Integrated Navigation System Based 
on MEMS Sensors, Resistant to Unstable Satellite Information, 31st 
Saint Petersburg International Conference on Integrated Navigation 
Systems, ICINS 2024, St. Petersburg, CSRI Electropribor, 2024.  

[9] Bromberg, P.V., Inertial Navigation Systems Theory. Moscow, 
Nauka, GRFML, 1979.  

[10] GOST 20058-80. Dinamika letatel'nyh apparatov v atmosfere. 
Terminy, opredeleniya i oboznacheniya (Aircraft Dynamics in 
Atmosphere. Terms, Definitions and Symbols), Moscow, Izdatelstvo 
gosstandartov, 1981. 

[11] Rivkin, S.S., Stabilizatsiya izmeritelnyih ustroystv na 
kachayuschemsya osnovanii (Stabilization of Measuring Devices on a 
Swinging Base),  Moscow, Nauka, GRFML, 1978.  

[12] Krynetskiy, E.I., Alexandrovskaya, L.N., Sharonov, A.V., and 
Golubkov, A.S, Letnyie ispyitaniya raket (Missile Flight Tests), 
Krynetskiy, E.I., Ed., Мoscow, Mashinostroenie, 1979. 

[13] Gorshkov, P.S., Patrikeev, A.P., Kharkov, V.P., and Chernodarov, 
A.V., Inertial Satellite Compensation of Trajectory Instabilities of 
Optoelectronic Positioning Systems on a Swinging Base, 27th Saint 
Petersburg International Conference on Integrated Navigation 
Systems, ICINS 2020, St. Petersburg, CSRI Electropribor, 2020, 
IEEE, 9133859. 

[14] Chernodarov, A.V., Gorshkov, P.S., Patrikeev, A.P., and Starostin 
N.P., Investigation of the Emergency Mode of the SINS-500NS 
Strapdown Inertial-Satellite Navigation System Based on Flight Data, 
30th Saint Petersburg International Conference on Integrated 
Navigation Systems, ICINS 2023, St. Petersburg, CSRI Electropribor, 
2023, IEEE Xplore: 06 July 2023.  

 

Fig. 4. Circular error in estimating the location of the RPA in a 
combined inertial-satellite and inertial mode with optical-visual 

correction

SINS+GNSS SINS+OES 
Deterioration of  

GNSS information 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

105



Flight Testing of an Integrated Navigation System 
Based on MEMS Sensors, Resistant to Unstable 

Satellite Information 

A.V. Chernodarov 
“NaukaSoft” Research & Production Association, Ltd., 

MAI University, Moscow, Russia  
e-mail: chernod@mail.ru 

A.P. Patrikeev 
“NaukaSoft” Research & Production Association, Ltd., 

Moscow, Russia, 
e-mail: apatrikeev@naukasoft.ru  

P.S. Gorshkov 
“NaukaSoft” Research & Production Association, Ltd., 

 Moscow, Russia 
e-mail: contacts@naukasoft.ru 

A.A. Polyakova 
“NaukaSoft” Research & Production Association, Ltd.,  

Moscow, Russia, 
e-mail: apolyakova@naukasoft.ru    

Abstract — This paper is devoted to the problem of 
increasing the information integrity of navigation systems in 
conditions of instability of satellite data. The proposed solution 
to the problem is based on the inertial support of the global 
navigation satellite system (GNSS). Such support is associated 
with the determination of the angular orientation of the 
aircraft in normal mode, as well as with the localization and 
parrying of violations in the GNSS in emergency mode. Typical 
violations include abnormal interference or loss of satellite 
signals. The results of full-scale experiments with an inertial-
satellite navigation system based on micro-electro-mechanical 
sensors are analyzed.   

Keywords — satellite navigation system, inertial navigation 
system, information integrity, extended Kalman filter, micro-
electro-mechanical sensors.    

I.  INTRODUCTION 

The current state of onboard equipment of mobile 
objects is characterized by the use of integrated inertial 
satellite navigation systems (ISNS) [1,2]. Integration is 
based on the difference in the spectral characteristics of 
errors of strapdown inertial (SINS) and global navigation 
satellite systems (GNSS). This difference provides mutual 
information support for SINS and GNSS in a real 
interference environment. At the same time, the problem of 
reducing the weight, dimensions and cost of the ISNS 
hardware while maintaining accuracy characteristics 
remains actual. A possible solution to this problem is 
associated with the inclusion of inertial measurement 
modules (IMUs) based on micro-electro-mechanical 
systems (MEMS) into the ISNS.  However, MEMS sensors 
have low accuracy, a large insensitivity zone, and unstable 
parameters of the drift models of gyros and accelerometers. 
It seems that the contradiction between the necessary 
accuracy and the required mass and dimensional 
characteristics of the MEMS-based ISNS can be resolved by 
improving the software and mathematical support of the 
ISNS. One of the areas of such improvement is associated 

with estimating the errors of MEMS sensors and identifying 
their dynamic models in the presence of correct satellite 
information. Dynamic models take into account changes in 
the parameters of MEMS sensors during operation, and also 
provide the required accuracy characteristics of the ISNS in 
an autonomous inertial mode in the event of loss of GNSS 
signals [3]. It should be noted that in the process of factory 
bench calibration, as a rule, only the systematic errors of 
MEMS sensors are estimated. This calibration does not take 
into account MEMS errors that arise in the dynamic 
operating modes of the SINS associated with linear and 
angular accelerations.  

Inertial information can be used to parry off natural and 
simulated interference in GNSS. At the same time, using 
satellite information, it is possible to restore the parameters 
of the SINS when they are lost in difficult abnormal 
operating conditions. Such conditions are associated, for 
example, with the loss of electrical power, as well as with 
exceeding the measurement ranges of the INS sensors. 
Exceeding the sensors measurement ranges may be due to 
aircraft maneuvering.  

The purpose of the paper is to study the following modes 
using recorded MEMS and GNSS data: 

• additional SINS alignment in flight using GNSS 
information; 

• estimation of residual MEMS drifts in flight using 
GNSS information; 

• on what time intervals the necessary accuracy of 
inertial calculation of flight parameters is ensured in the 
event of deterioration or loss of GNSS signals. 

The achievement of this purpose is based on the use of 
inertial-satellite and inertial-geophysical observations, as 
well as the extended Kalman filter (EKF) [4,5] for estimating 
and predicting SINS errors. 

The developed software and mathematical support of the 
ISNS was studied in post-processing using the recorded data. 
The following stages and operating modes of the ISNS were 
considered: 
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• preliminary ground-based MEMS calibration to 
estimation systematic sensor errors; 

• a coarse initial alignment of SINS using signals 
from MEMS sensors by the analytical gyrocompassing 
method. It should be noted that in this mode, the true course 
is determined with a large error by the signals of the MEMS 
sensors;  

• the fine initial alignment of SINS using 
observations of geophysical invariants and EKF; 

• additional alignment of SINS using track angle 
from GNSS, inertial satellite observations and EKF; 

• inertial-and-satellite navigational mode and 
autonomous inertial mode in the absence of GNSS signals. In 
semi-natural modeling, the absence of GNSS signals is 
implemented programmatically. 

II. MEMS-BASED STRAPDOWN INERTIAL SATELLITE 

NAVIGATION SYSTEM AS THE OBJECT OF STUDIES     

The ISNS based on MEMS LSM6DS33 is considered as 
an object of study [6]. ISNS signals are recorded on flash 
memory via an STM32 microcontroller [7] with a frequency 
of 1.666 kHz for MEMS and 5 Hz for GNSS. The indicated 
ISNS modules are presented in Figs. 1 and 2. 

 

 

 

 

 

 

 

 The implementation of the software and mathematics 
support of SINS as part of the ISNS is based on solving the 
basic equation of inertial navigation [8,9] 

    
T
3 2 ω ( )xyzV C a g V V R         ,     (1) 

where  T[ ]x y za a a a  is the vector of accelerometer signals 

in projections on the axes of the body-fixed frame oxyz;  

gr ( )g g R     is the vector of gravity acceleration; 

T
gr gr( ) gr( ) gr( )[ ]E N Hg g g g  is the vector of gravitational 

acceleration; T[ ]ENH N HE      is the vector of 

angular velocity of Earth rotation; 
2

2
   ; 

T[00( )]R R h   is the radius vector of the location of the 

inertial measurement unit (IMU) as part of the MEMS. Such 
IMU includes three accelerometers and three angular 
velocity sensors (AVS), located along orthogonal axes; R; h 
is, respectively, the radius of the Earth and the height above 
the Earth's ellipsoid at the location of the IMU; ( ) is the 

operator of vector product; Tω [ω ω ω ]ENH N HE  is the 

vector of angular velocity flyby around the Earth, the 
elements of which are determined from the projections 

; ;N HEV V V  [8]:  

φω φ /E NV R    ; λω λ cosφ /N EV R  ;            

                        λω λsinφ tgφ/H EV R  ;                           (2) 

φR ; λR  are the radii of curvature of the earth's ellipsoid; 

 , λ  are the geodetic latitude and longitude. In equation (1), 

the elements of all vectors, except a , are determined in 
projections on the axes of the accompanying trihedron oENH 
of the geodetic coordinate system. 

The direction cosines matrix (DCM) 3C  characterizes 

the angular orientation of the IMU axes ox, oy, oz relative to 

the trihedron oENH. The 3C  matrix is determined from the 

solution of the Poisson equation [9], which has the form  

                                 T
3 3 30 3 1 3C C C P P    ,                  (3)  

where       
0

0

П 0

0

z y

z x

y x

 
  

 

 
 
 
 

 
 
 

; 
3

0 1 0

0 0 1

1 0 0

P 
 
 
  
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1

0  - (ω )  (ω )

(ω )  0  - ω

- (ω )  ω   0

H H N N

H H E

N N E

 
 
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 
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 

; 

T
][ x y z         is the AVS signals vector; 

T[0 cosφ sinφ]ENH     . 

Using the elements 3( , )i jC  of the 3C  matrix, the 

orientation angles of the IMU relative to the trihedron oENH 
are determined, namely: true heading ψ , pitch angle   and 

roll angle γ :  

3(1,0)

3(1,1)

ψ [ ]
C

arctg
C

  ; 
3 (1,2 )

2 2
3 ( 0 ,2 ) 3 ( 2 ,2 )

C
arctg

C C

 



;        

Fig.	1.	MEMS	board	LSM6DS33	
ሺ10ൈ23ൈ3mmሻ	

Fig.	2.	Processor	board	with	STM32	microcontroller	
ሺ14x14mmሻ
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3(0,2)

3(2,2)

γ [ ]
C

arctg
C

  .                           (4) 

It can be seen from equations (1) – (3) that due to the 
drifts of the accelerometer and AVS signals, as well as due to 
the inaccurate determination of gravity acceleration, the 
SINS errors when integrating these equations have an 
increasing, oscillatory character with the Schuler period [10]. 
SINS errors are estimated and compensated during the initial 
alignment using geophysical invariants [11], and in 
navigation mode using information from GNSS.  

A typical scheme for estimating the SINS error vector, 
based on the use of GNSS and EKF, is presented in Fig. 3, 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Typical scheme for estimating the SINS error vector  

where Y is a vector of flight and navigation parameters 

(FNP) formed at the i-time; 
/ 1 / 1 / /

ˆ ˆˆ ˆ;  ;  ;  
i i i i i i i i

x Y x Y   are, 

respectively, predicted and adjusted estimates of the 
parameters and error vector of the SINS; h(y) is a function 
that matches the parameters of the SINS and the external 
corrector; CC is a coordinate converter; ^ is the symbol for 

estimate; 
T

( ) ( )
[ ]

i k i V i
Z Z Z  is a vector of inertial-and-

satellite observations, the elements of which at the i-th 
moment of time have the form 

           
T T
SINS GNSS( ) [φ λ ] [φ λ ]k i i i i i i iZ h h  ;                   (5) 

   
T T

( ) ( )SINS ( ) GNSS[ ] [ ]V i i iE N H E N H
Z V V V V V V  .   (6) 

A rough initial alignment of SINS is performed using 
signals from calibrated MEMS sensors. In the fine initial 
alignment mode, observations of geophysical invariants 
associated with the immobility of the SINS base are used, 
namely: zero relative velocities, constant coordinates of the 
initial alignment point (IAP) and projections of the angular 
velocity vector of the Earth's rotation on the axes of the 

inertial coordinate system 
I

O XYZ                                                                        

  
T T
SINS IAP( )

[φ λ ] [φ λ ]
k i i i i i i i

Z h h  ;                          (7) 

T
( ) [ ]V i E N HZ V V V ;                                                         (8) 

( ) ( )
ˆ

i i XYZ i
Z     ,                                             (9) 

where T
0

1

ˆ ( τ ) ( τ ) τ
ti

i ti

C d


    ; 

T
( )

[0 0  ]
XYZ i i

t     is the vector of rotation angles 

of the Earth during the 1i i it t t     time in projections on 

the axes of the inertial coordinate system; 

0 3 3 2 1C C P C C   is a matrix characterizing the orientation 

of the IMU relative to the Earth centered inertial frame; 

1

cos sin 0

sin cos 0

0 0 1

t t

C t t

 
   
 
 
 
 

; 

2

cos λ cosφ sin λ cosφ sin φ

sin λ cos λ 0

cos λ sin φ sin λ sin φ cosφ

C  
 

 
 
 
 

. 

The implementation of the scheme presented in Fig.3 is 
based on the SINS and GNSS error models. The SINS errors 
model is obtained by varying equations (1) - (3) according to 
the parameters included in them. Error models of MEMS 
sensors are described by first-order shaping filter equations 
[12]. For the presented equations, the SINS error vector 
includes 18 parameters, namely: errors in the reckoning of 
projections of the trajectory velocity vector on the axes of 
the accompanying trihedron oENH; errors in reckoning of 
latitude, longitude and altitude above the Earth's ellipsoid; 

errors in reckoning of independent elements of the 3C  

matrix and drifts of MEMS sensors. The observation errors 
associated with GNSS are treated as Gaussian. The 
presented equations form the basis of the regular ISNS 
mode. If satellite information is lost or deteriorated, the 
ISNS must switch to the inertial FNP reckoning mode. Such 
a transition can be realized by monitoring the corresponding 
diagnostic parameters [13]. 

When the ISNS switches to the autonomous inertial 
navigation mode, the error estimates of the MEMS sensors, 
formed before the loss of satellite information, and also 
refined during the processing of inertial-and-geophysical 
observations of the form [11] are compensated:   

                                     

T T
( ) 0 ( ) 2 ( )

1

{ ( ) [ω ( τ ) δ ( τ )]} τ  
ti

i i i i iti

Z C d C d


       

               T[0 0 ]
i

t   ,                                                (10) 

 

where Tδ=[δ δ δ ]E N H
     is the vector of the angular velocity 

of rotation of the IMU relative to the accompanying 
trihedron oENH; 

δ cosψ γ sin ψ cos
E
      ; 

δ sin ψ γcosψ cos
N

      ;                                            

δ ψ γsin
H

     . 

The derivatives for the orientation angles are determined 
from equations (3), (4).  
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III. ANALYSIS OF THE RESULTS OF STUDIES   

Before conducting the experiments, preliminary 
calibration of the MEMS sensors was performed under 
stationary conditions to estimate systematic drifts. The 
timing diagram of operation of the ISNS included the 
following stages: coarse initial alignment of SINS-MEMS (t 
= 0÷100sec); fine initial alignment (100sec < t ≤ 256sec) 
with observation (7), (8) processing step 1Hz; inertial-and-
satellite navigational mode (256sec < t ≤ 1080sec) with 
observation (5), (6) processing step 1Hz; autonomous 
inertial navigation mode (1080sec < t ≤ 1260sec) with 
observation (10) processing step 1Hz. The initial alignment 
was carried out in an accelerated version, taking into 
account the additional alignment using the track angle from 
GNSS in the inertial-and-satellite navigational mode. It was 
assumed that GNSS signals were unavailable at the final 
part of the trajectory for 3 minutes. In this section of the 
trajectory, inertial dead reckoning of flight parameters was 
performed with compensation of predicted SINS-MEMS 
error estimates obtained in the inertial-and-satellite 
navigational mode. 

Figs. 4, 5 show the circular position errors of ISNS S , 
namely: in Fig. 4, taking into account the compensation of 
sensors drifts estimates stored at t = 1080sec; in Fig. 5, 
taking into account observation (10) and compensation of 

predicted / 1ˆi ix   estimates in inertial mode, where  

2 2
φ λS     ; φ φSINS GNSS(φ φ )R   ; 

SINS GNSS GNSSλ λ(λ λ ) cosφR   ; 

φR ; λR  are the radii of curvature of the earth's ellipsoid. 

      ,  S m  

 
                                                                            

 
 

,  S m

 
 

        

 

It can be seen that compensation of the predicted SINS-
MEMS error estimates in the section of autonomous inertial 
dead reckoning of flight parameters made it possible to 
reduce the SINS circular position error by almost two orders 
of magnitude on a time interval of 3 minutes. 

IV. CONCLUSIONS 

To ensure the resistibility of the integrated navigation 
system on MEMS sensors to the instability of satellite 
information, it is necessary to promptly detect abnormal 
GNSS signals and switch to an autonomous inertial mode of 
operation of the ISNS. Taking into account the low accuracy 
characteristics of MEMS sensors, their inclusion in the 
ISNS can be based on the implementation, inter alia, of the 
following procedures for combined information processing: 

 ground-and-onboard calibration of MEMS sensors 
[14]; 

 estimation of MEMS sensor drifts in inertial-
satellite mode and compensation of their predicted values in 
the mode of autonomous dead reckoning of flight parameters 
in the absence of GNSS information; 

 estimation and compensation of SINS errors in 
autonomous mode by processing inertial-and-geophysical 
observations of the form (10) using EKF.  
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Fig. 4. Circular error of ISNS with compensation of sensors 
drifts estimates stored at t = 1080 sec in inertial	mode	
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Fig 5. Circular error of ISNS taking into account the use 
of observation (10) and compensation of the predicted 

estimates / 1ˆi ix   in inertial mode 
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Abstract—The paper describes the development, testing, 
and implementation of navigation algorithms for unmanned 
wheeled agricultural vehicles when the navigation equipment 
consists of a low-grade inertial navigation system (INS) with 
microelectromechanical sensors (MEMS), a receiver of Global 
Navigation Satellite Systems (GNSS), and odometry data — 
odometer-derived velocity and a steering sensor. 

The navigation problem is one of the most important in the 
operation of unmanned agricultural machinery. The positioning 
accuracy of the corresponding equipment needs to be a few 
centimetres for the treatment of most agricultural crops. High 
accuracy is also important to reduce fuel costs and ensure safe 
operation of agricultural machinery for humans. The reliability 
of the navigation solution depends on its stability to outliers and 
short-term losses of GNSS data. 

The paper considers two approaches to 
GNSS/INS/Odometry fusion: loose and tight integrations. Loose 
integration implies two simultaneously operating estimation 
algorithms, and tight integration – one algorithm with extended 
state vector. 

Also, the work is devoted to a method of INS velocity fusion 
based on kinematic model properties of navigation objects – so-
called component-wise ZUPT (Zero-Velocity Update 
Technology). Mentioned fusion does not require new sources of 
navigation information, but is based on the property of the 
movement of the ground vehicle. The relevant covariance 
analysis shows the observability of accelerometer biases in 
fusion proposed. The paper presents two types of equipment 
configuration that are structurally different: non-articulated 
(classic) and articulated. The classic configuration implies a 
four-wheeled vehicle, which is steered by the front or the rear 
axle. The articulated configuration implies two frames 
connected by a joint, each frame has two wheels fixed to the 
corresponding frame. In this configuration, one can make a turn 
by changing the angle between the frames. 

Keywords — INS, MEMS, odometry, ZUPT, UGV, unmanned 
vehicle, agricultural machinery 

I. INTRODUCTION 

JSC «Cognitive» is engaged in the development and 
production of motion control systems for agricultural 
machinery with a high level of autonomy. In the operation of 
unmanned agricultural machinery, the navigation problem 
plays the most significant role. The positioning accuracy of 
the corresponding equipment needs to be a few centimetres 
for the treatment of most agricultural crops. High accuracy 
also helps to reduce fuel costs and ensure safe operation of 
agricultural machinery for humans [1]. In addition, a 
navigation solution must be reliable, which means that the 
solution is resistant to outliers and short-term losses of GNSS 
data, especially in the case of a low-precision INS. 

In addition, the system provides a special mode of 
operation without GNSS. In this case, the INS-GNSS 
integration positional solution is not used, the latter does not 
eliminate the need of solving the navigation problem, even 
when using a low-grade MEMS-based INS. In particular, 
estimates of the constant odometry coefficients are required 
for satisfactory solution of the automatic control problem. 
The appropriate integration filter delivers mentioned 
estimates. 

II. PROBLEM STATEMENT 

Navigation equipment includes a low-grade INS, a single 
antenna GNSS receiver (subsequently referred to as GNSS), 
an odometer, and a steering sensor. There is a case when 
odometer data are not available for some technical reasons. 
This case requires a separate examination. 

 INS is a MEMS-based (rate noise spectral density is 0.01 
º/s/√Hz, acceleration noise spectral density is 190 µg/√Hz, 
zero-rate output (ZRO) drift is ±0.8 º/s). The main feature of 
the use of MEMS sensors is the strong influence of 
temperature on their readings, so the navigation system 
includes a thermal stabilization system for MEMS sensors, 
which makes it possible to increase the accuracy and stability 
of their readings [2, 3]. The inertial sensors and the GNSS 
antenna are located on the roof of the vehicle. In addition, the 
system includes a stereo camera installed on the roof of the 
vehicle. Owing to machine vision technologies, the 
unmanned control system is capable to determine the 
boundary of a ploughed area, edge, row, windrow etc. and 
control the vehicle without GNSS. However, accurate 
estimates of the odometry coefficient constants are essential 
for a satisfactory solution to the automatic control problem. 
The same applies to accelerometer biases and angular rate 
sensors (ARS) drifts, which are determined during the 
process of solving the navigation problem. The use of the 
stereo camera for navigation is beyond the scope of this work. 

 
Fig. 1. Camera view to the boundary of a ploughed area 
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The wheeled agricultural machinery under examination 
includes tractors and combine harvesters. Most tractors and 
combines have the classic configuration, i.e., a four-wheeled 
vehicle, which is steered by the front or the rear axle. Most 
tractors are steered by the front axle, while the rear axle steers 
most combines. Tractors with the articulated configuration 
require a separate examination. The articulated configuration 
implies two frames connected by a joint, each of which has 
two wheels fixed to the corresponding frame. In this 
configuration, one can make a turn by changing the angle 
between the frames. An example of this configuration is the 
Kirovets K-7M tractor manufactured by the JSC «Petersburg 
Tractor Plant». 

 
Fig. 2. Kirovets K-7M with the Cognitive Agro Pilot system 

The steering sensor operation is based on the Hall effect. 
In the case of the classic configuration, the sensor is installed 
on the steering axle and connected to one of the steering 
wheels. In the case of articulated composition, the sensor is 
installed on the joint. 

III. THE KINEMATIC MODELS  

The models under consideration postulate the position of 
the heading point. The heading point is a point whose velocity 
vector has direction along the longitudinal axis of the vehicle 
without any lateral slip. This property can be described by a 
non-holonomic constraint of the following form 

߰ݏ݋ሶଵܿݔ െ ߰݊݅ݏሶଶݔ ൌ 0, (1) 

where ݔଵ,  ଶ are the horizontal coordinates, ߰ is the headingݔ
angle. This property is used to derive velocity aiding 
measurements in the event of a loss of GNSS signal. We will 
discuss this in more details below. In addition, this property 
can be used for aiding of the heading angle, because the track 
angle of this point almost coincides with the heading angle. 

A. The bicycle model 

The bicycle kinematic model [4, 5] is a sufficiently good 
approximation of classic vehicles without lateral slip. 

In the bicycle model, two wheels on the same axle are 
replaced by one virtual wheel on both the turning and the non-
turning axles. A rigid rod replaces the vehicle body. It is 
assumed that there is no lateral slip. 

The bicycle model postulates the location of the heading 
point on the centre of the non-turning axle. 

 
Fig. 3. The bicycle model 

The basic kinematic equation of the bicycle model is [4, 5] 

ሶ߰ ൌ
௏

௅
ߜ݃ݐ ⋅ ሺܿߠݏ݋	ߛݏ݋ܿሻ, (2) 

where ߰, ߛ ,ߠ are the heading, pitch and roll angles 
respectively, ߜ is the steering angle, ܸ is the heading point 
velocity, ܮ is the rod length (wheelbase). 

B. The articulated model 

The articulated kinematic model [6, 7] is a sufficiently 
good approximation of articulated vehicles without lateral 
slip. 

 
Fig. 4. The articulated model 

 In the articulated model, each frame and each axle are 
replaced by rigid rods. Each axle has two wheels which 
cannot turn with respect to the corresponding frame. We 
assume that there is no lateral slip. 

The articulated model postulates two heading points, that 
are the centres of the front and rear axles. Further, we will 
only consider the front one. 

 The basic kinematic equation of the articulated model is 
[6, 7] 

ሶ߰ ଵ ൌ ሺ
௦௜௡ఋ

௟మା௟భ௖௢௦ఋ
ଵܸ ൅

௟మ
௟మା௟భ௖௢௦ఋ

 (3) ,ߛݏ݋ܿ	ߠݏ݋ሶሻܿߜ
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where ߰ଵ, ߛ ,ߠ are the heading, pitch and roll angles of the 
front frame respectively, ߜ is the steering angle (the angle 
between the frames), ଵܸ is the velocity of the front heading 
point, ݈ଵ, ݈ଶ are the lengths of the front and rear frames 
respectively. 

IV. THE NAVIGATION PROBLEM 

The traditional approach to solving this problem proposes 
the usage of geodetic reference frame as navigation frame in 
INS dead reckoning. Next, the fusion of INS and GNSS data 
is implemented through feedbacks based on the estimates of 
the corresponding Kalman filter (KF). Methodically, the 
fusion comes down to solving the estimation problem (for 
illustration in continuous time). 

ሶݕ ൌ ݕܣ ൅ ,ݍ ݖ ൌ ݕܪ ൅  (4) ,ݎ

where y is the state vector, A is the matrix that corresponds to 
the INS linear error equations used and to the model of the 
odometer and steering instrumental errors, q, r are vector-
valued zero-mean white-noise processes, z is the 
measurement vector, generated by GNSS and odometer data, 
H is the corresponding observation matrix. 

A. Odometry errors model 

The linear error model for steering ߜ is assumed to have 
a null bias ݇ ଴

ఋ, a scale factor ݇ ଵ
ఋ and a stochastic error ߂	ߜ௦ : 

	′ߜ ൌ 	ߜ	 ൅	݇଴
ఋ 	൅	݇ଵ

ఋ	ߜ ൅ ௦ߜ	߂	 . (5) 

Note that in the case of the classic composition, the 
steering sensor is connected to only one of the steering 
wheels. Therefore, it is important to consider the Ackermann 
principle [8], which states that during a turn, the inner wheel 
of a vehicle turns through a larger angle than the outer wheel, 
as it travels along a shorter arc. 

The model of the odometer velocity measurement errors 
under consideration includes the scale factor error ݇௩ and the 
misalignment angles 	ߵଵ,  ଷ between the «measuring» axis ofߵ
the odometer and the INS instrument axes [9]: 

௦ܸ′	 ൌ ௭ܸ ൅ ܸ′	ሺെߵଷ, ݇௩, ଵሻ்ߵ ൅ ߂ ௦ܸ
௦	, (6) 

where ௦ܸ′ ൌ 	 ሺ0, ܸ′, 0ሻ்	 is the vector of the velocity 
measurement from the odometer in the vehicle’s frame Ms, 
௭ܸ is the ideal velocity vector in the INS frame Mz, ߂ ௦ܸ

௦	is the 
stochastic error. 

Coefficients ݇଴
ఋ, ݇ଵ

ఋ, ݇௩, ߵଵ, ߵଷ are assumed to be 
constant. 

B. Loose INS/Odometry integration 

The loose INS/Odometry integration implies two 
simultaneously working reckonings — inertial and 
odometric, as well as two integrated estimation problems. 
Inertial reckoning, as already mentioned, is based on the 
traditional approach. Odometric reckoning is reduced to the 
numerical integration of kinematic equations (2) and (3), 
supplemented by positional equations 

ሶଵݔ ൌ ଵܸ߰݊݅ݏଵ, ଶሶݔ ൌ ଵܸܿ߰ݏ݋ଵ,  (7) 

in the case of a bicycle model, the indices for ܸ and ߰ are 
omitted. 

 In addition to two reckonings, two estimation problems 
are solved: inertial with 18-dimensional state vector 

ଵݕ ൌ ሺ்ݔ߂, ,்ܸߜ ,ଵߙ ,ଶߙ ,ଷߚ ݇௩, ,ଵߵ ,ଷߵ ,଴்ߥ ߂ ଴݂
்ሻ், (8) 

and odometric with 5-dimentional state vector 

ଶݕ ൌ ሺ߂ ,ଵ∗ݔ ߂ ,ଶ∗ݔ ,∗߰߂ ݇௩∗, ݇଴
ఋ, ݇ଵ

ఋሻ, (9) 

where ்ݔ߂ is INS position errors, ்ܸߜ is the vector of INS 
dynamic velocity errors, ߙଵ,  ଶ indicate the deflections ofߙ
virtual horizon, ߚଷ is the azimuth attitude error, ݇௩ is the 
odometer scale factor error, 	ߵଵ, 	ଷߵ are the misalignment 
angles between the «measuring» axis of the odometer wheel 
and the INS instrument axes, ߥ଴ is the vector of the ARS 
drifts, ߂ ଴݂ is the biases vector of the accelerometers. 

 The two state vectors shown have common components, 
but the values of the estimates of these components may 
differ; the subscript (*) is used to demonstrate this fact. 

 The dynamic equations for ݕଵ are based on traditional INS 
error equations [10]. Dynamic equations for ݕଶ are based on 
linearized odometric reckoning error equations (for bicycle 
model as an example) 

ሶݔ߂ ∗ଵ ൌ ∗ݒሺ߰ሻ݇݊݅ݏܸ ൅ ∗߰߂ሺ߰ሻݏ݋ܸܿ

൅  ,ݏܸ	߂ሺ߰ሻ݊݅ݏ
ሶݔ߂ 	∗ଶ ൌ ∗ݒሺ߰ሻ݇ݏ݋ܸܿ	 െ ∗߰߂ሺ߰ሻ݊݅ݏܸ

൅  ,ݏܸ	߂ሺ߰ሻݏ݋ܿ

߂ ሶ߰ ∗ ൌ
ߜ݃ݐܸ
ܮ

݇௩∗ ൅
ܸ

ߜଶݏ݋ܿܮ
݇଴

ఋ ൅
ߜ	ܸ

ߜଶݏ݋ܿܮ
݇ଵ

ఋ ൅ 

൅
௧௚ఋ

௅
௦ܸ߂ ൅

௏

௅௖௢௦మఋ
 .௦ߜ߂

(10) 

The dynamic equations for the articulated model are 
obtained similarly and have a similar structure, but are 
omitted here due to their cumbersomeness. 

Both estimation problems allow GNSS aiding. In 
addition, one estimation problem can use estimates from 
another as aiding measurements, which, in particular, allows 
(as practice has shown) to better estimate the scale factor and 
the zero offset of the steering angle sensor. 

This approach can be called traditional, combining two 
traditional approaches to ground-based navigation — inertial 
and odometric. 

The advantage of this approach is the independent 
execution of two parallel estimation tasks, which increases 
the reliability in the event of failure of one of the components 

C. Tight INS/Odometry integration 

The tight INS/Odometry integration implies one 
reckoning — inertial dead reckoning. In this case, the 
estimation problem is also single, but with an extended state 
vector ݕ 

ݕ ൌ ሺ்ݔ߂, ,்ܸߜ ,ଵߙ ,ଶߙ ,ଷߚ ݇௩, ,ଵߵ ,ଷߵ ݇଴
ఋ, ݇ଵ

ఋ, ,଴்ߥ ߂ ଴݂
்ሻ். (11) 

 Odometry data is used as aiding measurements in this 
approach. The odometer velocity measurement model [7] is 

௩ݖ  ൌ ܸ′௜௡௦ െ ܸ′௢ௗ௢ ൌ ܸ′௢ௗ௢ ⋅ ሺെ3ߵ, ݇
,ݒ 1ሻ்ߵ ൅ ߂ ௦ܸ , (12) 

where ܸ′௜௡௦ is the estimated velocity vector, ܸ′௢ௗ௢ is the 
scalar odometer measurement, ܸ′௢ௗ௢ ൌ ሺ0, ܸ′௢ௗ௢, 0ሻ், ߂ ௦ܸ is 
the stochastic velocity error vector. 
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The steering angle sensor measurement model is 

ఋݖ  ൌ ߱′௜௡௦ െ ߱′௢ௗ௢ ൌ െߥଷ െ ߂ ሶ߰ , (13) 

where ߱′௜௡௦ is the «vertical» angular rate in the vehicle’s 
body frame (ARS measurement), ߱′௢ௗ௢ ൌ ሶ߰  appears from 
equation (2), ߥଷ is the drift of the «vertical» ARS, and ߂ ሶ߰  
appears from equation  (10). By «vertical» axis we mean a 
vehicle-related axis that is approximately vertical when the 
roll and pitch angles are small.  

 Tight integration with odometry also enables INS-GNSS 
aiding. 

 The advantage of this approach is that it eliminates the 
additional computational costs associated with the 
redundancy of estimation problems that arise from a loose 
integration approach. 

D. Equivalence of loose and tight integration 

 Note that the above loose and tight integration approaches 
are equivalent in terms of the behaviour of the accelerometers 
biases and odometry coefficients estimates.

 

Fig. 5. Estimate of ݇଴
ఋ zero offset of the steering angle sensor 

 

Fig. 6. Estimate of ݇ଵ
ఋ scale factor of the steering angle sensor 

 In addition, the accelerometer biases and odometry 
coefficients are estimated together even without the use of 
GNSS. 

V. COMPONENT-WISE ZUPT 

 Here, component-wise ZUPT (Zero-Velocity Update 
Technology) means aiding by zero components of the 
heading point velocity vector. This method allows aiding 
even in the absence of odometer measurements, and, 
moreover, does not require stopping, unlike the classic ZUPT 
method. 

 Let us recall that the velocity vector of the heading point 
is directed along the longitudinal axis of the vehicle, i.e. 
௦ܸ
௣ ൌ ሺ0, ܸ௣, 0ሻ். Where ܸ௣ is the unknown longitudinal 

velocity. Let us present a vector of a virtual velocity 
measurement (lateral and «vertical» velocities in vehicle-
related frame are equal to zero) 

௦ݖ ൌ ௦௫ܣ ෨ܸ௫ െ ௦ܸ
௣ െ ෝ߱௦ܴ߂௦,  (14) 

where ܣ௦௫ is the transition matrix from the geodetic reference 
frame Mx to the vehicle’s body frame Ms, ෨ܸ௫ is the current 
estimate of the velocity vector of the INS centre in the frame 
Mx, ෝ߱௦ is a skew-symmetric matrix that corresponds to the 
angular rate vector ߱௦, ܴ߂௦ is the vector connecting the INS 
centre with the heading point. The angular rate is measured 
by the ARS and corrected for drift. 

 On the basis of (8) or (11) one can form the following 
model for velocity-derived measurement vector 

௦ݖ ൌ ܸߜ௦௫ܣ ൅ ߂ ௦ܸ, (15) 

where ߂ ௦ܸ is the stochastic error of the imaginary velocity 
measurement. 

 The velocity ܸ௣ of the heading point is unknown, 
therefore, for aiding the inertial reckoning, we propose to use 
only the first (lateral) and the third (vertical) components of 
the equations (14) and (15). This approach can be treated as 
an  aiding by the zero components of the velocity vector ௦ܸ

௣. 

Note that the aiding proposed does not require any additional 
sensors. At the same time (as practice shows) the mentioned 
type of aiding provides a significant improvement in the 
performance of the navigation algorithm when GNSS data 
are not available. So in this case, one can obtain adequate 
estimates of the accelerometers biases in the complete 
absence of GNSS and odometer data. Certainly, one can use 
this approach for wheeled vehicles when there are no 
odometer data available. 

A. Covariance analysis of observability 
 To study the observability of accelerometer biases, we 
created a digital simulator for trajectory motion parameters, 
tractor kinematics, and inertial sensors. 
 
 Three types of trajectories were simulated: movement 
along a straight line, movement along a circle with a constant 
radius, and movement along a periodic curve. The readings 
of inertial sensors were simulated for these trajectories, 
taking into account accelerometer biases and noise. Using the 
simulated inertial sensor data, the navigation algorithm 
described in Chapter IV was executed, where only the 
component-wise ZUPT was used in the update step of 
Kalman filter 
 
 Let us consider the covariance of the estimates of 
accelerometer biases for each of the three types of 
trajectories. See the relevant plots below. 

 
Fig. 7. Covariances of accelerometer biases estimates  

on a straight line 
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Fig. 8. Covariances of accelerometer biases estimates on a circle 

 
Fig. 9. Covariances of accelerometer biases estimates  

on a periodic curve 

 One can see that the «horizontal» accelerometer biases 
are unobservable on a straight line and on a circle, but are 
observable on a periodic curve. 

VI. CONCLUSION 

We present two approaches for integrating INS and 
odometry data: loose and tight integration. We demonstrate 
that these two methods are equivalent in terms of their 
behaviour with respect to accelerometer biases and odometry 
coefficient estimates, regardless of the kinematic model used 
(classical or articulated). 

We present the so-called component-wise ZUPT 
approach for INS aiding, which is based on kinematic models 

of the movement for ground wheeled vehicles. This approach 
does not require any additional navigation sensors. 

Based on covariance analysis, we demonstrate the 
observability of accelerometer biases in periodic curve 
trajectories, and their unobservability in a straight line and a 
circle of constant radius. 
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Abstract—This paper proposed a simpler, direct and 
reliable axial calibration approach applying the high-precision 
inclination sensor, which is mounted on the rotating mechanical 
platform of the spherical PTZ Camera and collected data at the 
demanding action to calculate the coordinate rotation matrix. 
This method reduced the transfer relations between the 
different frames of axes, and solved problems in the indirect 
axial calibration, such as complex deployment, cumbersome 
calibration process, too many transfer relations and unreliable 
reference source. Additionally, we optimized the alignment 
algorithm based on the dual-vector and circle fitting algorithm, 
etc. To verify the feasibility of the algorithm, we implemented 
the simulation experiment whose results showed that the 
accuracy of this method can reach 0.02° , which meets the 
demand for high accuracy and stability in the application of 
infrared intelligent spherical PTZ Cameras. In general, this 
paper lays the foundation for the combination of optical and 
inertial devices in the visual security monitoring. 

Keywords—Spherical PTZ Camera, Inertial Sensor; Phase-
Variant Axial Calibration; Error Compensation; High Precision 
Visual Security Monitoring 

I. INTRODUCTION 

Spherical PTZ Camera is a camera device that integrates all-
in-one zoom camera module, spherical rotating platform and 
embedded system. It can achieve panoramic monitoring and 
provide fast detail positioning function [1-3]. However, it was a 
tremendous hassle to achieve and keep consistency among 
sensors based on different principles. This rather contradictory 
result may be due to the strong vibration and shock existing in 
the actual working condition and the long-term operating 
conditions. The perception layer of spherical PTZ cameras, 
simply assembled with photoelectric encoder and decoder, 
and inclination sensors, was extremely prone to malfunctions. 
In addition, during the production of lens modules, it is 
difficult to keep the image sensor plane perpendicular to the 
mechanical axis used to polish the edges of the lens. To 
elucidate, there is an eccentricity tolerance between the optical 
axis and the mechanical axis, which leads to a large error in 
the end measurement results. Therefore, the mixing of inertial 
sensors and optical devices exerts a powerful effect upon high 
stability and precision of visual security monitoring through 
condition monitoring and fault diagnosis of rotating 
machinery. Most studies in the field of calibration with the two 
kind of equipment have only focused on method using 
external measurements, such as pictures from multiple 
locations, output from theodolite. Through the pre-set 
marking points on the rotating machinery, the angles were 
measured indirectly, and then the error could be calculated 
with the projection transformation relationship and equivalent 
algorithms [4-6]. Such approaches, however, have failed to 
address the following problems: 

（1） It makes no attempt to use a standardized 
and direct manner of calibration between mechanical 
and optical structures. Limited to the projection 
relationship, the requirements of external optical 
equipment were generally complicated. It brings 
about difficulties in promotion to engineering 
applications; 

（2） It fails to quantify the transfer relations in 
the calibration and equivalence calculation process. 
It is that, in each link, there are inevitable errors 
affecting the calibration accuracy of the whole 
system; 

（3） It does not offer an adequate explanation for 
the true value of the on-site calibration. 
Unfortunately, most of them were unilaterally, even 
completely, referenced to the results from the optical 
measurement. This induced that the accuracy and 
credibility of the calibration were still in doubt;  

（4） The weakness of existing research is to face 
the error superficially, rather than the underlying 
causes. Furthermore, it resulted that the current 
method has poor applicability and low efficiency in 
the calibration of rotating machinery [7-10]. 

As previously stated, this paper has attempted to provide a 
simpler, direct and reliable Standard Operating Procedure 
(SOP) to calibrate multiple orthogonal systems. Only via this 
SOP can the system autonomously measure the angle from the 
optical axis to the horizontal straight line under any position 
of the spherical PTZ Camera. From another perspective, we 
introduced a three-axis accelerometer screwed to the camera 
module and embedded double-vector attitude fixing algorithm 
and the long-term drift error calibration algorithm, thereby 
reducing the transmission relationship between the frame of 
axes and increasing the motion angle accuracy of the spherical 
PTZ Camera. This approach is best illustrated by the case of 
the Farmland protection PTZ Camera released by Hikvision in 
2023. The machine calibrated by this method can reduce the 
monitoring deviation from a few hundred meters to within the 
meter level. 

II. SYSTEM ARCHITECTURE DESIGN AND SELECTION 

The high-precision inclinometer used in this study, also 
known as the digital biaxial inclinometer, has high cost-
effectiveness, high long-term stability, small temperature drift, 
ease of use, and strong resistance to external interference. The 
measurement range is ± 90 °, with a maximum accuracy of 
0.02 °, and the working temperature is -40 ℃ -+85 ℃. The 
inclinometer integrates MEMS technology and digital output 
technology, and selects high-precision MEMS accelerometers 
and high-resolution differential digital-to-analog converters, 
with built-in automatic compensation and filtering algorithms. 
Thus, it is able to eliminate errors caused by physical field 
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changes to the greatest extent possible, and convert changes in 
the static gravity field into changes in inclination angle. Figure 
shows the device design diagram and bare board physical 
diagram, which can be screwed at any position of the rotating 
machinery. 
We fixed the inertial inclinometer on the sheet metal of the 
camera module, with a slight inclination generally within 
5~15 °. When the spherical PTZ camera rotated to a relative 
position, the data from the inclinometer are collected to 
calculate the pitch angle of the optical axis relative to the 
absolute horizontal plane. In addition, it is essential to align 
the measurement frame of axes of the sensor with the 
mechanical rotation axis, at the spatial and temporal levels, 
respectively through installation error calibration and zero 
offset calibration. To better integration of sensors with the 
overall system, as Figure 1 shows that the tilt sensor is 
modularized in the form of a bare board in the product 
development process, supporting specific installation 
structures and data interfaces. 

 
Fig. 1. Schematic of sensor mounting and bare board. 

III.  ALGORITHM DESIGN 

High precision algorithm design is urgently needed to ensure 
design safety. Various scenarios require spherical PTZ 
cameras to maintain high accuracy and stability, especially in 
environments with large temperature changes and strong 
shaking. The prime contributing factor is that the inertial 
measurement principles bring inclinometers strong anti-
interference ability and autonomy, as well as advantages such 
as short preparation time and strong resistance to vibration and 
impact. Therefore, it is suitable for completing monitoring 
tasks with multiple points, parameters, and functions on the 
mechanical platform, thereby achieving precise control. 
First and foremost, it is imperative to calibrate and 
compensate for the error angle between the inclination sensor 
measurement axis and the rotating machinery. Unfortunately, 
the influence of machining errors and installation errors leads 
to deviations in the axial measurement of rotating machinery 
and inclination sensors. The reason for this part is to 
accurately measure the axial deflection angle of rotating 
machinery, that is, the projection of the spatial angle of the 
measurement frame of axes relative to the reference frame of 
axes in the load system. In addition to the deterministic error 
calibration mentioned above, real-time compensation is also 
required for random drift caused by uncertain factors. This 
should be drawn attention for inertial measurements, as their 
errors accumulate over time, making it difficult to maintain 
high-precision positioning and orientation. 
Before designing the algorithm, frame of axes should be 
established for devices with different principles and a unified 
reference frame of axes should be found. From a theoretical 
perspective, gravitational acceleration and Earth's rotational 
velocity are natural physical references for inertial sensors, 
which can be measured and determined through accelerometers 
and gyroscopes, respectively. As shown in Figure 2, during the 

operation of the entire machine, there are geodetic frame of axes 
(1), mechanical platform fixed frame of axes (2), mechanical 
platform rotation frame of axes (3), sensor measurement frame 
of axes (4), and optical axis measurement frame of axes (5). The 
commonality is that in the optical axis measurement coordinate 
system, the rays directed towards the front of the lens can also 
be projected onto the geodetic coordinate system, thereby 
calculating the angle between the rays along the direction of 
gravity in two positions.  

 
Fig. 2. Schematic diagram of the frame of axes involved in the operation of 

the machine, geodetic frame of axes (1), mechanical platform fixed 
frame of axes (2), mechanical platform rotation frame of axes (3), 
sensor measurement frame of axes (4), optical axis measurement frame 
of axes (5). 

A. Dual Vector Positioning Algorithm 
to Calibrate misalignment error 

Rotating machinery can rotate around both horizontal and 
vertical axes, and the following provisions need to be made 
before calibration can begin: the angle of rotation around the 
horizontal axis is stated as the pitch angle. The angle of 
rotation about the vertical axis is referred to as the heading 
angle; this is shown by the green (horizontal) and red (vertical) 
lines in Figure 3. 

 
Fig. 3.  Schematic diagram of the pitch heading angle of the dual-vector 

attitude fixing algorithm. 
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During the calibration process, central system collects the 
three-axis outputs of the sensor and the data are averaged over 
a stationary period of time. 
Based on the above provisions, the ectopic orthogonal axis 
calibration method applicable to rotating machinery is 
developed according to the following steps: 
(1) Control the rotating machinery to be located at a fixed 

heading angle and keep the heading angle unchanged, set 
the pitch angle to the usual initial position of the 
equipment movement (given by the control mechanism), 
and record the three-axis sensor outputs; 

(2) Maintaining the heading angle the same as in (1), 
controlling the pitch angle within the movable range, 
measuring multiple positions, and recording the three-
axis sensor output for each position; 

(3) Keeping the heading angle the same as in (1), set the pitch 
angle to a common termination position for device 
motion and record the triaxial sensor output; 

(4) Set the pitch angle to a position in the middle of the range 
of motion, keep it fixed, control the heading angle within 
the movable range, measure multiple positions, and 
record the three-axis sensor output for each position. 

Through the above prescribed actions, the sensors screwed on 
the rotating machinery collect the corresponding data, and the 
calibration matrix can be calculated. This type of problem is 
essentially to solve the orientation relationship between two 
spatial frame of axes, generally assuming that there are two 
non-collinear reference vectors, the two rotary axes of the 
equipment as a reference vector, according to its projected 
coordinates under the two frame of axes to find the 
transformation relationship, which can be presented as a 

directional cosine matrix, noted
n
bC

, assuming that the known 
rotary axes in the geodetic frame of axes under the frame of 
axes for the coordinate: 
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Correspondingly, based on the data from the sensors fixed on 
the rotating machinery, the coordinates of the rotating axis 
under the carrier system are obtained as: 
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Since direction cosine matrices are generally three-
dimensional square matrices, it requires to construct another 
vector equation, i.e., to cross-multiply the two known vectors 
and then to unite the three vector equations: 
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n n n n n b b b b
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(3) 

The algorithm for solving the two-vector fixed-posture has 
been obtained so far, which results in 
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After figuring out the direction cosine matrix for the 
coordinate transformation, the coordinate measured on one 
system are transformed to another frame of axes, e.g., the 
values measured in the coordinate system A can be expressed 
in the following equation： 

 1a a
Af K N   (5) 

Obtaining that the direction cosine matrix from the a-system 

to the coordinate system B is
b
aC

, then: 
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Due to the fact that, yet, some of the vectors originated from 
the motion of the rotating mechanical platform, there is a 
certain measurement error, and also a certain amount of vector 
error, including modulus error and direction error, which 
makes the calculation results fail to strictly meet the 
requirements of unit orthogonalization. In this regard, the 
algorithm adopted data preprocessing and specific position 
correction. Before the execution of the SOP, all the vectors 
that need to be solved are processed for orthogonalization and 
unitization, and corrected at the limited points. Ultimately, the 
rotation matrix is calculated and corrected by the approaches 
stated above. 

 
Fig. 4. Schematic diagram of the computational flow of the algorithm. 
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Fig. 5. Schematic diagram of the computational flow of the algorithm. 

B.  Circle Fitting by Nonlinear Least 
Squares to Compensate for 
Random Errors 

From the aspect of engineering realization, according to the 
motion characteristics of machinery, fully autonomous 
random error calibration function is essential. It is that 
Spherical PTZ cameras are mostly installed in remote areas, 
which makes manual installation and maintenance difficult 
and costly. By collecting data from machinery at a constant 
speed (1 °/s), the system calculates the center and radius of the 
rotating circular surface based on algorithms; for convenience, 
the requirements of SOP are consistent with the axial 
calibration in A. After outputting the calibration matrix in this 
way, it can be saved to the on-chip system. 
In addition, in algorithm implementation, it is crucial to have 
a mathematical foundation for removing outliers and fitting 
the overall curve. Referring to Practical Methods of 
Optimization, the most suitable scenario for the Gaussian 
Newton method is when the sum of squares is small when the 
minimum value is taken, or when the nonlinearity of the data 

is mild. At the same time, to avoid the problem of outlier 
sensitivity in nonlinear least squares using the Gaussian 
Newton minimization algorithm, the fitting problem can be 
simplified towards the direction of linear test squared. 
To summarize briefly, the core concept of the algorithm, 
which describes geometric relationships, is that "the collected 
data should be distributed on multiple concentric unit circles.". 
The advantage of the algorithm is that it avoids the sensitivity 
of conventional fitting methods to outliers and identifies the 
point at which the minimum value is taken, which is the 
calibration reference position. In order to prevent the different 
testing processes of the centers of the two rotating circles of 
the ball machine, two inclinometers were used and multiple 
sets of paths were arranged. This algorithm used as many 
movement routes as possible to get closer to the movement 
trajectory and mechanical zero position. 

 
Fig. 6. Data acquisition process and upper computer software interface 

diagram. 

In the light of the aforesaid, through the A and B mentioned 
above, the calibration and compensation of two types of errors, 
which are prone to occur when inertial sensors are applied to 
spherical mechanical and optical equipment, have been 
achieved from both spatial and temporal perspectives, as the 

IV. SIMULATION VERIFICATION 

At this point in writing, the existing calibration solutions still 
have issues with unreliable and unstable reference values. 
Emerging as the times require, a high-precision three-axis rate 
rotary table is used as the reference source in the actual 
verification process, and this kind of rotary table is the most 
ideal equipment for large-scale and multi-functional inertia 
test, and the three-axis rate rotary table contains three frames, 
which are the outer, middle and inner frames respectively, and 
the sensors will be mounted and fixed on the inner frame, and 
the measured objects can be moved in any direction of angular 
velocity in space due to the three frames constituting the 
universal bracket. The vertical three-axis rotary table has an 
outer frame for azimuth, a middle frame for pitch, and an inner 
frame for roll. The rotary table is used as the only reference 
source, and by installing multiple sensors of the same type on 
the rotary table, calibration is carried out to eliminate device 
zero bias, scale factor and cross-axis errors, thus ensuring the 
accuracy of the calibration results. 
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Fig. 7. Physical drawing of simulation verification rotary table. 

A. Dual vector attitude verification 

In the process of demonstrating the technical effect, the rotary 
table is used as a rotating mechanical platform to be monitored, 
and multiple sensors are installed in different positions on the 
work place as shown in the figure. The rotary table control 
software enables the rotary table to perform the corresponding 
actions in accordance with the prescribed calibration process 
and cooperate with the upper computer for data acquisition 
and decalculation, so as to complete the calibration task. 

 
Fig. 8. Simulation verification of calibration results. 

The calibration results are shown in Fig.8 and Table 1, the 
collection and processing software calculated the calibration 
matrix. After calibration, the central system collected the data 
of the sensor mounted on the reference platform again, and 
compared the angular reference value. The results show that, 
in the rotary table for the position of 0°, 15°, 30°, 45°, 
60°, 75° and 90°, the D-value between the output of the 
sensor and the reference source value are all within 0.03°, 
which is in line with the requirement of monitoring accuracy 
of industrial equipment. 

TABLE I.  AXIAL CALIBRATION VERIFICATION 
EXPERIMENT RESULTS 

Group 
Control 
angle 
（°） 

Sensor 
Output
（°） 

Reference 
source 
output 
（°） 

Error 
（°） 

1 0 0.0000 0.0000 0.0000 

2 15 15.0100 14.9999 0.0101 

3 30 30.0070 30.0000 0.0007 

4 45 44.9880 45.0000 0.0120 

5 60 59.9730 59.9999 0.0269 

6 75 74.9750 75.0000 0.0250 

7 90 89.9900 90.0000 0.0100 

 
The reason for adopting this verification method is because 
turntable and common rotating machinery have common 
characteristics, are around a certain axis in space for high and 
low angle action, so after the turntable calibration and 
calibration of the sensor, in the actual use of the process, can 
be installed through Fig. 9 mechanical relationship, the 
rotating machinery as a carrier, the equivalent replacement for 
the turntable, through the transfer of the relationship to ensure 
that the installation of sensors on the rotating machinery can 
output the same accurate measurement data. 

Accelerometer 
Chips

Circuit Board 
Bottom Plate

Mounting Plate

Turntable Calibration 
Fixture Board

Turntable Benchmark 
Platform

Sheet Metal Installation 
Adapter Plate

Ball Type Rotating 
Machinery

 
Fig. 9. Accuracy Traceability Flowchart. 

As the external excitation brought by the rotating machinery 
to the sensor is unknown and its true value cannot be measured, 
this paper adopts the method of rotary table accuracy 
verification and consistency verification of actual occasions. 
The results maximize the assurance of the stability and 
accuracy of the sensor in the field of measurement. 

B.  Circle Fitting Verification 

The four sets of test results for the two sensors are shown 
in the table, from which it can be seen that the basic 
distribution of the collected data points is on a concentric 
multiple unit circle. 
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TABLE II.  FOUR SETS OF TEST RESULTS FOR SENSORS 

Experiment 
number 

Coordinates 
of the center 
of the circle 

x 

Coordinates 
of the center 
of the circle 

y 

Radius 
length 

1-1 -0.0025 0.0245 1.0034 
1-2 -0.0016 0.0704 1.0990 
1-3 -0.0032 0.0012 1.0096 
1-4 -0.0032 -0.0016 1.0130 
1-5 -0.0019 0.0346 0.9998 
1-6 -0.0014 0.0782 1.0492 
1-7 0.0020 0.0111 1.0040 
1-8 -0.0019 0.0107 1.0044 

 
To elucidate, Circle Fitting eliminated long-term random 

error and avoided the sensitivity to outliers in conventional 
fitting methods. It identified the point at which the minimum 
value. In the verification process, we used two sensors 
choreographed with multiple sets of paths, which can 
maximize the number of movement routes, so that the result 
could more closely approximate the movement trajectory of 
the movement and the mechanical zero position. This process 
could prevent the spherical PTZ Camera from having a 
different center of gravity for the two rotating circles. 

C. Verification of simulation results 

In order to avoid the mutual influence of error correction 
caused by redundant operations and affect the accuracy of the 
final result, by executing A and B in different orders on the 
embedded system, it is concluded that the process of 
calibrating the random bias and then the mounting error is 
adopted to verify the simulation results; As an insurance 
scheme, the total station is used as the verification equipment. 
The points are marked according to the pitch reference angle. 
By controlling the mechanical photoelectric coding disc 
position and aligning the reference datum, the sensor values 
are recorded respectively. Through the actual test results, it is 
concluded that the actual accuracy is between 0.02-0.04° 
after the zero bias calibration and installation error calibration 
are executed successively, the accuracy of the large angle (60°
-90°) is decreased, and the accuracy of the main monitoring 
angle (15°-60°) is between 0.02-0.03, which is in line with 
the nominal requirements. 
 
 
 
 
 
 
 
 
 
 
 
 

Optical 
control 

bit 
value 

 

Pitch 
reference 

angle 
 （°） 

Sensor 1
（°） 

Sensor 2
（°） 

Accuracy
（°） 

0 0 0.4770 0.4610 0.0160 
150 15 15.5110 15.5250 0.0140 
300 30 30.6320 30.6550 0.0230 
450 45 45.7630 45.7970 0.0340 
600 60 60.9060 60.9340 0.0280 
750 75 76.1090 76.1510 0.0420 
800 80 81.1660 81.2000 0.0340 
900 90 88.7840 88.7630 0.0210 

 

V. CONCLUSION 

In this paper, based on the inertial sensor, a simple, direct and 
reliable phase-variant axial calibration method is proposed to 
complete the phase-variant axial calibration task through the 
dual-vector attitude algorithm, circle fitting algorithm and so 
on. It has definitely improved the accuracy of the spherical 
PTZ Camera, and the accuracy of the sensor's monitoring 
range as high as 0.02 °, by the simulation and modelling 
experiments, which satisfied the high accuracy for the 
spherical PTZ camera. 
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Abstract—The high interest in improving navigation 
accuracy and UAV autonomy, which has increased many times 
in recent years, forces developers to look for new resources to 
improve the characteristics of the UAV. One of the relatively 
new and potentially promising approaches to the UAV 
navigation system (NS) algorithms design can consider the use 
of artificial intelligence techniques. The article describes the 
architecture of the UAV NS algorithmic support with artificial 
intelligence modules in its structure (AI UAV NS). Artificial 
neural networks (ANN) can be used with varying degrees of 
integration into the system structure. The most obvious 
advantages of ANN, such as the mathematical models 
adaptability, the lack of necessity to use a priori data on its 
parameters, the absence of requirements for linearization 
allow them to be used for a wide range of tasks – from 
approximating error models of strapdown inertial navigation 
systems (SINS), designing its algorithms, to implementing an 
alternative to an integrated solution using Kalman filter (KF) 
with various degrees of integration into a system – from 
complete replacement of the KF, estimation and compensation 
of errors in the KF states during the outages of signals from 
the main corrector to predicting measurements received at the 
KF input. Nevertheless, the presented advantages of ANN are 
unrealizable without properly conducted preliminary training, 
and the choice and design of the NS architecture, as well as the 
selection of training samples and flight paths of UAS, is a 
separate scientific task requiring detailed study. As part of the 
implemented experimental research methodology, preliminary 
results were obtained reflecting the accuracy characteristics of 
the navigation complex with artificial intelligence modules 
structurally included in its composition. 

Keywords—Navigation system, artificial intelligence, 
machine learning, EKF, complex information processing 

I. INTRODUCTION 

The integration techniques for traditional navigation 
systems of unmanned aerial vehicles (UAVs) used today are 
usually based on the use of the Kalman filter, which 
estimates the state vector, including errors in the navigation 
system subsystems [1, 2]. In this case, both loosely and 
tightly coupled integration techniques are used [3, 4]. The 
functionality of the UAV navigation system (NS), depending 
on the completeness of the on–board composition of its 
measuring part, may, among other things, allow to ensure the 
requirements of regulatory documents for the possibility of 
integrating UAVs into the common airspace, and the use of 
special algorithms – to be able to detect organized 
interference, both spoofing and jamming [5]. It should be 
specifically noted that such requirements appear, among 
other things, in the documents of the federal project on 
unmanned aircraft systems (UAS FP) [6]. 

To date, modern and promising navigation and attitude 
systems for mobile objects are, generally, an integrated NS, 
the algorithmic support of which carries out complex 
processing of measuring information received from on-board 
sensors and systems. The core of such an NS is usually an 
inertial navigation system (INS), due to a number of 
advantages: 

 high information content (output of a complete list of 
motion parameters: coordinates, velocities, attitude 
parameters), 

 autonomy, 

 high frequency of data output. 

However, a significant disadvantage for a number of 
applications is the unlimited growth of errors over time. All 
other sensors and systems from the integrated NS are 

The research was funded by the Russian Science Foundation (project 
No. 24-29-20304, https://rscf.ru/en/project/24-29-20304/ 
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commonly referred to as INS correctors. Depending on the 
type of correctors, the following types of correction can be 
distinguished: 

 positional (using coordinate information), 

 using velocity information (an information about 
linear velocity projections), 

 angular type (using information about the parameters 
of the UAV angular attitude). The best error 
estimation performance of the INS and its sensors 
(angular rate sensor (ARS) and accelerometers) can 
be obtained when all types of correction are 
implemented simultaneously [4]. 

II. PROPOSED APPROACH 

This part of the paper discusses NS basic equations and 
parameters to be estimated, the state vector, the UAV NS 
structure and the architecture of the neural network used in 
the UAV NS structure. 

A. NS basic equations 

The object of research in the proposed work was an 
integrated inertial-satellite navigation system, which contains 
a tactical accuracy class inertial measurement unit (IMU) 
with a GNSS receiver operating in different modes. In this 
case, the positional-velocity and at the same time angular 
type of correction of the INS is considered. 

The equation of the system state is presented as follows: 

 X F X G W    , 

where F is the dynamics matrix, X is the state vector, G  

is the system noise matrix, W is the system noise vector. 

The system state is estimated using Z measurements 
vector. 

The equation of the system state is presented as follows: 

 Z H X V   , 

where H is the measurement matrix, V  is the 
measurements noise vector. 

It is proposed to include the following parameters in the 
composition of the state vector [7]: 

  TIX X  , 

where  1 2 3 4 5 6IX x x x x x x     are 

the INS errors in coordinates, velocities projections and 
attitude angles definitions; 

 1 2 3 1 2 3n n n        are the constant 

components of the ARS and accelerometers errors (when 
expanding the model of sensor errors, the state vector can 
also be expanded by the corresponding components). 

The dynamics matrix F is formed based on the error 
model of the INS and its sensors. The system noise vector 
includes random components of the errors of the INS 
sensors, and the measurements noise vector includes random 
components of the correctors errors. 

The measurement vector is full-format and has the 
following form: 

  TZ U   , 

where I C I C I Ch h             is the 

difference between the INS and corrector coordinates 
outputs, I C I C I C

E E N N Z ZU U U U U U U             is 

the difference between the INS and corrector velocities 
outputs, I C I C I C             is the 

difference between the INS and corrector yaw, pitch and roll 
angles outputs respectively. 

To estimate the state vector, a variant of the discrete 
Kalman filter is used, formulated in the so-called Joseph 
form [7], which provides increased protection against 
computational divergence. 

B. UAV NS structure 

As already mentioned, the paper considers an integrated 
navigation system consisting of an inertial navigation system 
and several GNSS receivers. The INS is the core of such an 
integrated system, and GNSS receivers are correctors used to 
estimate and compensate for the INS errors. 

In the structure of the general INS algorithm, algorithms 
for determining navigation parameters (navigation 
algorithm) and attitude parameters (attitude algorithm) can 
be distinguished. Within the work, various applications of 
neural networks in the task of approximating nonlinear 
equations of the INS navigation coordinates were 
investigated. Figures 1, 2 show two schemes for applying 
and modeling the work of a neural network designed to 
approximate the algorithm for INS coordinates 
determination.  

The first of the schemes implements an algorithm for the 
INS ideal operation, the second is a functioning algorithm 
that takes into account the signals that compensate for the 
impact of the errors of the INS on its output navigation 
parameters. In the first case (Fig. 1), the neural network 
approximates the transition matrix corresponding to the 
equations of inertial navigation. The functioning of the 
neural network in the configuration mode is as follows: 
vectors consisting of navigation coordinates Pk, projections 
of linear velocities Vk, attitude parameters Ak and 
accelerometers nk and ARSs ωk measurements are received at 
the input of the neural network, without taking into account 
measurement errors (ideal values of projections of specific 
force and absolute angular velocity) at time t. The output of 
the neural network (navigation parameters) is compared with 
the precise solution of the INS operation equations for the 
time t + Δt. The neural network learning algorithm adjusts its 
parameters in such a way as to minimize the residual ΔPk, 
ΔVk, ΔAk between the output of the neural network and the 
precise solution formed by the possible values of navigation 
coordinates and measured values when modeling the 
equations of their ideal equation. In the main mode of 
operation, navigation parameters and measurement signals 
are received at the input of the neural network, and 
navigation and attitude parameters for the next moment are 
the output. Thus, the neural network approximates the 
algorithm of the INS ideal operation. 
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Fig. 1.  Block diagram of the INS ideal operation algorithm approximation 
by the ANN 
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Fig. 2.  Block diagram of the INS ideal operation algorithm approximation 
by the ANN, taking into account the errors 

In the second case (Fig. 2), when training a neural 
network, vectors are fed to its input, formed not from ideal 
parameter values, but from measured ones Pk + ΔPk, Vk  + 
ΔVk, Ak  + ΔAk, nk + Δnk,  ωk + Δωk,, i.e. including 
measurement errors. The output of the neural network 
adjusts to the ideal values of navigation and attitude 
parameters. In this case, the parameters of the neural network 
will take into account the errors of the measurers. This 
scheme can be used in the integrated NS to predict 
navigation parameters during periods of GNSS signals loss. 
At the same time, the neural network learning process can 
take place continuously while the GNSS generates accurate 
coordinates and velocities. At the same time, the 
decomposed versions of the neural network can individually 
solve attitude and navigation tasks (the functional algorithm 
block can be both an attitude algorithm and a navigation 
algorithm). 

Other schemes are also possible in which the neural 
network approximates not the algorithm for calculating the 
INS coordinates, but the nonlinear equations of the errors of 
the INS, i.e. the outputs of the neural network are coordinate 
determination errors [8-11]. In this case, manufacturing 
errors of the INS elements can be interpreted as configurable 
parameters of the neural network: the magnitude of synaptic 
connections or its shifts. 

C. Neural network architecture 

The neural network structurally included in the integrated 
NS under consideration was designed using LSTM 
architecture (Figure 3) and was trained using a high-quality 

dataset. The target data was obtained using the output of the 
software package, which is described in the next section. 

  

Fig. 3.  LSTM ANN cell architecture, here Xt is the input time step, ht is 
the output, Ct is the cell state, ft is the forget gate, it is the input gate, ot 
is the output gate, Ĉt is the internal cell state. Operations inside dark 
grey circle are pointwise. 

III. EXPERIMENTAL RESULTS 

Due to the long training time of the considered 
architecture of the neural network, it was decided to 
decompose training samples. As such, coordinates, 
projections of linear velocities and orientation angles were 
used, coming from an integrated navigation system outputs, 
the algorithms of which are implemented in the software, and 
its functionality is given below. 

The raw measurements of the inertial measurement unit 
(IMU performance are presented in Table 1) and three 
Novatel OEMV GNSS receivers recorded onboard a driving 
car were processed together with the GNSS base station (BS) 
measurements (Novatel OEM 729) in the post-processing 
software, which is the part of the MAI Navigation System 
Car Testbed [12, 13]. 

TABLE I.  LITEF UIMU LCI PERFORMANCE 

Gyroscope Performance 

Input range ±800 deg/sec 

Rate bias < 1.0 deg/hr 

Rate scale factor 100 ppm (typical) 

Angular random walk <0.05 deg/√hr 

Accelerometer Performance 

Range ±40 g 

Scale factor 250 ppm (typical) 

Bias <1.0 mg 

 

The following algorithms are implemented in the 
software: 

 autonomous strapdown INS; 

 position (single, differential and RTK mode), velocity 
and attitude angles calculated in the processing of 
multiple GNSS onboard receivers (OR) and BS 
pseudorange, doppler and carrier phase raw 
measurements; 
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 loosely and tightly coupled integration of IMU, 
multiple GNSS OR and BS using the extended 
Kalman filter for position, velocity, attitude angles, 
IMU errors, and GNSS carrier phase ambiguity 
estimates. 

To create an additional independent source of navigation 
information, the Testbed also includes NovAtel Inertial 
Explorer (Canada) post-processing software [14], widely 
used in the field of geodesy and navigation. NovAtel Inertial 
Explorer has similar functionality to the one described above 
by MAI, but operates on the basis of unpublished algorithms 
from Novatel. 

 

Fig. 4.  The trajectory of the test car drive 

The results obtained in post-processing mode of a pre-
trained neural network using a high-quality dataset are 
shown in Figures 5, 6. 

In which  ,  , h   are the errors in determining 
longitude, latitude and altitude, expressed in meters, 
respectively, xV , yV , zV  are the errors in determining 

projections of linear velocities on the corresponding axes, 
expressed in meters per second,  ,  ,  are the errors 
in determining the attitude angles – yaw, pitch and roll, 
respectively, expressed in degrees.  

 

Fig. 5.  NN performance (2D coordinates) 

 

 

 

Fig. 6.  NN performance compared to INS standalone 

As can be seen from the figures, in the mode of 
approximation by the neural network of the integrated 
navigation system output at intervals of GNSS signals loss 
within 200 seconds (for coordinates and projections of linear 
velocities) and within 400 seconds (for attitude angles), it is 
possible to get the accuracy levels acceptable for solving the 
UAV navigation and attitude task – with maximum error 
magnitudes up to 1 m in coordinates, up to 0.25 m/s 
according to linear velocity projections and up to 0.15 
degrees at orientation angles, with the values of 
mathematical expectation – 1.3832 m, 0.8724 m, 0.7205 m, 
0.008 m/s, 0.001 m/s, 0.075 m/s, 0.0035 deg., 0.0047 deg., 
0.0041 deg., and with rms values – 0.4971 m, 0.6641 m, 
0.6067 m, 0.0373 m/s, 0.0794 m/s, 0.0432 m/s, 0.0521 deg., 
0.0191 deg., 0.0199 deg. in longitude, latitude and altitude, 
corresponding to projections of linear velocities and angles 
of course, pitch and roll, respectively. 

IV. CONCLUSION 

The results of the study demonstrate the possibility of 
using the proposed approach to solve the problems of the 
UAV navigation and attitude determination, while operating 
an integrated NS with an artificial intelligence module in its 
structure under conditions of a sufficiently long loss of 
GNSS signals. In the future, it is planned to investigate the 
effect of the trajectory influence on the operability and 
achievable levels of accuracy of the neural network, 
structurally a part of the UAV integrated NS. 

REFERENCES 

 
[1] O. Stepanov, A. Motorin «Models and methods in estimation tasks in 

the processing of navigation information» // Materials of the XI 
conference in memory of the outstanding designer of gyroscopic 
devices N. N. Ostryakov, St. Petersburg, pp. 285-288, October 2020  

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

124



[2] K. Veremeenko, K. Sypalo, D. Kozorez «Modeling of the processes 
of functioning of integrated aircraft systems based on the 
methodology of object-oriented analysis and design» // Moscow, p. 
93, 2010. 

[3] Noureldin A., Karamat T., Georgy J. «Fundamentals of Inertial 
Navigation, Satellite-based Positioning and their Integration» // 
Springer Heidelberg New York Dordrecht London, p. 324, 2013. 

[4] M. Zharkov, K. Veremeenko, D. Antonov, I. Kuznetsov «Attitude 
determination using ambiguous GNSS phase measurements and 
absolute angular rate measurements» // Gyroscopy and navigation, 
Vol. 26, № 3(102), pp. 54-68, 2018. 

[5] M. Zharkov, K. Veremeenko, I. Kuznetsov, A. Pronkin, «Global 
Navigation Satellite System Spoofing Detection in Inertial Satellite 
Navigation Systems» // Inventions p.8, 2023. 
https://doi.org/10.3390/inventions8060158 

[6] Decree of the Government of the Russian Federation dated 
06/21/2023 No. 1630-r  «On approval of the strategy for the 
development of unmanned aircraft of the Russian Federation for the 
period up to 2030 and for the future up to 2035» 

[7] Veremeenko, K.K., Zharkov, M.V., Kuznetsov, I.M. et al. 
«Strapdown Inertial Navigation System Transfer Alignment: 
Algorithmic Features and Simulation Performance Analysis» // Russ. 
Aeronaut. 63, 618–626 (2020). 

[8] W. Fang, J. Jiang, S. Lu, Y. Gong, Y. Tao, Y. Tang, P. Yan, H. Luo, 
J. Liu «A LSTM Algorithm Estimating Pseudo Measurements for 
Aiding INS during GNSS Signal Outages» // MDPI Remote Sens, 
Switzerland, p.24, 2020. 

[9] R. Sharaf, A. Noureldin  «Online INS/GNSS integration with a radial 
basis function neural network» // IEEE Aerosp. Electron. Syst. Mag., 
pp.8–14, 20, 2005. 

[10] R. Sharaf, A. Noureldin, «Sensor integration for satellite-based 
vehicular navigation using neural networks» // IEEE Trans. Neural 
Netw., pp. 589–594, 18, 2007. 

[11] M. Jaradat, M.Abdel-Hafez  «Non-linear autoregressive delay-
dependent INS/GNSS navigation system using neural networks» // 
IEEE Sens. J,. pp. 1105–1115, 17, 2017.  

[12] M. Zharkov, K. Veremeenko, I. Kuznetsov, A. Pronkin 
«Experimental Results of Attitude Determination Functional 
Algorithms Implementation in Strapdown Inertial Navigation 
System» // Sensors 2022, 22, 1849 

[13] MAI Navigation and Attitude Determination Systems Research and 
Development Laboratory. Available online: 
https://mai.ru/science/studies/equipment/index.php?ELEMENT_ID=1
67952 (accessed on 20 April 2024) 

[14] NovAtel Inertial Explorer. Available online: 
https://novatel.com/products/waypoint-post-processing-
software/inertialexplorer (accessed on 20 April 2024) 

 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

125



Receiving Astronomical Measurements  
in a Strapdown Astroinertial Navigation System  

for Atmospheric Applications 

N.N. Vasilyuk  
SPC Elektrooptika, LLC 

Moscow, Russia 
ORCID: 0000-0003-2317-8066 

 
Abstract — The astronomical measurement refers to the 

attitude of the optoelectronic astrovision unit, obtained as a 
result of processing digital images of observed stars. By itself, 
the astronomical measurement is useless for the navigation 
relative to the surface of Earth. However, with the aid of 
additional information, useful navigation parameters may be 
extracted from the astronomical measurement. Astronomical 
measurement is distorted by various physical effects associated 
with distant stars observation through the atmosphere of 
moving Earth. These effects are taken into account when 
obtaining astronomical measurement by using additional 
navigation information from the strapdown inertial 
measurement unit. This additional information is also used to 
extract the useful navigation parameters from the astronomical 
measurement. 

Keywords — star tracker, astronomical measurements, 
Wahba problem, astroinertial navigation system, motion blur 
correction, refraction, aberration, distortion 

I. INTRODUCTION 

A strapdown astro-inertial navigation system (AINS) 
consists of an astrovision unit (AVU) and an inertial 
measurement unit (IMU) (Fig. 1.). AINS also contains a 
computer equipped with a time keeper. The time keeper 
contains a stable fixed frequency master oscillator. The initial 
time value of this time keeper is set synchronously with the 
UTC(SU) time scale at the moment when the AINS turns on. 

 

 

The AVU is used to obtain digital images of stars and 
consists of several digital cameras with sequential numbers 
i = 1…I, where I is the number of cameras. The cameras are 
rigidly attached on a common base so that their fields of 
view do not intersect. The exposure starting instants of 
individual frames in all cameras are synchronized with each 
other. Each camera i is associated with a right orthogonal 
coordinate frame CF i (Camera Frame). The directions to the 
observed stars are determined relative to this frame. The 
IMU consists of three gyroscopes and three accelerometers 
and measures vectors of an angular rate and a proper 
acceleration of the AINS. Projections of the angular rate and 
proper acceleration vectors are measured relative to the right 
orthogonal coordinate frame MF (Measurement Frame) 
associated with the IMU. The digital values of the time 
instants of receiving synchronous frames in the AVU and the 
time instants of the IMU measurements are determined from 
the readings of the time keeper. 

All AINS components are assembled into a single 
mechanical structure that has no moving parts. This layout of 
the AINS keeps the relative attitude of the cameras within 
the AVU and the attitude of the AVU relative to the IMU 
unchanged. The constancy of the relative attitude of the 
cameras allows to consider the AVU as a kind of “virtual 
camera” with a complex virtual field of view. This field of 
view is constructed by computationally combining the 
observation results obtained by individual physical cameras. 
The right orthogonal coordinate frame VF (Virtual Frame) is 
associated with the virtual camera. The attitude parameters of 
the CFi relative to the VF are calibrated with the error of 

 ≈ 2 and specified as orthogonal matrices 1{ }
iCF I

VF iC . 

The constancy of the attitude of the AVU relative to the 
IMU allows to use the astronomical observations of the 
“virtual camera” for correcting of increasing errors of an 
inertial navigation. The attitude parameters of VF relative to 
MF are calibrated with the error of  ≈ 6 and specified as 
the orthogonal matrix VF

MFC . 

In the AINS, the astronomical measurement refers to the 
values of the parameters of the instantaneous attitude of the 
AVU relative to the inertial coordinate system associated 
with the stars. The attitude of the AVU is determined from 
images of stars obtained by individual AVU cameras. The 
digital value of the moment in time to which the 
astronomical measurement refers is called the measurement 
epoch. The measurement epoch is determined by the 
readings of the time keeper and is designated as nt , where 
n = 1… - is the sequential number of the epoch. 

 

Fig.1. The layout of the strapdown AINS. 1,2,3 – AVU cameras; 4 – AVU
base; 5 – IMU. 
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When they talk about the position and speed of the AINS, 
they mean the position and speed of the origin of the MF 
relative to the Earth's surface. The AINS attitude refers to the 
attitude of the MF relative to the local ENU (East-North-Up) 
coordinate frame. This attitude is represented in terms of 
heading MF

n , pitch MF
n  and roll MF

n  angles of the MF per 

epoch nt . Since the MF and the VF are connected through 

the matrix VF
MFC , the MF attitude angles are one-to-one 

converted to the VF attitude angles VF
n , VF

n , VF
n . 

To obtain one astronomical measurement, frames with 
stars images are subjected to computational processing, 
consisting of several successive stages. At the first stage, the 
consequent frames are accumulated with a motion blur 
correction. Frames are accumulated separately for each 
physical camera of the AVU. From the accumulated frame, 
the direction vectors of the observed stars are calculated. 

At the second stage, various types of refraction that arise 
when observing stars through a gaseous medium are 
corrected in the direction vectors. After that, the detected 
stars are recognized, i.e. establishing a correspondence 
between a digital image of a star and an entry in a star 
catalogue. 

At the third stage, the speed aberration from the orbital 
motion of Earth in the direction vectors of the recognized 
stars, calculated from the star catalog, is taken into account. 
As a result, we obtain two vector bundles of the same 
dimension, for which we can set the Wahba problem [1]. The 
solution of the Wahba problem gives one astronomical 
measurement containing the attitude parameters of the AVU. 

II. OBTAINING THE ASTRONOMICAL MEASUREMENT 

A. Detection of the Stars Images 

The image of the sky area obtained by each camera of the 
AVU contains blurred images of stars and an image of an 
optical background. The background is formed by the 
scattering of sunlight in the atmosphere. The strapdown 
principle of the AINS design requires to use cameras with a 
relatively wide field of view, at least 10°. The background 
illumination of the image in the camera of this kind will not 
allow to detect the blurred star’s image in one frame (Fig. 
2.). Therefore, sequential frames should be accumulated 
before detecting of stars images. The blur correction is 
performed in each frame under accumulation. To do this, the 
blur trajectory - the curve along which the star’s image 
moves during the frame’s exposure, is calculated in each 
pixel. The blur trajectory is calculated from the IMU 
measurements obtained during the exposure. This trajectory 
serves as the basis for synthesizing the impulse response of a 
two-dimensional digital correction filter matched with the 
motion blur [2]. 

The image inside each frame is distorted by a lens 
distortion, which is corrected using individually calibrated 
intrinsic parameters. Lens distortion must be taken into 
account when synthesizing the impulse response of the 
correction filter matched with the blur. Otherwise, serious 
losses of energy of the useful signal from the star occur, 
making the accumulation pointless [3]. 

As a result, the accumulated image, in which the 
background noise is smoothed out and the intensity of the 

star images is increased is formed for each camera (Fig. 2.). 
The accumulated image is tied to the instant of the start of 
exposure of one selected frame within the accumulated 
sequence. This instant is taken as the epoch of the 
astronomical measurement. 

 

The number of accumulated frames is calculated based 
on the optical background level. For calculation purposes, it 
is assumed that the optical background value has a Poisson 
distribution. As a rule, for stable detection of the brightest 
pixel, it is enough that the signal-to-noise ratio in this pixel is 
at least 5 [4]. The typical number of accumulated frames for 
various conditions of daytime observations lies in the range 
of 40...300 [5]. 

If i
nR  stars images have been detected in the frame of 

camera i, accumulated to the epoch tn, then the bundle of unit 

direction vectors 
, 1

{ }
i
n

i i i

Ri

CF n r r 
s  is calculated from the brightest 

pixels inside these images. Each vector in this bundle is 
specified by its projections 

, , , ,
[ ]i i i i i i i i

i i i i

CF n r x CF n r x CF n r x CF n r
s s ss T  on the CFi. This 

vector is directed from the projective center of the camera i 
towards the star 1...i i

nr R . This bundle is distorted by 
various types of refraction. 

B. Refractions Correction 

The AVU in the AINS for atmospheric applications is 
covered by a transparent porthole to protect it from effects of 
incoming air flow. The use of the porthole requires filling the 
internal volume of the AINS with a dry gas, followed by 
sealing. I.e. the atmospheric AVU observes stars from its 
own gaseous atmosphere, different from the atmosphere of 
Earth. As a result, the light beam coming from the star to the 
AVU is successively affected by three types of refraction: 
astronomical, aerodynamic and internal (Fig. 3.). Types of 
refraction are corrected against the direction of the light 
beam from the star, i.e. in the direction from the camera to 
the star [6]. 

To correct the refraction, the boundary between two 
media is assumed to be flat. Let starlight come from a 
gaseous medium I with a refractive index n, refract at the flat 
boundary and enter to a gaseous medium II with a refractive 
index n. In the medium II, the star is visible with a direction 
vector RFs , projected onto an arbitrary right-handed 

Fig.2. Motion blur correction in the image of a single star, observed
against the background of the daytime sky. On the left is an image of
a star taken in the single frame. On the right is the result of
accumulating of 40 consecutive frames with the star’s images. The
black spot is the starting point of the blur trajctory, the black line is
the blur trajectory, the red square is the brightest pixel of the image. 
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orthogonal coordinate system RF (Reference Frame). The 
direction vector RFs , with which the star is visible in the 
medium I, is obtained from the visible vector RFs : 

3

2 2

refr( , , , ) ( )

1 ,

RF RF RF RF RF RF

RF RF RF

n
n n

n

n n

n n


     

         
   

s u s I u u s

u u s

T

T



where refr(...)  is the function of the refraction correction; 

RFu  is the unit vector of the normal to the flat boundary, 
directed into the medium I (outward, towards the star) and 
specified by its projections on the RF. 

 

Internal refraction is the refraction on two sides of the 
porthole, inner and outer. The inner side separates the gas 
atmosphere, with a refractive index of μ, inside the AINS 
and the transparent porthole’s material. The outer side 
separates the porthole’s material and the aerodynamic 
boundary layer, with a refractive index bln , on the surface of 
the porthole. The value of μ is determined by the pressure 
and temperature of the gas inside the AINS. The value bln  
depends on the observation altitude and on the magnitude 
and direction of the AINS airspeed.  The sides of the 
porthole are parallel and its material can be excluded from 
consideration. The refraction will be determined by the 
boundary between the boundary layer and the internal 
atmosphere of the AINS. Internal refraction is corrected in 
each direction vector:

,i i
i
CF n r

s : 

, ,
, ,

refr( , , , ),i i i i i
inr i hole ibl i
CF n r CF CF n r

n s u s 

where ,
i

hole i
CFu  is the unit vector normal to the surface of the 

camera i porthole. 
Aerodynamic refraction occurs at the boundary between 

the boundary layer and the surrounding steady atmosphere 
with a refractive index of ( )n H , where H is the observation 

altitude above the sea level. For computational purposes, the 
boundary layer within the camera's field of view is modeled 
by an optical wedge. The attitude of the outer plane of the 
wedge, formed in front of the camera i, is described by the 
unit normal vector ,

i
bl i
CFu , defined by its projections onto the 

CF i. Refraction is corrected in each vector ,
i i

inr i
CF r

s : 

, , ,
, ,

refr( ( ), , , )i i i i i
bl i bl i inr ibl
CF n r CF CF n r

n H ns u s 

Bundles ,

, 1
{ }

i
n

i i i

Rbl i

CF n r r 
s , received from all cameras i = 1…I 

at the measurement epoch tn, are projected onto VF: 

 , ,

, ,

i

i i i

bl i CF bl i
VFVF n r CF n r

s C s  

The result is the combined vectors bundle , 1{ }
tot
nRbl

VF n r rs , where 

1

Itot i
n ni

R R


   is the total number of stars detected by all 

cameras; 
1

1

ii q
nq

r r R



   - sequential number of the star 

ir  in the combined bundle. 
Astronomical refraction occurs when stars are observed 

through the atmosphere of Earth. This refraction is corrected in 

the vectors bundle , 1{ }
tot
nRbl

VF n r rs . If angles VF
n , VF

n , VF
n  are 

known, then this type of refraction is corrected similarly to the 
previous cases. The correction is performed in each vector 

,
bl
VF n rs  taking into account the unit refractive index of an airless 

space outside the atmosphere of Earth (above 100 km): 

, ,refr(1, ( ), , )astro vert bl
VF n r VF VF n rn Hs u s 

where ( , , ) [0 0 1]vert ENU VF VF VF
VF VF n n n   u S T  is the direction 

vector of the local vertical in the point of observation, 
projected onto the VF; ( , , )ENU VF VF VF

VF n n n  S  is the 
coordinates transformation matrix from the ENU to the VF, 
calculated from angles VF

n , VF
n , VF

n . 

The refraction model used here (within a plane-parallel 
atmosphere) does not depend on either an azimuth of an 
observed star or a heading angle of a virtual camera. 
Therefore, it is possible to construct the algorithm for 
converting the vector ,

bl
VF n rs  to the ,

astro
VF n rs , depending only on 

the attitude of the “virtual camera” relative to the local 
vertical, i.e. depending only on the angles VF

n , VF
n  [6]. 

The effects of aerodynamic and astronomical refractions 
are demonstrated as families of plots of angles between 
direction vectors before and after refraction correction. To 
estimate the refractive index bln , the simplest model of a 
laminar boundary layer formed on a surface of a flat plate 
moving with an air speed ASV  at a height H is used [7]. The 
family of graphs of the aerodynamic refraction angles 

,, ,
, , ,

arccos( )i i i i i
bl ibl i inr i

n r CF n r CF n r
  s sT  for the bundle of vectors of 

dimension 21i
nR  , received by camera i, is shown on 

Fig.4.  The family of graphs of the astronomical refraction 
angles , ,,arccos( )blastro astro

VF n r VF n rVF n r  s sT  for the same bundle is 

shown in Fig.5. 
As a result of these transformations, the bundle 

, 1{ }
totRastro

VF n r rs  of direction vectors of stars is obtained, which 

could be detected by the “virtual camera” in a vacuum. 

Fig.3. Refraction when observing stars in the atmospheric AINS. 
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C. Taking into Account the Relativistic Velocity Aberration 
for Recognized Stars 

The AINS is involved in the orbital motion of Earth, so 
visible directions to stars are distorted by a relativistic 
velocity aberration. The magnitude of the velocity aberration 
lays in the range 0…21 and depends on the direction of 
observation. The presence of aberration does not interfere 
with the recognition of stars, detected at the previous stages 
of obtaining the astronomical measurement.  As a result of 

recognition, the bundle , 1{ }
totRastro

VF n r rs  is opposed to the bundle 

, 1{ }
totR

BCRS n r rb  of the same dimension. The coordinates of the 
vectors in this bundle are calculated in the inertial coordinate 
system BCRS (Barycentric Celestial Reference System) from 
the catalog coordinates of the recognized stars. 

When obtaining the astronomical measurement, the 
presence of velocity aberration must be taken into account. 

To do this, the bundle , 1{ }
totR

BCRS n r rb  is converted to the 

bundle , 1{ }
totR

GCRS n r rg , specified in the inertial coordinate 
system GCSR (Geocentric Celestial Reference System). The 
transformation uses the velocity vector nv  of the Earth's 
center of mass relative to the BCRS at the epoch tn, 
calculated from the ephemerides of Earth [8]. The 
transformed vector ,GCRS n rg  takes into account only the 
orbital motion of Earth. Aberration from the daily rotation of 
Earth and annual parallaxes of stars are not taken into 
account, which gives the error in coordinate transformation 
no more than 1 [9]: 

1

,
,

, ,

2

1

( )1
,

n BCRS n r
GCRS n r

BCRS n r n n BCRS n r nn

n n n

c

c v





  



 
    
 
  

      

v b
g

b v v b v

T

T


where | |n nv  v ; 
1/22 2(1 )n nv c 

   ; c is the velocity of 

light in vacuum. 
The astronomical measurement at the epoch tn is obtained 

from the solution of Wahba’s problem for the catalog 

, 1{ }
totR

GCRS n r rg  and measured , 1{ }
totRastro

VF n r rs  vector bundles [1]. 

The result of this solution is the attitude of the VF relative to 
the GCRS, expressed as the orthogonal matrix ( )GCRS

VF ntS . 
The error of astronomical measurement is determined by the 
spatial configuration of vector bundles and the calibration 
errors of the cameras intrinsics [10]. 

III. USE OF ASTRONOMICAL MEASUREMENTS 

In the process of inertial navigation, the position, speed 
and attitude of the MF relative to any coordinate system 
rigidly connected to Earth are determined. Therefore, the 
measured attitude of the AVU relative to the GCRS must be 
converted to the attitude of the IMU relative to the GCRS, 
i.e. the coordinate transformation matrix ( )GCRS

MF ntS  from the 
GCRS to the MF should be obtained: 

( ) ( )GCRS VF GCRS
MF n MF VF nt tS C S 

The GCRS is not connected to Earth in any way, except 
for the single moment in time tn. At the instant tn the position 
and velocity vector of the GCRS origin coincide with the 
position and velocity vector of the center of mass of Earth. 
Therefore, matrices ( )GCRS

MF ntS , by themselves, are 
completely useless. They need to be tied to the surface of 
Earth using some additional information that cannot be 
obtained from the astronomical observations. 

The numerical value of the measurement epoch tn is 
synchronized with the UTC(SU) time scale. This value 
makes it possible to determine the rotation of Earth relative 
to the GCRS. This rotation is expressed as the orthogonal 
coordinate transformation matrix ( )ITRS

nGCRS tS  from the ITRS 
(International Terrestrial Reference System) to the GCRS. 
ITRS is constantly attached to Earth and participates in its 
daily rotation and orbital motion. The origin of the ITRS is 

Fig.4. Dependences of the aerodynamic refraction angle on the AINS
airspeed at various observation altitudes for the camera with the field
of view of 10° and the zenith angle of 35°. 

Fig.5. Dependences of the angle of astronomical refraction on the
observation altitude for various zenith angles of the camera with the
field of view of 10°. 
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located at the center of mass of Earth. The matrix ( )ITRS
nGCRS tS  

is calculated from the rotation model of Earth, regularly 
updated by the IERS (International Earth Rotation Service) 
[11]. Using this matrix, it is possible to calculate the attitude 
matrix of the IMU relative to Earth. This matrix links the 
astronomical measurements to the body of Earth, but is still 
useless for navigating relative to its surface: 

( ) ( ) ( )ITRS GCRS ITRS
MF n MF n nGCRSt t tS S S 

If the angles MF
n  and MF

n  of the MF inclination relative to 
the local vertical at the point of observation are known, then we 
can write the system of trigonometric equations for three 
unknown angles: MF

n , latitude nB  and longitude nL  [12]: 

 ( ) ( , , ) ( , )ITRS ENU ENU
MF n MF n n n n nITRSt B L   S S S T  

where ( , , )ENU MF MF MF
MF n n n  S , ( , )ENU

n nITRS B LS  are the 
standard transformation matrices from the ENU to the 
coordinate systems specified in the footnotes. 

Thus, adding the AINS tilt angles to the astronomical 
measurement allows us to determine the unknown heading 
angle, latitude and longitude of the AINS. The same system 
of equations makes it possible to determine three unknown 
attitude angles of the AINS (heading, roll, pitch), if we add 
the latitude and the longitude of the point of observation to 
the astronomical measurement. The height of the AINS 
above the surface of Earth is not determined from the 
astronomical measurement. 

When converting the astronomical measurement to the 
geographic coordinates, the factor, equal to the radius of 
Earth 6371 kmR  , is introduced. This factor converts the 
angular error  of the astronomical measurement to the linear 
error in determining the position of the AINS δx ≈  R. For 
the characteristic error  ≈ 15…25 of the astronomical 
measurement of the AVU, equipped with a single camera, 
the linear error of the AINS position will be 
δx ≈ 460 m…620 m. If the AVU uses two cameras with 
non-overlapping fields of view, the situation with errors 
improves, but not radically. Now the error of astronomical 
measurement is  ≈ 10, and the linear error of the AINS 
position is δx ≈ 310 m. 

If the attitude angles of the AINS relative to Earth are 
determined from the astronomical measurement, then the 
errors in these angles include errors in specifying the 
additional information. Thus, 1 mile of AINS coordinate 
error gives 1 attitude angle’s error (or 100 m of coordinate 
error ≈3 attitude angle’s error). 

Another source of errors that occurs when using the 
astronomical measurements to navigate relative to the 
surface of Earth is the time keeper. If δk is the relative 
instability of the frequency of the master oscillator, then after 
the time T of continuous operation of the AINS the error 

( )t T k        in calculating the angle of rotation of 
Earth will accumulate, where t  is the error in the initial 
synchronization of the time keeper; 15 / sec    is the 
Earth's rotation rate. This error will be included in the errors 
in determining both geographic coordinates and the AINS 
attitude angles. The instability of a temperature-compensated 
quartz oscillator is about 610k   . This instability leads to 

the growing attitude error 1.3 / day  or to the position error 
of 40 m/day. The initial synchronization error 1 sect   

leads to the attitude error of 15 or the position error of 
463 m. 

IV. CONCLUSION 

Astronomical measurements of the AVU are the 
measurements of the AVU’s attitude relative to stars. By 
itself, this attitude is useless for navigation relative to the 
surface of Earth. In order to bring the practical significance 
for the astronomical measurements, they need to be tied to 
the surface of Earth using additional information received 
from external sources. If such information contains 
inclination angles of the AINS relative to the local vertical at 
the point of observation, then the geographic coordinates and 
heading of the AINS can be calculated from the astronomical 
measurements. If the geographic coordinates of the point of 
observation are available, then three attitude angles of the 
AINS relative to the surface of Earth can be calculated from 
the astronomical measurements. The height is not determined 
from the AVU’s astronomical measurements. 

The astronomical measurements are extremely 
inconvenient for accurate navigation relative to surface of 
Earth. On the one hand, the attitude of the AVU relative to 
the stars must be measured with an error of order of several 
arc seconds in a practically meaningful range of observation 
conditions (time of a day, inclination angles and angular 
velocity of the AINS, etc.). On the other hand, these 
precision optical attitude measurements lead to extremely 
low accuracy in determining the observer's coordinates in 
comparison with satellite navigation measurements. 

The astronomical measurements can be useful in 
determining the precise attitude of the AINS relative to 
Earth. If the coordinates of the point of observation (with an 
error of several tens of meters) and the precise observation 
time are available, the error in determining the attitude of the 
AINS will be several tens of arc seconds. Naturally, such an 
error in determining the attitude can only be achieved with 
correct consideration of all kinds of effects associated with 
the propagation of starlight through the atmosphere of Earth. 
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Abstract—When the high altitude and long flight UAVs 

carry out the tasks of high-altitude camera and regional 
mapping, they have higher requirements for navigation and 
positioning and attitude accuracy. GPS can obtain high 
accuracy position information, and with the development of 
CCD technology, the on-board starlight tracker can also obtain 
high accuracy attitude information. By utilizing the 
information fusion method, the information fusion of Jetion 
inertial guidance, star sensor and GPS can obtain high-
precision attitude and positioning information. The error of 
Jetlink inertial guidance system is selected as the state of the 
combined navigation system, and in the combined 
inertial/satellite navigation algorithm, the difference between 
the latitude, longitude and altitude information given by the 
inertial guidance system and the corresponding information 
given by the GPS receiver is utilized to output the position 
observation; and the difference between the velocities given by 
the inertial guidance system and the GPS receiver is utilized to 
output the velocity observation. In the combined 
inertial/starlight navigation algorithm, the attitude matrix 
output from the star sensitizer and the equivalent attitude 
matrix calculated from the inertial guidance output are utilized 
to construct the measurements. Thereby, an airborne 
inertial/satellite/starlight high-precision combined navigation 
method is designed using the federal filtering technique. The 
results show that the information fusion algorithm of inertial 
guidance, GPS, and star sensitizer proposed in this paper can 
obtain high-precision attitude, velocity, and position 
information. 

Keywords—combined navigation, star sensor, information 
fusion, IMU, GPS 

I. INTRODUCTION (HEADING 1) 

High-altitude long-range UAVs have high requirements 
for navigation and positioning and attitude accuracy when 
performing tasks such as high-altitude videography and area 
mapping. The Global Positioning System (GPS) plays a key 
role in providing accurate position information, but its 
performance may be limited when GPS signals are interfered 
with. Inertial navigation relies on the data measured by 
gyroscopes and accelerometers, and the motion parameters 
such as position, velocity and attitude of the carrier are 
solved by inertial navigation, which has the advantages of no 
need for external information, strong anti-interference 
ability, good concealment, complete navigation information 
and high data update rate [1]. However, the integral 
operation in the inertial solving will lead to the accumulation 
of navigation error over time, and for the long-distance and 
long-time motion platforms, it is necessary to use other 
navigation information to correct the error. 

GPS can obtain high-precision position information, and 
with the development of CCD technology, the airborne star 

tracker can also obtain high-precision attitude information. 
Using the information fusion method to fuse Jetlink inertial 
guidance, star sensitizer and GPS can obtain high-precision 
attitude and positioning information. In contrast, starlight 
navigation utilizes the constellations in the sky as reference 
points to determine the position of the receiver. Starlight 
navigation has outstanding advantages such as high 
positioning accuracy, strong autonomy, and good anti-
interference. Combining starlight navigation with inertial 
navigation and satellite navigation for combined navigation 
can effectively make up for the shortcomings of inertial 
guidance/satellite combined navigation. 

For this reason, based on Jetlink inertial guidance, 
satellite navigation and starlight navigation systems, this 
paper investigates the inertial/satellite/starlight high-
precision combination navigation method, which realizes 
high-precision attitude fixing by using the federated filtering 
technique to overcome the problem of the inertial guidance 
system's measurement error accumulating over time, and also 
obtains the vehicle's attitude with respect to the local 
geographic coordinate system, so as to achieve the purpose 
of complementing its strengths and shortcomings [2]-[5]. 
Since both the inertial guidance system and the star sensor do 
not radiate any information to the outside, have strong anti-
jamming property and are completely autonomous, the GPS-
assisted inertial/star-sensitive high-precision attitude fixing 
method researched in this paper has the significant 
advantages of high precision, good concealment and strong 
autonomy, etc. The GPS-assisted inertial/star-sensitive high-
precision attitude fixing method researched in this paper has 
the significant advantages of high precision, good 
concealment and strong autonomy. 

II. AIRBORNE INERTIAL/SATELLITE/STARLIGHT COMBINED 

NAVIGATION SYSTEM MODEL 

In the airborne GPS/inertial/starlight combination 
navigation system, the Jetlink inertial guidance system has 
the advantages of comprehensive navigation parameters, 
strong maneuvering and tracking capability, timely and 
continuous output, good concealment and strong anti-
jamming capability, and is thus used as the basic system of 
the combination navigation [6]. In the starlight navigation 
system, the CCD star sensitizer with the highest accuracy of 
attitude measurement is adopted, which can output high-
precision carrier attitude information in real time. Among 
them, the navigation coordinate system adopts the east-north-
sky geographic coordinate system, the inertial guidance 
system outputs the carrier's position, speed and attitude 
information, the satellite navigation system outputs the 
carrier's position information, and the starlight navigation 
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system outputs the transformation matrix of the star-sensitive 
coordinate system relative to the inertial coordinate system. 

Firstly, based on Jetlink inertial guidance, the 
compensation algorithm after inertia/satellite and the attitude 
solution algorithm for inertia/starlight combined navigation 
are designed to calculate and obtain the two sets of local 
optimal estimates of the state of the combined navigation 
system. Then, the two sets of local optimal estimates are sent 
to the main filter for global information fusion using the 
federal filtering technique to obtain the global optimal 
estimate of the system state. Finally, the obtained global 
optimal estimates of the Jet-Link inertial guidance error state 
are used to correct the error of the Jet-Link inertial guidance 
system in real time, and the corrected Jet-Link inertial 
guidance output is used as the output of the combined 
navigation system [7]-[9]. Therefore, the principle of this 
inertial/satellite/starlight combined navigation system is 
shown in Fig. 1. 

 

Fig. 1.  GPS-assisted inertial/starlight high-precision information fusion 
modeling 

III. ERROR MODELING AND INFORMATION FUSION 

ALGORITHMS FOR NAVIGATION SYSTEMS 

A. Error modeling for starlight navigation systems 

The measurement accuracy of the CCD star sensor in the 
starlight navigation system is very high and the measurement 
error does not accumulate over time, however, the 
installation error of the star sensor must be strictly calibrated. 
In particular, the star sensor is affected by the external 
temperature during the missile flight, and there will be a 
large error between the actual installation matrix and the 
laboratory calibration parameters, which will seriously affect 
the star navigation accuracy. Therefore, the installation error 
of the star sensitizer needs to be considered in the starlight 
navigation system, and the installation error of the star 
sensitizer along the three directions of the carrier x, y, and z, 

( , , )iA i x y z  , can be considered as a random constant 
value, i.e. 

 0 ( , , )iA i x y z    (1) 

B. Jet-Link inertial guidance system error model 

      There are many sources of errors in the Jetlink inertial 
guidance system, and this paper focuses on the inertial 
device errors and the resulting errors in the Jetlink inertial 
guidance system. After the inertial device errors are 
calibrated and compensated for, there are mainly some 
random drifts left that can not be calibrated, among which 
the gyro errors mainly include constant value drifts and 
white noise, and the accelerometer errors mainly include 
random constant value errors and white noise. As the inertial 
device itself has errors, this leads to some errors within the 
Jetlink inertial guidance system and its output navigation 

parameters, specifically including inertial device errors, 
platform attitude angle errors, velocity errors and position 
errors. 

C. Combined navigation system equation of state 

      The state equations use the basic navigation parameter 
error equations of the Jetlink inertial navigation system and 
the error equations of the inertial instrumentation, which 
specifically include the mathematical platform attitude 
errors E , N , U  of the Jetlink inertial guidance, the 

velocity errors Ev , Nv , Uv , the position errors L ,  , 

h , the gyroscope random constant value drifts bx by bz, 
the accelerometers random constant value errors bx  , by , 

bz  , and the star sensitizer mounting errors xA , yA , 

zA , i.e., the state vector of the combined navigation 

system X is 

 [ , , , , , , , ,

      , , , , , , , , ]

E N U E N U

T
bx by bz bx by bz x y z

X v v v L h

A A A
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     



  
 

According to the system error model, combined with the 
state vector X , the state equation of the combined 
inertial/satellite/starlight navigation system can be listed as 

 18 1 18 18 18 9 9 1( ) ( ) ( ) ( ) ( )X t A t X t G t W t      (3) 

where ( )F t is the system state matrix, ( )G t  is the system 

noise driven array, and ( )W t  is the system white noise.  

D. Measurement equations 

      In the GPS-assisted inertial/starlight combined 
navigation system, there are three groups of observations to 
choose from: the first group is the position observation, i.e., 
the difference between the latitude, longitude, and altitude 
information given by the inertial guidance system and the 
corresponding information given by the GPS receiver; the 
second group is the velocity observation, i.e., the difference 
between the velocities given by the inertial guidance system 
and the GPS receiver; and the third group is the attitude 
observation, i.e., the difference between the attitudes given 
by the inertial guidance and the starlight tracker. 
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rO , pO
, hO are the errors of the star tracker roll angle, 

pitch angle and heading angle. eM , nM , uM are the 
velocity errors of GPS along the east, north and sky 

directions; eN , nN , uN  are the position errors of GPS along 
the east, north and sky directions. 

The attitude angle error is obtained from the 
measurement information, while the platform error angle is 
used in the system state variables, so it is necessary to 
convert the attitude angle error into the Jetlink inertial 
guidance mathematical platform error. According to the 
definition of attitude angle and the conversion relationship 
between platform coordinate system and geographic 
coordinate system: 
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where 
n
bC  is the attitude transfer matrix between the 

carrier system and the geographic system， P denotes the 

platform coordinate system, I , I  , I are the roll, pitch 
and heading angles output by the Jetlink inertial guidance, 
and there are 
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The obtained linearized measurement equation for the 
attitude angle 
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E. GPS information delay processing 

GPS positioning system belongs to active positioning, 
first by the ground control center through the 
geosynchronous satellite to the ground users send positioning 
inquiry signal, the user receives the signal and then sends out 
a positioning application, is after a series of signal request, 
calculation and transmission when the user receives the 
signal has generated a delay delay time for the user signal 
request to receive the signal time interval. Especially for 
highly dynamic users this delay phenomenon can lead to 
serious position errors. 

Star Sensor is a high-precision attitude measurement 
instrument which shoots the starry sky through CCD 
elements, and from the photographed stars, it screens out the 
useful stars through certain conditions to measure their 
positions relative to the spacecraft, and compares them with 
the position parameters of the star in the ephemeris to 
determine the attitude of the spacecraft. The measurement 
data is large, and the processing and identification of the data 
can only be done by a computer. Therefore, the star 
sensitizer has a complex structure and consumes a lot of 
power, and it takes a certain amount of time to give a 
measurement result. 

In the multi-information fusion process, the Kalman filter 
must utilize the measured values at the same moment in time 

for filtering. However, there is a delay in the output 
information of the GPS receiver, which will definitely affect 
the accuracy of the measurement information, so it is 
necessary to design an algorithm to compensate for the 
hysteresis. 

Assuming that the satellite information is obtained at the 
moment of kpt , the lag time is Δt, and the output period of 

the Jetlink solver is T, the time sequence is shown in Fig. 2. 
It can be seen in the figure that the GPS information obtained 
at kpt  is actually the information at the time kpt  - Δt, 

therefore, to perform the combined filtering at the time kpt , 

the actual GPS information at the time kpt  must be obtained. 

 

Fig. 2. Timing diagram of SINS, GPS with measurement lag 

Considering the high accuracy of the Jetlink inertial 
guidance used in the high-altitude long-haul UAV, its 
position and velocity accuracy in a short period of time is 
high, assuming that the information outputted by the Jetlink 
inertial guidance system in each cycle of the time period 
from the moment of kpt  - Δt to the moment of kpt  is as 

follows: eiv  , env  , uiv  denote the eastward, northward, and 

celestial velocities outputted in each cycle, eia  , ena  , uia  
denote the motion acceleration information of the 
corresponding cycle, iL  , ih denote the latitude and altitude 
of the corresponding cycle. 

Velocity Compensation Calculation Formula: 
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Positional Compensation Calculation Formula: 
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Where ev , nv , uv  denote the eastward, northward, 
and skyward velocity compensation in the t  time period, 
respectively;  , L , and H  denote the compensation of 
longitude, latitude, and altitude in the t  time period, 
respectively. By utilizing the above formula, the actual GPS 
output information at the time of tkp can be obtained. 

For the star sensitizer, the delay correction method is to 
use an array M to write down all the state information of 
SINS at each moment within 1s, and then randomly combine 
it with the SINS information to filter when the star sensitizer 
has measurement information output. The subfilter first 
generates a random number random- k from 0 to 1, and then 
Kalman filters the SINS/star sensitizer subfilter at random- k 
by combining the measurement information of the star 
sensitizer and the SINS state information at random- k. The 
estimated state value and mean value of the subfilter are then 
calculated. The state estimates and the mean square error 
array of the SINS/star sensitizer subfilter at the random- k 
time are calculated by Kalman filtering. The system state 
transfer array is then utilized for time updating. 

F. Filtering algorithm 

The combined inertial/GPS/starlight navigation system 
suffers from the problem of GPS measurement lag while at 
the same time the outputs of the GPS and star sensitizer are 
not synchronized. The Kalman filter update process can be 
divided into two steps, i.e., time update and measurement 
update. It can be seen that the Kalman filter time update is 
independent of the measurement information, and therefore, 
the time update can be performed independently. Based on 
this property, a combined asynchronous SINS/GPS/starlight 
filtering mechanism is developed. 

When there is no output of star sensitizer and GPS 
receiver information, the time update of the Kalman filter is 
performed only according to equation (10), using the 
properties of the system state transfer matrix; 

Time Update: 
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Measurement Updates: 
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When new measurement information is available for the 
star-only sensitizer, The horizontal position information from 
the output of the inertial guide and the output information 
from the star sensitizer are utilized to solve the carrier 
attitude and perform the attitude combination to complete the 
time update of the Kalman filter and the metrology update; 

At the same time, there are GPS information and star 
sensitizer information output, so the horizontal position 
information output from the inertial guidance and the star 
sensitizer information are used to solve the carrier attitude, 
combine the attitude, velocity, and position, and complete the 
time updating and measurement updating of the Kalman 
filter. 

IV. EXPERIMENTAL ANALYSIS 

 
Fig. 3. Position error for combined inertial/GPS/starlight navigation 

 
Fig. 4. Position error curve 

From the simulation curves, it can be seen that all the 
errors of the combined system converge rapidly without 
divergence and the steady state error values are satisfactory. 
Because of the addition of the star sensor, we can see that the 
attitude information of the system has been greatly improved. 
However, the speed and position of the system do not 
improve significantly because the high accuracy of the star 
sensitizer information has little effect on its correction, which 
mainly depends on the accuracy of SINS and BeiDou 
positioning system. 
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The multi-information fusion navigation system 
composed of high-precision inertial guidance, GPS and star 
sensor is an effective way to meet the needs of high-
precision attitude fixing and positioning for high-altitude 
long-haul UAVs. In this paper, based on analyzing the 
principle of star sensor attitude fixing, the combined 
navigation scheme of inertial/GPS/star sensor with 
centralized filter structure is proposed, the GPS 
compensation algorithm is established to solve the lag of 
GPS measurement information output, and the asynchronous 
centralized filter with the separation of time updating and 
measurement updating is designed for the asynchrony of the 
outputs of GPS and star sensor. The simulation results show 
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that the asynchronous centralized filtering algorithm 
proposed in this chapter can effectively fuse multiple 
information to obtain high-precision attitude and position 
information, and can effectively solve the problem of GPS 
measurement output lag. 
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Abstract — The purpose of the work is to experimentally 
evaluate the influence of temperature on the zero offset of 
silicon accelerometers, taking into account the assessment of 
changes in the frequency of the reference oscillator as part of a 
strapdown inertial navigation system. An analysis of the results 
of processing two series of experiments showed a more 
significant dependence of the zero offset of the ADXL320 
silicon accelerometers due to a change in the frequency of the 
reference oscillator when its temperature changes as part of 
the navigation system than a change in the temperature of the 
accelerometers alone. 

Key words - accelerometer, temperature zero offset, inertial 
measurement unit, frequency instability of the reference 
oscillator 

I. ВВЕДЕНИЕ 

Currently, platform or strapdown inertial navigation 
systems (SINS) integrated with a receiver of global 
navigation satellite systems (GNSS) are used to navigate 
various vehicles [1, 2]. The main components of SINS are 
accelerometers and gyroscopes. A well-known feature of 
SINS is the increase in the error in determining coordinates 
and velocities over time. The magnitude of these errors is 
influenced by the instrumental errors of inertial sensors, the 
accuracy of their installation in the block of sensitive 
elements (SE) and the quality of the initial installation of 
SINS [2-6]. Assessing the influence of instrumental errors on 
the accuracy of determining motion parameters allows us to 
correctly formulate the requirements for accelerometers and 
gyroscopes. This ensures the required quality of operation of 
the entire inertial navigation system [7, 8]. 

The literature identifies zero offsets, scaling factor 
conversion errors, and random components in the form of 
white noise. [3]. The zero offset is an additive component of 
the error of the primary measurements of the sensors [3, 6]. 

A preliminary analysis of the literature [2-8] on the study 
of error components of SINS SEs (accelerometers, 
gyroscopes) showed that the influence of instability of the 
frequency of the reference oscillator (RO) as part of the 
SINS on the errors of its measurements is practically not 
taken into account. 

At the same time, only two works analyzed the influence 
of the instability of the time scale of the inertial measurement 
unit on the SINS errors [9, 10]. 

It should be noted that the RO is one of the key elements 
of almost all types and designs of GNSS receivers and 
largely determines the accuracy of this equipment, as well as 
other onboard navigation systems and complexes [1]. 
Currently, most of the RO used in GNSS receivers and SINS 
are quartz.. 

The influence of instability of the RO in GNSS receivers 
on the error in determining coordinates and corrections to the 
time scale has been described and studied by many authors 
[1, 11]. Today, GNSS receiver designers can consciously 
select the type and characteristics of the RO based on their 
requirements. 

The purpose of the work is to experimentally evaluate the 
effect of temperature on the zero offset of a block of three 
silicon accelerometers, taking into account the assessment of 
changes in the frequency of the RO as part of the SINS. 

II. EXPERIMENTS TO ESTIMATE THE 

ACCELEROMETER ZERO OFFSET  

A. Description of the experimental stand   

A special stand was created to conduct experiments to 
evaluate the effect of temperature on the zero offset of 
silicon accelerometers of the ADXL320 type [12] as part of 
the Javad SINS SINS in the laboratory of the Russian 
Metrological Institute of Technical Physics and Radio 
Engineering VNIIFTRI. The block diagram of the stand and 
the view of the SE in the thermostat are shown in Figure 1,2. 

 
Fig. 1.  Block diagram of the experimental stand 

The following abbreviations are used in Figure 1: ADC – 
analog-to-digital converter; RO – reference generator; QSF – 
quantum standard of frequency; PC – personal computer. 

The research was supported by Russian Science Foundation (project 
No. 23-67-10007) https://rscf.ru/en/project/23-67-10007/ 
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As can be seen from the block diagram of the stand, the 
use of a thermostat allows one to evaluate the influence of 
temperature on the RO as part of the SINS and/or 
accelerometers while simultaneously monitoring the 
temperature both inside and outside the thermostat. 

Using this stand, from November 2023 to January 2024, 
two series of experiments were carried out to assess the 
effect of temperature on the relative displacement of the 
zeros of stationary accelerometers, the block of which was 
installed horizontally. 

 
Fig. 2.  View of the SE in the thermostat 

B. Estimation of the zero offset of accelerometers when the 
temperature of only the RO in SINS changes 

In the first series of experiments, the temperature of the 
accelerometer block was stabilized using a thermostat, and 
the temperature of the SINS computing block together with 
the reference generator was changed by changing the 
ambient temperature within the range of 20,12…25,15°С. 
The temperature of the SINS sensitive elements inside the 
thermostat was measured using a PT1000 temperature 
sensor, and the temperature outside the thermostat and the 
SINS computing unit was recorded using a precision 
temperature meter MIT8.30. The measurement time was 
several tens of minutes. At the same time interval, using a 
Pendulum CNT-90XL frequency meter, the frequency value 
of the RO in the SINS was measured relative to an external 
QFS of the NAP-KPN type [13]. Simultaneously with 
measurements of the temperature and frequency of the RO, 
measurements of a stationary block of silicon accelerometers 
were recorded using a PC connected to the SINS interface. 
Thus, the zero offset of these sensitive elements was assessed 
when the temperature of the SINS computing unit changed. 

The results obtained in one of the experiments of the first 
series are presented in figure 3. The acceleration values 
presented in this figure and below correspond to the absolute 
values of the accelerations along the axes, taking into 
account the subtraction of the first value in a series of 
measurements. Thus, the results presented are incremental 
accelerations relative to the first values in a series of 
measurements. 

 
Fig. 3.  Estimation of zero offset of thermally insulated accelerometers 
when the reference generator is heated 

C. Estimation of the zero offset of accelerometers when the 
temperature of only accelerometers changes 

In the second series of experiments, only the block of 
sensitive elements inside the thermostat was subjected to 
periodic heating within the range of 25.17...30.1°C. As 
before, temperature measurements were carried out inside 
and outside the thermostat, and the frequency value RO of 
the SINS was also measured relative to the external QSF. 
Recording of readings from a stationary block of silicon 
accelerometers, as in the first series, was carried out using a 
PC on a single time scale. The measurement results obtained 
in one of the experiments of the second series are presented 
in Figure 4. 

 
Fig. 4.  Estimation of zero offset during heating of accelerometers and 
thermal stabilization of the RO 

III. PROCESSING THE RESULTS 

The sample correlation coefficient was chosen to assess 
the proximity of the zero offset of the accelerometers and the 
temperature change inside and outside the thermostat with 
the accelerometer block, as well as the frequency of the RO 
built into the SINS. 

The values of the sample correlation coefficient of the 
above measured values were calculated identically in 
accordance with [14]. As an example, the expression for 
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calculating the sample correlation coefficient between the 
accelerometer zero offset and the change in the frequency of 
the RO of the SINS: 

                           2 2

( ) ( )

( ) ( )

i i
i

i i

a a f f

a a f f

  


 



 
 ,                      

(1) 

where ia  - acceleration value measured at the i-th 

moment of time; a  - average acceleration calculated for a 

given sample; if  - frequency value of the RO in SINS, 

measured at the i-th moment of time; f  - average frequency 
of the reference oscillator in SINS for a given samples.  

To assess the reliability of the sampling coefficient using 
formula (1), the following expression was used [15]: 
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where n – number of measurements. 

A correlation coefficient close to 1 will indicate a strong 
linear dependence of the zero offset of stationary 
accelerometers and the frequency of the RO in the SINS, the 
change of which is mainly determined by the change in the 
temperature of this RO. 

IV. DISCUSSION 

The results of processing two series of experiments when 
the temperature changes only the RO in the SINS (1st series) 
and the temperature changes only the accelerometer block 
(2nd series) are summarized in Tables 1 and 2. 

Table 1 presents the calculated values of the sample 
correlation coefficients of the acceleration increment relative 
to the change in the temperature of the SINS (T1) and relative 
to the change in the temperature of the accelerometer block 
inside the thermostat (T2). 

Table 2 presents the calculated values of the sample 
correlation coefficients of the acceleration increment relative 
to the change in the frequency of the RO as part of the SINS. 

TABLE I.  

Series of 
meas./ 
axis 

Num. 
of 
meas. 

Range of 
change  
T1, ºС 

1T  
Range of 
change 
 T2, ºС 

2T  

Heating if RO  
1.1/x 2000 20.12-25.15 0.97 25.25-24.8 0.42 

1.1/y 2000 20.12-25.15 0.96 25.25-24.8 0.36 

1.1/z 2000 20.12-25.15 0.97 25.25-24.8 0.38 

1.2/x 1000 20.12-22.48 0.98 24.8-25.1 0.33 

1.2/y 1000 20.12-22.48 0.97 24.8-25.1 0.40 

1.2/z 1000 20.12-22.48 0.97 24.8-25.1 0.38 

Heating of accelerometers  

2.1/x 864 21.4-21.6 0.09 25.17-28.11 0.28 

2.1/y 864 21.4-21.6 0.08 25.17-28.11 0.29 

2.1/z 864 21.4-21.6 0.04 25.17-28.11 0.40 

2.2/x 464 21.6-21.7 0.08 25.61-30.1 0.35 

2.2/y 464 21.6-21.7 0.05 25.61-30.1 0.15 

2.2/z 464 21.6-21.7 0.03 25.61-30.1 0.33 

TABLE II.  

Series of 
meas./ 
axis

Num. 
of 
meas.

Range of 
change  
T, ºС 

  s  
Interval estimation 

(p=0.99) for   

1 Heating if RO  
1.1/x 2000 20.12-25.15 0.93 0.008 0.91…0.95 

1.1/y 2000 20.12-25.15 0.95 0.007 0.93…0.97 

1.1/z 2000 20.12-25.15 0.92 0.009 0.90…0.94 

1.2/x 1000 20.12-22.48 0.97 0.008 0.95…0.99 

1.2/y 1000 20.12-22.48 0.97 0.008 0.95…0.99 

1.2/z 1000 20.12-22.48 0.96 0.009 0.94…0.98 

2 Heating of accelerometers  

2.1/x 864 25.17-28.11 0.19 0.033 0.1…0.27 

2.1/y 864 25.17-28.11 0.09 0.034 0.02…0.18 

2.1/z 864 25.17-28.11 0.16 0.034 0.07…0.25 

2.2/x 464 25.61-30.1 0.26 0.045 0.14…0.38 

2.2/y 464 25.61-30.1 0.026 0.046 0…0.14 

2.2/z 464 25.61-30.1 0.23 0.045 0.11…0.31 

 
A comparative analysis of the sample correlation 

coefficients presented in Table 1 shows a significant 
influence on the zero offset of the accelerometers of the 
temperature RO of the SINS, and not the temperature of the 
accelerometer block inside the thermostat. 

Analysis of the results of measurement processing (Table 
2), obtained in the 1st series of experiments, shows a strong 
connection between the zero offset of stationary 
accelerometers and the change in the frequency of the RO of 
the SINS, when the temperature of this generator changes. 
On the other hand, heating only the stationary block of 
accelerometers has virtually no effect on the zero offset of 
the accelerometers, provided that the frequency of the built-
in reference oscillator (2 series) is stable. 

It should be noted that if the zero offset of the 
accelerometers (1st series of experiments) is interpreted due 
only to changes in the temperature of the SINS as a whole, 
then the observed zero offset of the ADXL320 type 
accelerometer (see Fig. 3) correspond to the zero offset 
versus temperature from the specification for this type 
accelerometers [12]. 

CONCLUSION 

Analysis of the results of both series of experiments has 
shown that for silicon accelerometers ADXL320, a change in 
the frequency of the RO as part of the SINS Javad with a 
change in temperature has a stronger effect on the zero offset 
of the accelerometer than a change in the temperature of the 
sensitive elements alone. 

It should be assumed that the discovered effect of 
correlation between the zero offset of the sensitive elements 
and the change in the frequency of the RO as part of the 
SINS will be observed for other types of inertial sensors that 
use ADCs and OR without stabilizing the frequency. 

For sensitive elements with a discrete (digital) interface, 
the models of systematic and noise errors of the SINS must 
be supplemented with parameters that take into account the 
change in the frequency value of the reference oscillator and 
the shift in the time scale of the measuring unit. Without an 
adequate model of SINS measurements and their errors in a 
common time scale with GNSS signal receivers, the effect of 
close integration cannot be obtained. 
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Abstract — The problem of integrating a Strapdown Inertial 
Navigation Systems (SINS) with a global navigation satellite 
system (GNSS) and a Doppler speed sensor (DSS) for ground-
based mobile objects (GBO) has been solved. In order to 
increase the noise immunity of the integrated navigation system 
under interference conditions, a tightly coupled scheme was 
chosen that does not impose a strict limit on the number of 
visible satellites. A stochastic model of the navigation system in 
the form of an "observer object" has been constructed for the 
selected instrument composition and estimation algorithms have 
been synthesized to ensure the required accuracy of GBO 
navigation both in integrated mode and in the absence of GNSS 
signals. The results of simulation modeling are presented. 

 
Keywords — strapdown inertial navigation systems, global 

navigation satellite system, Kalman filter  

I. INTRODUCTION 

The problem of creating GBO navigation systems that 
ensure the required accuracy of determining all navigation 
parameters in both autonomous and integrated modes (using 
GNSS signals) is highly relevant [1, 2]. 

Solving this problem becomes significantly more difficult 
under conditions of interference of various physical natures 
and especially when GNSS signals disappear in conditions of 
dense urban development, complex terrain, tunnels and 
interference caused by the passage of the signal through the 
ionosphere, troposphere [3].  

The accuracy of GNSS also depends on the composition 
of the satellite constellation, ephemeris support, 
measurement noise of the GNSS receiver and GBO speed, 
and possible re-reflections of the GNSS signal at the 
receiving point [4]. The low rate of information output by 
modern GNSS receivers also hinders the effective solution of 
the GBO navigation task [5]. 

Intellectual interference is a separate problem [6-8]. To 
date, a number of methods have been developed to simulate 
true GNSS signals [9]: 

 emission of rangefinder codes similar to GNSS 
signals, leading to incorrect estimates of the 
consumer's location and time; 

 emission of signals from non-existent satellites; 

 overlapping of the visible satellite signal with noise 
from the false satellite signal. 

The existing disadvantages of GNSS and SINS lead to the 
widespread use of integrated navigation systems. In well-
known practical applications, the following schemes for 
integrating GNSS readings with SINS are usually used [10, 
11]: 

1) separate, 

2) loosely coupled,  
3) strongly coupled; 
4) a deep integration mode. 
To solve the problem of GBO navigation, we will 

consider a strongly coupled scheme, since it does not involve 
significant modification of the instrument complex. In 
addition, to implement it, it is enough to have the readings of 
only one satellite [10-17]. Modern navigation algorithms 
based on a strongly coupled scheme involve the use of linear 
SINS error equations [10, 11]. Their application leads to 
methodological errors due to the loss of nonlinear 
relationships. This approach ensures the required accuracy of 
solving the problem of navigation of a wide class of GBO 
only for a limited time interval [10]. 

The purpose of the work. Based on a strongly coupled 
scheme for integrating stochastic readings of GNSS, INS and 
DSS, to work out a new algorithm for solving the GBO 
navigation problem that does not require linearization of its 
state equations. 

 

II.  CONSTRUCTION OF STOCHASTIC EQUATIONS OF THE 

STATE VECTOR OF THE GBO NAVIGATION SYSTEM IN THE 

FORM OF AN "OBJECT"  

  
We will introduce into consideration the following 

coordinate systems (CS): the instrument CS (ICS) J 0xyz, 
Earth-centered inertial (ECI), the Earth-centered earth-fixed 
(ECEF) and the accompanying CS (ACS) OXYZ. The 
orientation of the entered CS is given in [18]. 

The GBO navigation system includes SINS, built on the 
basis of three orthogonal accelerometers and three orthogonal 
angular velocity sensors (AVS), a two-axis DSS, and a GNSS 
signal receiver. 

The interference of inertial and non-inertial sensing 
elements will be approximated by white Gaussian noise with 
zero mean and known intensity. Next we will use Euler 
angles as kinematic parameters. Their application is not a 
fundamental limitation for the proposed approach. If 
necessary, other kinematic parameters can be used instead of 
Euler angles, for example, the Rodrigue-Hamilton 
parameters, the matrices of guide cosines, the Cayley-Klein 
parameters, the Lushe numbers, the vector of final rotation, 
etc. [18] 

The orientation of the instrument trihedron relative to the 
inertial one is described by a system of kinematic Euler 
equations [18] 
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where  ,  ,   – Euler angles, 
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γα,Φα ,  Tzyx Jω – the 

vector of the angular velocity of rotation ICS relative to ECI..  
To determine, Jω  we will use the indications  

 Tdzdydx ZZZdZ  AVS .  

Following [19], the AVS output signals are represented as 

dddJ WmZω  ,                             (2) 

where    T
dzdydx mmmdm  the expectation vector of the 

zero offset AVS;  Tdzdydx WWWdW – the AVS 

interference vector approximated by NW with zero mean and 
intensity matrix  dD . 

Taking into account (2), the Euler equations (1) take the 
form (3) 
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The orientation of ACS relative to ECI can also be found 
by integrating the Euler equations: 
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where     GBO latitude,    GBO longitude,    azimuth 

of axis Y  in ACS,  
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χ,Φ , 

   T
ZYX SSSSω  angular velocity vector in ACS. 

To build the projection SX  and SY  angular velocity 

of ACS, we will use the DSS readings xDZ and yDZ .  

Projections xV , yV  , expressed in terms of DSS readings 

have the form:  

xx DDx WZV  ,                            (5) 

yy DDy WZV  , 

Measurement interference included in (5) DSS xDW , 
yDW   

can be described by a system of differential equations (6) 
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0
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where 00 DyDxDD ,f,f,ff yx   known functions, xD ,
yD  

– NW with zero average and known intensities xDD  and 

yDD . 

For the final definition of the SX  and SY  projections we 

will use projection zV  , which is not known yet. As a result, 

we will have:  
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where ijС   ij - the matrix component   ,,,,,С , 

determining the orientation of the instrument trihedron 
relative to the maintainer  
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From the basic equation of inertial navigation, written for the 
rotating Earth, we determine the SZ  and zV  projections in 

the form of: 
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where  Tzуx aaaa  – acceleration vector in ICS,  

 TZYX SΩ   the vector of the angular velocity of 

the Earth rotation, which projections for the selected 
orientation of the ACS axes can be represented as: 

 sincosX , 

 coscosY ,                               (9) 

 sinZ , 

 TZYX gggSg  –  the gravity acceleration vector in ACS, 

which projections for the selected ACS orientation have the 
form: 

   sinsincos2 hrg X , 

   sincos2 hrgY ,                           (10) 

    ,,2cosg 0
2

Z hrghr , 

  3,1, iiС ,  i - the row of the matrix C . 

From the second equation (8) we find the projection SZ  

Accelerometer output signal yZ  has the form: 

yyy WmZa  y ,                                (11) 

where yZ  – the output signal of the accelerometer, which 

sensitivity axis is directed along the axis y ICS,  
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ym –  mathematical expectation of accelerometer zero offset 

yZ , yW   interference at the output of an accelerometer 

which sensitivity axis is directed along the axis y ICS. 
Taking into account the DSS readings xDZ ,

yDZ  and 

(6),  projections yx VV  ,  can be written as (12) 

x0x DD  DxDx ffZV x
 ,                   (12) 

y0y DD  DyDy ffZV y
 . 

The performed constructions allow us to record the angular 
velocity projection ACS SZ  in the form of: :  
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  3,1, i
iTС ,  i -the row of the matrix TC . 

Using the DSS readings, we obtain the equation for 
determining the height h  (14) 
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To construct the GBO equations in a closed form, we find 
the projection zV  from the third equation  (8) 
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Combining the equations (1-15), we write the SINS state 
equations in the form: 
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Or in vector-matrix form 
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From the first equation (8) we obtain the equation of the 

“observer”: 
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 Or in a vector-matrix form 
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 ,                      (17) 
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III.  SYNTHESIS OF A NONLINEAR STOCHASTIC FILTER OF THE 

AUTONOMOUS SINS, TAKING INTO ACCOUNT THE 

CORRELATION OF THE "OBJECT" AND THE "OBSERVER" NOISE 

Since in the considered autonomous GBO SINS, the 
"object" and the "observer" noises are correlated, we 
represent (16) for the autonomous evaluation of the SINS 
state vector as (18) 
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Let's introduce intermediate variables 
      ,tY,FtY,FtY,γ 02011       tY,H0tY,γ 02  , 

 TTT
1 ζξη .                                 (19) 

Taking into account (18) and (19), the equations of state 
of the autonomous SINS, written in the form of "object" (16) 
and "observer" (17), take the canonical form (20) 

   ηtY,γtY,FY 1 ,                          (20) 

   ηtY,γY 2 tHZ , , 

And the equations of nonlinear stochastic filtering of 
autonomous SINS take the form (21) [20] 
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The application of equations (21) solves the problem of 
autonomous estimation of angular and linear phase variables 
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of the SINS state vector.  However, during over a long period 
of time, the use of (21) leads to an increase in estimation 
errors of all the components of the SINS state vector. In this 
regard, in order to solve the problem of navigation over a long 
time interval, it becomes necessary to use the readings of the 
GNSS signals receiver [21].  

 

IV.  SYNTHESIS OF A STOCHASTIC MODEL OF SATELLITE 

MEASUREMENTS 

In order to construct an observation equation that provides 
the required accuracy of estimating the entire state vector of 
the GBO navigation system, we will use GNSS code and 
Doppler measurements. 

According to [4], the equations of code measurements 
have the form: 

      ZRсссR WZ  222 ,            (22) 

where  ccc ,,  satellite coordinates in ECEF,  ,,  

GBO coordinates in ECEF, ZRW  interference of code 

measurements described by NW with zero mean and variance 
 tDZR . 

And for Doppler measurements VZ : 
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222 , 

where  ccc VVV ,,  projections of the satellite velocity 

vector on the ECEF axis,  VVV ,,  projections of the 

GBA velocity vector on the ECEF axis. 
To express the phase variables SINS through GNSS 

readings, we express the orientation of ACS through ECI [20]  
  ,sincos  hr    ,sin hr     coscoshr  (24) 

and substitute the result in (22). As a result, we get: 
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The vector  TVVV GV  can be expressed in terms of 

a vector  TZYX VVVSV  as: 
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It follows from (26) that 
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Taking into account (27), the information model of 
Doppler measurements takes the form (28): 
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or in a compact form 
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or in vector-matrix form 
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In a compact form (30) takes the form (31): 
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where ...2,1k   
The constructed observer (31) allows, following [22], to 

write down the equations of stochastic filtering of the 
integrated navigation system 
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The filter (21) is used in the sections of the SINS 
autonomous traffic when there is no GPS signal, and the filter 
(32) when there is a GNSS receiver reading. At the same 
time, the final estimates (21) were the initial conditions (32). 
Accordingly, after the GNSS signals disappeared, the final 
conditions (32) were the initial conditions for (21). 

The use of stochastic filters (21) and (32) makes it 
possible to solve the problem of integrating SINS with GNSS 
using a strongly coupled scheme. 

V. SIMULATION RESULTS 

In order to test the effectiveness of the proposed approach 
to the construction of an integrated navigation system, 
simulation modeling of equations (21) and (32) in the 
ENGEE environment was carried out over a time interval of 
 2000;0t seconds. 

The ENGINE program is specially designed for 
simulation modeling of dynamic systems using the 
methodology of model-oriented design [23]. 

The initial conditions for modeling an instrument 
trihedron relative to an inertial one were defined as: 

4
,

5
,

3 000








 . 

The initial conditions for modeling the accompanying 
trihedron relative to the inertial one were set as follows: 

3
,

4
,

5 000








  

The parameters of the linear motion of the GBO were set 
by differential equations in projections on the ASC axis 

   ttVX 25,0cos101,0exp200  , 

   ttVY 25.0sin5exp100  , 

   ttV 1.0sinexp10Z  . 

The noise intensities included in the stochastic filtering 
equations (21), (32) were determined based on the achieved 
level of instrumentation and were calculated for: 
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accelerometers −  225m/s10 , DSS -  2m/s5.0 , AVS – 

 271/s10 , GNSS code measurements –  2m5 , Doppler 

measurements of GNSS -  2m/s2.0 .  

During simulation GNSS signals were absent on the 
100th, 300th, 700th, 1200th and 1500th seconds in a time 
interval of 10 – 30 seconds. 

The fourth-order Runge-Kutta method was used to 
integrate the filtering equations (21). The integration step was 
chosen s01.0 t equal as quite sufficient for navigation and 

control of most GBOs. 
The solution (32) was implemented in steps of 1 sec. This 

step corresponds to the rate of information output by most 
modern GNSS receivers. 

The estimation errors were calculated as the difference 
between the GBO model motion (obtained without taking 
into account the noise of the sensitive elements) and the 
estimates obtained at the output of the filtering algorithm. At 
the end of the modeling interval, the estimation errors were: 
by orientation angles – 0.1%, according to the projections of 

the GBO velocity vector  ZV 7%, %,8,5XV  %,5YV  

by longitude – 710*3   radian, by latitude – 710*5,3   radian.  
Thus, the results of simulation modeling indicate the 

possibility of effective use of the algorithm described in the 
article for integrating inertial and radio engineering sensing 
elements according to a strongly coupled scheme in GBO 
navigation systems for various purposes. 

VI.   CONCLUSION 

Based on the use of continuous and discrete stochastic 
filters, the problem of integrating SINS with GNSS using a 
strongly coupled scheme is solved. The proposed algorithm 
provides an assessment of all phase variables of the GPS 
navigation system both in the presence of GNSS signals and 
in their absence. 

The application of the proposed algorithm in existing and 
promising GBO navigation systems will, on the one hand, 
improve the accuracy of their positioning in conditions of 
internal and external disturbances, and, on the other hand, it 
can be implemented with minimal modifications to the 
measuring complex of the integrated navigation system under 
study. 
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Abstract— The paper considers the free attitude motion of 
a gyrostat satellite under the action of periodic piecewise 
continuous perturbations. The chaotic dynamics of the satellite 
is analyzed using the analytical Melnikov method. The fact of 
occurrence of chaotic modes of the gyrostat satellite motion 
using Poincaré sections is proved. And an algorithm for 
numerical analysis of chaotic dynamics is also developed. 

Keywords— gyrostat-satellite, separatrix, Melnikov method, 
Poincaré section, chaotic dynamics. 

I. INTRODUCTION  

Chaotic modes of motion are among the important and 
under-researched phenomena in the perturbed dynamics of 
gyrostat-satellites. These regimes can cause unforeseen 
situations during space missions or lead to their complete 
failure. Therefore, it is important to consider such regimes in 
the design of real space systems. 

The main reason for the emergence of chaotic dynamics 
is the complication of the phase space structure in the 
neighborhood of unperturbed separatrix. The chaotic 
behavior of the system can be detected using the Melnikov 
method [1]. It is based on obtaining a function whose zeros 
indicate the fact of multiple crossing of split separatrix. The 
research of a symmetric gyrostat satellite with internal 
harmonic perturbations using the classical Melnikov method 
is considered in [2]. In [3,4] a formalism for computing the 
Melnikov function for multidimensional systems taking into 
account different types of perturbations was constructed. 
Melnikov-Wiggins method was applied in [5-7]. For 
example, a case with small dynamic asymmetry of the rotor 
is considered in [5]. In [6] the models of the dynamics of 
angular motion of a spacecraft with a rotor under different 
types of perturbations and asymmetry are considered in 
detail. The work [7] is a continuation of [6], an overview of 
chaotic dynamics is given and the Melnikov-Wiggins 
formalism is applied. In [8] a modified Melnikov method is 
used to research the dynamics of nanosatellite orientation 
with perturbation dissipation. 

Also, various numerical methods are used to analyze 
chaotic dynamics, in addition to analytical study. In [2,5,8], 
the method of Poincaré sections is used to detect chaotic 
layers near unperturbed separatrix. In [9], a method for 
numerical and analytical computation of perturbed separatrix 
based on the application of Matrizant theory was developed. 
That allows numerically to construct the decoupled forms of 
separatrix with accuracy up to the first order of smallness of 
the perturbation. 

In this paper, a multivariate analysis of chaotic modes of 
motion under the action of internal piecewise continuous 
perturbations is carried out. Such interference may occur in 
the internal motor circuit of the system due to errors in the 
angular velocity sensor. A comparison of approaches to the 
realization of the Melnikov method when approximating the 
perturbation by Fourier series and representing it as a 
piecewise continuous function is given. A numerically-
graphical algorithm for determining the chaotisation of the 
dynamics has developed. 

II. MATHEMATICAL MODEL 

The free attitude motion of a gyrostat satellite relative to 
the center of mass consisting of a carrier body and a rotor is 
considered. The carrier body has a triaxial inertia tensor and 
the rotor is a dynamically symmetric body. We introduce the 
following coordinate systems: 

OXYZ is an inertial coordinate system; 1 1 1Ox y z  the 
connected principal system of coordinates of the carrier 
body; 2 2 2Ox y z  the connected principal system of coordinates 

of the rotor. The 1Oz and 2Oz axes coincide.  

Using Euler's dynamic equations, the motion with respect 
to the center of mass is described for a system with four 
degree-of-freedom [2]: 

2

2

( ) 0,

( ) 0,

( ) 0,

.

Ap C B qr q

Bq A C pr p

Cr B A pq

M 

    
     
     
 






 (1) 

where , ,p q r  are components of angular velocity of the 
carrying body in the coordinate system;  -the rotor angular 
velocity relative the carrier body; 2 2 2 2[ , , ]I diag A B C  - 
inertia tensors of the supporting body in the connected 
coordinate system 2 2 2Ox y z ; 1 1 1 1[ , , ]I diag A B C -rotor inertia 

tensors in the coupled coordinate system 1 1 1Ox y z  

1 2 1 2 1 2, ,A A A B A B C C C       - are the principal 
moments of inertia of the system of coaxial bodies in the 
coordinate system connected with the carrier body; M  - is 
the internal torque of the coaxial bodies interaction; 

1( )C r     the longitudinal angular moment of the rotor. 

 The satellite-gyrostat is a dynamically symmetric body 
hence the moments of inertia 1 1A B . Suppose that there is 
no interaction between the two bodies, then there exist 
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explicit analytic heteroclinic solutions [2], which are 
necessary to apply the classical Melnikov method: 
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With a set of constants that depend only on the initial 
conditions of motion and moments of inertia: 
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 For the purpose of further analysis and numerical 
modeling in order to apply Melnikov's method [1], we will 
pass to the Hamiltonian form of writing down the equations 
in Andoyer–Deprit variables [10]. This will allow the 
transition from a system with four degrees-of-freedom to a 
system with one degree-of-freedom, which is necessary to 
apply the classical Melnikov method. The motion of the 
system is described by the angles 2 3, ,l   which characterize 
the rotations with respect to the axis OZ  in the directions of 
the kinetic momentum of the system and the axis 1,2Oz , 

respectively, and their generalized impulses 2 3, ,L I I  . Then 
the equation of the system in Andoyer–Deprit variables looks 
as follows: 

( , ) ( ),

( , ) ( ).

L L

l l

H
L f l L g t

l
H

l f l L g t
L
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(2) 

with functions 
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where 
1

B A
 


. 

III. MELNIKOV METHOD 

Consider the perturbed motion of the system at the 
moment when the spinning of the rotor is completed and it 
has assumed a constant angular velocity and a constant 

angular momentum corresponding to it. A perturbing internal 
moment occurs in the engine control system: 

 arcsin(sin )M t     (3) 

when   - small parameter,   is the frequency of the 
disturbance. 

A. Approximation of the perturbation by Fourier series 

Since the perturbation (3) is a piecewise continuous 
periodic function, it is decomposable in Fourier series. After 
substituting the perturbation into the last equation of the 
system (1), the analytical solution for the rotor kinetic 
momentum is obtained: 

 
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where  
3

4( 1)

(2 1)

n

nb
n


 

 
 - Fourier series coefficient, C  is 

the constant of integration. 

  The Melnikov function for the considered system with 
account of the perturbation (4) takes the form: 
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Figure 1 shows the integrals ( )
1

nJ  and ( )
2

nJ , represented as 
areas of curvilinear trapezes bounded by integrand functions. 
The function ( )g t  (Fig. 1a) is odd and decays rapidly to 

zero value. The integrals ( )
1

nJ as seen in Fig.1b tend to zero, 

and the integrals ( )
2

nJ  (Fig.1c) tend to some constant nR . 

 

Fig. 1.  Improper integrals 

Then the Melnikov function takes the next form: 
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 0 0
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( ) sin 2 1
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n n
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M t AB R b n t


       (5) 

 Function (5) has a simple polyharmonic form, which 
implies the presence of an infinite number of simple zeros. 
This proves the fact of splitting of separatrix at the presence 
of a small periodic perturbing internal momentum and hence 
the appearance of a chaotic layer near separatrix. 

B. The representation of the perturbation as a piecewise 
continuous function 

 In additional to the analysis of the perturbation by Fourier 
series approximation, we can consider the perturbation (3) as 
a piecewise continuous function. And then (3) can be written 
in the form: 

1( 1) ( ), (2 1) (2 1),
2 2

nM n t n t n


 
         

 
 

where n . 

The Melnikov function after transformations looks as 
follows: 
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The function ( )g t , as it was said earlier, is odd and decays 

rapidly to zero, hence the integral 2J tends to zero. The 

integral 1J as the area of a curvilinear trapezoid bounded by 
the integrand tends to some constant R , and the integral 

3J as the area of a curvilinear trapezoid bounded by the 
integrand tends to zero. 

 Finally, the Melnikov function assumes the form: 
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 (6) 

where n .  

Function (6) has an infinite number of simple zeros, which, 
as it was said earlier, shows the fact of separatrix splitting 
and the appearance of the chaotic layer. 

IV. NUMERICAL ANALYSIS 

In addition to the analytical study, numerical tools are 
used to detect the chaotic behavior of the system. Numerical 
integration of system (2) under the action of perturbation of 
the form (3), was carried out with the given parameters of the 
system: 

2 2 2 2
1 1 2 2

2
2

2 2

5 , 4 , 15 , 8 ,
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       


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The chaotic layer can be illustrated using Poincaré cross 
sections. Poincaré sections show the phase space of the 
system at times with integer perturbation period. Comparing 
the Poincaré sections in the Andoyer–Deprit variable space 
for unperturbed (Fig. 2) and perturbed (Fig. 3) systems, one 
can observe the appearance of a chaotic layer near the 
separatrix. 

 

Fig. 2.  Poincaré section of the unperturbed system 

 

Fig. 3.  Poincaré section of the perturbed system 

The chaotic nature of the system, is also illustrated using 
the perturbed phase trajectory. In Fig. 4 shows a change in 
the behavior of the phase trajectory near the separatrix in the 
presence of perturbations, expressed in a chaotic change of 
phase zones from oscillation to rotation. 
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Fig. 4.  Phase trajectories, 1 - unperturbed motion, 2 - perturbed motion 

To analyze chaotic dynamics, an algorithm is developed 
to plot the evolution of the phase trajectory near the 
separatrix in the presence of perturbations. The numerical 
solution of the system of differential equations (2) in the 
absence of perturbations is obtained. Each point of the 
obtained phase trajectory serves as a set of initial conditions 
for further integration of system (2) with perturbation (3) on 
the time interval  0,t T . After integration in the forward 

time direction we obtain an unstable manifold of the phase 
trajectory, and in the reverse direction we obtain a stable 
manifold. The obtained solutions allow us to determine all 
possible intersections of the split manifold.  Figure 5 shows 
the multiple intersection of the stable and unstable manifolds 
of the perturbed trajectory taken near the separatrix. 

 

Fig. 5.  Split phase trajectory, 1 - unstable manifold, 2 - stable manifold 

CONCLUSION 

In this research the dynamics of gyrostat satellite motion 
under the action of piecewise continuous perturbations has 
been considered.  The emergence of chaotic modes of motion 
under the action of internal periodic piecewise continuous 
perturbations is shown analytically using the Melnikov 
method. The analysis when describing the perturbations in 
the form of Fourier series and representing them as piecewise 
defined functions gave the same result, the presence of zeros 
of the Melnikov function, but the analysis when 
decomposing the perturbations into Fourier series is simpler 
to implement, since the representation of such functions as 
piecewise continuous functions is not always possible. The 
chaotic motion was also confirmed numerically using 
Poincaré cross sections and phase trajectories. A numerical 
algorithm for the construction of split phase trajectories was 
developed. 
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Abstract—The paper develops a technique for intercepting 
targets moving along prescribed trajectories in the field of 
attraction of a single attracting center in space. The problem is 
considered in a pulse formulation. The interception is 
performed by a single controlled object. The problem 
formulation is taken from 9th global trajectory optimization 
competition. The problem of bypassing a group of targets is 
considered as a dynamic traveling salesman problem. 

Keywords—flight chain, Lambert problem, dynamic traveling 
salesman problem, impulsive formulation, Kessler syndrome, 
trajectory optimization, spacecraft flight optimization 

I. INTRODUCTION 

The problem of alternating traversal of a set of targets by a 
group of guided objects – interceptors is currently topical. 
Controlled objects can be both manned and unmanned. A visit 
to one target may consist of servicing it, such as making 
repairs, or delivering cargo to the target, such as refueling. In 
the space it is also possible to extract resources, collect samples 
or install special equipment, see [1] for problem statements. 

Such tasks involve the development of rather 
cumbersome missions in which the order of interceptors to 
targets and the trajectories themselves must be determined, 
and they can be broken down into subtasks:  

1) building an elementary operation – servicing one 
regular target with one interceptor; 

2) planning of individual bypass plans – construction of 
flight chains for one controlled object; 

3) implementation of the entire mission by the 
interceptor team – planning a set of plans to bypass the 
entire set of targets. 

Various merit functions or ordered vector criteria may be 
considered in different problem statements, e.g., it may be 
necessary to visit all targets at least once or to visit the 
maximum number of targets (it is not always possible to 
intercept all targets), each target may be necessary to visit at 
most once or at least twice [1]. 

This paper investigates the problem from the 9th 
international Global Trajectory Optimization Competition 
(GTOC) [2]. 

It is believed that the safety of low-Earth orbit operation 
is undermined by the possibility of the Kessler syndrome. 

In this case, we consider a set of 123 orbital objects – 
space debris whose removal will restore the possibility of 
safe operation in this orbital environment and reliably 
prevent the Kessler syndrome. 

The competition required planning a series of missions 
capable of removing all specified critical debris in sun-
synchronous orbits while minimizing total cumulative cost. 
The point of servicing the target in the context of the 
competition was to deliver a special package to the debris, 
taking it later automatically out of the orbit of an artificial 
Earth satellite. 

The study develops the construction of an elementary 
operation and flight chain for a single guided object. 

II. PROBLEM STATEMENT 

The orbits of the 123 debris to be intercepted are given in 
osculating elements. This makes it possible to calculate the 
coordinates and velocities of the debris analytically after 
numerically solving the Kepler equation for any moment in 
time. 

The orbits of the debris themselves are close to circular, 
and differ little in altitude and inclination, but have 
significantly different longitudes of the ascending node. 

All debris must be intercepted. Any number of 
spacecrafts can be used to intercept, but it is mostly 
advantageous to use as few as possible. If some debris is not 
part of the series of missions built, it is assumed to be 
eliminated by a separate single mission, which is inefficient 
according to the task optimization criterion. The maximum 
fuel reserve of a single spacecraft is limited, and it is 
impossible for one spacecraft to fly around all the debris. 

Each spacecraft is a material point, the equations of 
motion take into account the 2nd zonal harmonic, 
responsible for the non-sphericity of the Earth. 

The system of differential equations describing the passive 
motion of the spacecraft between control actions is as follows: 

2 2

23 2

3
1 1 5 ,

2
eqrx z

x J
rr r

                  
  
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Fig. 1. Schematic of a 3-pulse maneuver. Here  so  – start orbit, fo  

– finish orbit,  l  – line of nodes, 0 – first maneuver impulse, taking 

the spacecraft from the orbit of the first debris,  1  – second impulse, 

turning angle of the orbit plane, 2  – third impulse, equalizing the 

spacecraft speed with the speed of the second debris, two elliptical 
pieces of the flight path between the debris are shown in red and 
orange. 
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  
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                  
  

where ,  ,  x y z   – spacecraft coordinates, r  – distance to 
the Earth's center,   – gravitational parameter of the Earth,  

eqr  – average equatorial radius of the Earth, 2J  – given 

coefficient of the second zonal harmonic of the Earth's 
gravitational potential. 

The spacecraft is controlled by pulse actions, after each 
pulse the mass of the spacecraft changes according to 
Tsiolkovsky's formula. 

The merit function of the problem J :  

 201 i

n

dryi
J mc m



       

reflects the final cumulative cost of all missions and is 

subject to a fixed multiplier 6
2

2.0 10
MEUR

kg
   , the cost 

of mass of each i -th spacecraft for the mission 0i drym m , 

the number of the spacecrafts n  and the bonus coefficient c , 
which responds for the time of finding a solution to the 
problem. 

A minimum of 5 days must be spent on each debris to 
install the special package. After leaving one debris, the 
spacecraft must fly to the next one within 30 days. The total 
mission duration is limited to 8 years. 

The current research considers the construction of chains 
of consecutive flights to the debris by a single spacecraft. 

III. SOLUTION METHOD 

The described problem is NP-hard and it was considered 
as a dynamic traveling salesman problem (MT-TSP) [3]. 
Finding the trajectory between two debris was chosen as an 
elementary operation, which was determined in 2 stages: 

1) Fast calculation of the transition between two debris 
in a simplified formulation in the central Newtonian force 
field. 

2) Trajectory refinement by the shooting method taking 
into account the 2nd zonal harmonic using the modified 
Newton method and the Runge-Kutta method of order 8 
based on the Dorman-Prince calculation formulas with 
automatic step selection. External optimization based on the 
gradient method can be used to refine the start and finish 
moments of time. 

The first stage is necessary to gain an understanding of 
which debris is feasible to fly between at all, since highly 
energy disadvantageous flights will not yield an acceptable 
aggregate solution.  

Two possibilities for implementing the stage 1 maneuver 
were considered in this work. First, a discrete enumeration of 
start and finish points in the orbits of the debris, between 

which the flight was planned, was performed with a given 
time step. 

Then, based on the obtained points, the corresponding 
Lambert problems were formed and solved on the basis of 
the universal Kepler equation to obtain two-pulse 
trajectories. This approach turns out to be justified when the 
transition is close to coplanar. And, secondly, the 
construction of a three-pulse transition with an additional 
impulse on the line of nodes for orbital rotation, 
schematically depicted in Fig. 1. 

Lambert problems are convenient because they have 
solutions for any correct set of parameters, their solving can 
be reduced to finding the root of a nonlinear function from 
one variable, and do not produce any computational 
difficulties. In this paper, the Lambert problems were solved 
numerically by a modified Newton method based on the 
universal Kepler equation [4]. 

The first stage of the elementary operation construction 
was used to construct the flight chains, while the second 
stage was used to refine the resulting trajectories so that they 
satisfy the complicated mathematical model of the original 
problem. 

MT-TSP problem of the intercept chain construction was 
solved by beam search, which is some combination of depth 
and width search, as it was necessary to reduce the search 
considerably. It is not possible to solve the problem by a 
complete search of all possible combinations in a reasonable 
time. 

For the selected first debris, a tree of possible further 
flights was built based on the calculation of the 
corresponding elementary operations, but only a limited 
number of branches promising in terms of local and total 
characteristic costs of flights were unfolded. 
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The tree is completed when the spacecraft's fuel supply is 
depleted. After that, the elementary operations that make up 
the flight chain are recalculated in the original more accurate 
mathematical model. 

IV. RESULTS 

The paper develops a method of elementary operation 
construction in the conditions of the considered problem 
formulation and flight chain for one spacecraft. 

At first, elementary operations are calculated as fast as 
possible in a simplified mathematical model for performing 
the global optimization. After that the beam search is used to 
reduce the enumeration. 

As a result, for each launching debris, promising flight 
chains are calculated in terms of the cost of characteristic 
speed, which are further recalculated taking into account the 
second zonal harmonic. 

The authors have implemented the program complex in C 
language for the problem solving. 

V. FURTHER INVESTIGATIONS 

The development of the study is the construction of a 
database of successful target overflight chains from which a 
series of single missions can be developed to eliminate all 
123 dangerous debris. This requires combining successful 

chains of debris overflights by different spacecrafts so that 
none are visited twice, but all are visited at least once. 

One of the options could be a sequential application of 
the algorithm developed in this paper with consideration 
among the set of targets each time only those objects that are 
not yet involved in the already constructed chains. 

Also, the idea of exchanging debris between spacecraft is 
promising, for example, it can be realized on the basis of a 
genetic algorithm, in order to find the best functional 
solution to the problem. In this case, it is possible to remove 
duplicate objects from the constructed chains and add to the 
already constructed chains inconvenient debris that have not 
been visited in the course of the solution. 
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Abstract—The paper considers the problem of classifying 

the evasive detection paths of a controlled object in a threat 
environment. The threat environment is represented by several 
stationary sensors. The goal of the object is to get to the 
perimeter defined by a circle as stealthily as possible. The 
problem is formalized as an optimal control problem. The 
Pontryagin extremals are constructed numerically by the 
shooting method. 

Keywords—threat environment, detection risk functional, 
trajectory optimization, optimal control, perimeter breach. 

I. INTRODUCTION 

The relevance of the work is related to the recent 
widespread use of autonomous vehicles in the tasks of 
breaching the protected perimeter, the continuing 
development of this field and the corresponding 
improvement of security systems. 

We consider a conflict environment [1] represented by 
fixed sensors (detectors) and a moving controlled mobile 
object (CMO). 

It is assumed that the location of the sensors, which form 
a threat map, is known to the CMO [2]. The evasive mobile 
object route and movement parameters are chosen in such a 
way as to maximize the stealth of movement, so the CMO 
minimizes the integral functional of the detection risk [3-4]. 

The problem in a continuous formulation for CMO 
transition between given points is considered in [5], the idea 
of its discretization is presented in [6]. The inverse problem 
of deploying sensors to counteract the covert movement of 
the CMO is investigated in [7]-[8]. 

II. PROBLEM STATEMENT 

The formulation is a development of the problem 
considered in [5]. 

There are some known number 1N   of fixed sensors – 
points iS  on the plane. The detection fields of the sensors are 
considered circular. The problem consists in controlling the 
CMO, which is a material point that must move at a distance 
not less than a given distance <R   from its known initial 
position for a fixed time <T  , the motion scheme is shown 
in Fig. 1 (a)-(b). 

We consider a motion model in which the CMO is 
controlled by the modulus and direction of the velocity 
vector. The material point is controlled so as to minimize the 
integral functional of the detection risk: 


2

2
=10

( )
min

( )

T N

i
i i

v t
q dt

r t

 
 

 
  

where ( )v t  – modulus of CMO velocity vector, ( )ir t  – 

distances to points iS  at the moment of time t ; values 

0iq   – weight coefficients of points iS  influence. The 

location of the points iS  and their corresponding values iq  

are given and known to the CMO.  
We introduce a Cartesian coordinate system (CS) in the 

plane so that its origin coincides with the CMO start point. 
Let the points – sensors iS  have coordinates 

 ( , ), = 1, , i ia b i N  in the introduced coordinate system.  
Then the motion of the CMO can be described by the 

system: 


= cos ,

= sin ,

x v

y v









 

where ( , )x y  – CMO coordinates in the introduced CS. 

The problem is considered in two formulations. In the 
first one the control angle  t in (2) is selected from the 

half-interval  0, 2  at any given time  0,t T . And in the 

second one the angle  t  is chosen fixed on the whole 

trajectory, which means that the angle 
     0,t const t T     on each trajectory, and the motion 

is along a straight line.  

The velocity of the material point is bounded: 

 max0 v v   

 At some point of time no later than T  the CMO must 
reach the boundary of the region – the perimeter, which is a 
circle of radius R  centered at the origin. The point at which 
the perimeter is reached is optimized. 

III. SOLVING METHOD 

Both problems are formalized as optimal control 
problems and L.S. Pontryagin's maximum principle is 
applied to them. It is assumed that at no moment of time the 
coordinates of the material point coincide with the 
coordinates of the sensors. 

Conjugate variables xp , yp  are introduced. The system 

of necessary optimality conditions is written out and 
analyzed. 
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 a) CMO trajectories, first formulation. 

 b) CMO trajectories, second formulation. 

 c) CMO velocity, trajectories, second formulation. 

Fig. 1.  Solutions of the problem of path classification in a threat 
environment. In figures a), b), a black square marks point where the CMO 
movement starts, a black circle marks the circular perimeter, red points 
correspond to sensors, and colored curves show the trajectories of the CMO 
movement. The velocity graphs in figure c) correspond to the trajectories in 
figure b). 

For the first formulation with a variable  t  on the 

trajectory, we obtain the following boundary value problem 

  

 

2

22 2
=1

2

22 2
=1

ˆˆ= cos ,

ˆˆ= sin ,

ˆ
= ( ),

( ) ( )

ˆ
= ( ),

( ) ( )

N

x i i
i

i i

N

y i i
i

i i

x v

y v
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p q x a

x a y b

v
p q y b

x a y b



 

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


  
  












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where: 



   

max

2 2
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|| ||
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N
i

i i i

p
v v

q

x a y b

 
 
 
 
     


 

control ̂  is determined from the relations 

|
 ˆ ˆcos , sin

|| || || |
yx

pp

p p
    , and 2 2|| || 0x yp p p   . 

Boundary conditions: 


       
   2 2 2

0,(0) 0,

(0) 0, .

y xx T p T y T p Tx

y x T y T R

   
    

 

To investigate the second formulation with a constant 

 t  on the trajectory, we pass to the polar CS. Let us 

denote the distance from the origin to the CMO by r . Then 
the boundary value problem has the following form: 


 

 

2

22 2
=1

2

22 2
=1
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ˆˆ ( cos( ))
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r i
i
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p q

r rd d
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w q

r rd d






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  


 
   











 

where id  – distance from the origin to the i -th sensor, 

i – angular position of i -th sensor, 

 max

2 2
=1

ˆ = min , ,

2 cos( )

r
N

i

i i i i

p
v v

q

r rd d

 
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 
 
    


 

moreover, new conjugate variable 0rp   . Boundary 
conditions: 
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
  ,(0) 0,

(0) 0, ( ) 0.

r T Rr

w w T

  
   

 

The variable w  is introduced in (7), (9) to determine the 
value of the unknown parameter ̂ , which is found from the 

integral condition ( ) 0w T  : 

 
2

22 2
=10

ˆˆ sin( )
0 0.

ˆ2 cos( )

T N
i

i
i

i i i

v r
q dt

r rd d

      
     



 

The obtained boundary value problems of the maximum 
principle (4)-(6) and (7)-(9) are solved by the shooting 
method with 2 shooting parameters. The series of arising 
Cauchy problems are solved numerically by the explicit 
Runge-Kutta method with automatic step selection.  

The problem under consideration is multi-extremal. In 
order to obtain all possible trajectories, the shooting 
parameters are enumerated on a grid from the set of their 
admissible values with successive chopping. 

IV. RESULTS 

The calculations were performed for both problem 
formulations with different number of sensors. As a result of 
numerical modeling, maps of optimal paths for different 
sensor locations are constructed, and then the best in terms of 
functionality are selected among them. 

Fig. 1 shows the results for solving the problem of 
breaking through a circular perimeter of radius 1R   under 
the restrictions max 0.5v  , 10T   for the case of 10 
sensors located at the points: (0.1, 0.3), (0.2, -0.6), 
(0.7, 0.7), (0.3, 0.2), (-0.7, -0.3) (-0.4, 0.5), (-0.3, -0.9), (-0.2, 
0.9), (-0.3, -0.3), (-0.8, 0.0) with equal impacts 

1, 1..10iq i  . 

Bolder trajectories correspond to solutions with better 
value of the functional (1). It may be noted that on the best 
trajectory in Fig. 1 b) the speed increases monotonically. At 
the same time, on many other trajectories, the CMO slows 
down as it approaches the sensors and accelerates as it moves 
away from them. 

In Fig. 1 a) one can see the trajectories crossing the 
perimeter. The following statement is true. 

Theorem. The trajectories ˆˆ ˆ ˆ( , , , )x y v   on which the 
CMO crosses the perimeter and does not complete its 
movement yet are not optimal. 

Proof. Let the first intersection of the perimeter occur at 
the moment of time :T   ( )r R  . Consider the CMO 

control coinciding with the ˆˆ( , )v   on [0, ] , and then put 

0v   ,  – arbitrary on ( , ]T , i.e. the CMO stands still just 
after reaching the perimeter. Then such a controlled process 
satisfies constraints (2)-(3), so it is admissible in the original 
optimal control problem, but the corresponding functional 
(1) value better (less) on the new constructed trajectory.   

V. CONCLUSION 

The investigated problem of optimal control of a mobile 
object in a threat environment has been solved in two 
formulations. The authors have implemented the 
corresponding program complex in C language. The paper 
presents Pontryagin extremals for the problem of circular 
perimeter breakthrough for the case of 10 sensors. 

The conducted research admits development. It is 
possible to consider the problem in which the perimeter is a 
curve rather than a circle, as well as the problem in which the 
boundary of the perimeter is not stationary in time. Also, it is 
possible to take into account the restriction on the path 
length, to add moving detectors, and to search for analytical 
solutions for special cases of the problem. 
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Abstract—The paper describes traffic observation at the 

airfield for the aircraft collision prevention system. Application 
of neural network is shown to be effective for aircraft collision 
prevention during taking off, landing, and moving on the 
runway and taxiway.  

Key words — algorithm, collision prevention, airfield surface, 
neural network 

I. INTRODUCTION 

Convenient and safe piloting of the modern aircraft 
strongly depends on the performance of avionics and the 
onboard software. Now, advanced electronics allows 
designing high-performance multifunctional radioelectronic 
systems.  

 An example of this avionics system is a Russian airborne 
collision avoidance system [1]. It is intended to enhance the 
flight safety by avoiding the midair collision risk, warning on 
ground proximity and reactive windshear, improving the crew 
air situation awareness, and to provide safe landing and 
driving on the airfield surface. 

The appearance of the collision prevention system is 
shown in Fig. 1. 

Under highly intensive traffic, the collision risk during 
taking off, landing, driving on the runway and taxiway is 
increased, even in international airports equipped with the 
required air traffic monitoring and control systems. A tragic 
incident in Tokyo, Japan, in January 2024 [2] highlights the 
significance of using additional systems to warn the crew on 
threats on the airfield surface.   

 
Fig. 1.    Airborne collision avoidance system kit. 

Figure 2 shows the map of the airport, where the accident 
took place.  

 
Fig. 2 Scheme of collision in Haneda airport. 

To avoid these accidents, it is proposed to use the 
systems warning the pilots on hazards on the airfield surface, 
such as Surface Indications and Alert System (SURF IA) 
within the Automatic Dependent Surveillance Broadcast 
(ADS-B) technology [3].  

Figure 3 shows the navigation screen with the active SURF 
IA. The screen displays a map of the airfield with runways and 
taxiways. The relative positions of aircraft are shown with 
graphic symbols with color gradation depending on the degree 
of danger to the own aircraft. If a dangerous situation occurs, 
an information message is displayed. 
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Fig. 3.    Cockpit screen with active SURF IA. 

II. PROBLEM STATEMENT 

The input data for SURF IA are the position and velocity 
of own aircraft and all other air vehicles at the airport, and the 
airport map. Based on these data the algorithm generates 
several types of messages alerting the pilots on possible 
collision with the other aircraft. The messages are displayed 
on the indicator screen in the cockpit.  

It should be mentioned that the message generation mode 
depends on the airport topology. In Fig. 4, the own aircraft is 
shown with the blue symbol, and the intruder, with the red 
one. 

 
Fig. 4.    Mutual positions of the air vehicles. 

 Two cases of mutual positions of air vehicles moving at 
the airfield are shown. In both cases, A and B, own aircraft 
moves along the runway and intruder moves along the taxiway 
with the same directions and speeds. The difference is that in 
case B the taxiway does not merge with the runway. In 
accordance with SURF IA logic, in case A the pilots should 
see an alert message on the collision threat, and in case B, 
should not, because in this case the mutual positions of the 
runway and taxiway excludes the possibility of aircraft 
physical contact. 

III. ALGORITHM IMPLEMENTATION 

Analyzing the requirements to the application algorithm 
[3] suggests that two algorithmic procedures should be 
developed to provide its good performance. The first 
procedure uses the point coordinates on the airfield surface as 
an input and outputs the number of an object in the airfield 
area the point belongs to. By the objects we mean the runways 
and taxiways. The input data for the second procedure are the 
vector describing the geometrical segment in the airfield plane 

and the number of object in the airport area. The procedure 
outputs the answer to the question if all the segment points 
belong to the particular object. The second procedure reduces 
to the first one, so it would be sufficient to describe the 
implementation of the first procedure only.  

The procedure algorithm can be implemented using a 
neural network consisting of six neurons shown in Fig. 5. 
Input neurons have two inputs corresponding to Cartesian 
coordinates on the plane. Hidden neurons have three inputs. 
Below we will denote each artificial neuron with the number 
of its parameters. For example, the output neuron of the 
network shown in Fig. 5 is assigned number 3 (two inputs plus 
the activation coefficient).  

 

 

Fig. 5.    Neural network configuration. 

The specific configuration of the neural network is written 
as a string of numbers (each being the number of parameters 
for particular neuron), written layerwise from the input layer 
to the output layer. Thus, the network shown in Fig. 5 is 
denoted as {3,3,3,4,4,3}.  

We chose the hyperbolic tangent as an activation function. 
For example, the signal of the output neuron is determined by 
(1): 

଴ݓሺ݄ݐ ൅	ݓଵݔଵ ൅	ݓଶݔଶሻ,                                     (1) 

where x1, x2 are the input signals, and w0, w1, w2 are the 
weight coefficients of the artificial neuron. 

To detail the neural network parameters optimization, we 
introduce the airfield model shown in Fig. 6. The model 
contains three objects, and the neural network should be able 
to recognize the airfield field itself in addition to these three 
objects. 

  
Fig. 6.    Airfield model containing three objects. 

The problem is therefore formulated as follows. For the 
airfield map in Fig. 6, it is needed to find a configuration of 
the neural network and optimize its parameters so that it 
accepts the Cartesian coordinates of the point on the airport 
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surface as an input and outputs the number of the object the 
point belongs to.  

For convenience, we divide the problem into two parts, 
namely, we design neural networks of the first and second 
types. The mission of the first type network is to produce the 
number of an object (1, 2, or 3) on the airfield surface from 
the inputted coordinates of the point belonging to one of these 
objects. The second type network answers the question if the 
point belongs to one of the objects 1, 2, or 3, or to object 4. 
In other words, it provides a yes or no answer to the question 
if the point with particular coordinates belongs to one of the 
circles. It can be easily seen that both networks jointly solve 
the common problem formulated earlier. First, we ask the 
second type network if the point belongs to any circle, and if 
the answer is positive, we input the point coordinates to the 
first type network, which, in its turn, answers the question, 
which particular circle (object 1, 2, or 3) the point belongs to.  

To create the artificial neural network of the first and 
second types we wrote scripts in the software environment 
for statistical computing R [4]. The network parameters were 
optimized with the function optim(…, method = "BFGS"), 
included in one of R standard libraries. The graphic images 
generated by the optimized neural networks have also been 
designed in R. The network training is performed as follows. 
The airport area is uniformly covered with the grid of points. 
Each point belongs to some airport object. Thus, a set of 
examples for training the artificial neural networks is formed. 
An example of product of optimized first type network is 
shown in Fig. 7. Interestingly, the efficiency (probability) of 
this network is 100%. 

 

Fig. 7.    Airfield model built by neural network of the first type. 

The parameters of the neural network are optimized by 
minimizing some function. These functions are different for 
the networks of the first and second types. For the first type 
network, the function to be minimized looks like (2): 

ሽሻݓሺሼܨ ൌ ∑ ሺܰܰ െ ܿଵሻଶ ൅ ሺܰܰ െ ܿଶሻଶ ൅ ሺܰܰ െ ܿଷሻଶሼ௫,௬ሽ ,        (2) 

where {w} is a set of network parameters to be optimized, 
NN is the network output at a certain point on the plane, 
coefficients c1, c2, c3 being (-0.5, 0.0, 0.5), respectively, 
are the centers of attraction for the points belonging to the 
objects. The sum refers to the coordinates of all points of 
the grid covering the surface of the airport, with only the 
points belonging to the object contributing to the term of 
the attraction center. The diagram shown in Fig. 6 is 
constructed for all the plane points based on the proximity 
of the optimized network output to the particular 
attraction point. In other words, if the output is within ϵ = 

0.2 vicinity of particular attraction center, the point is 
considered to belong to the object.  

The function for optimizing the second type network 
is constructed in similar way and has two centers of 
attraction (-1, 1) for the plane points belonging and non-
belonging to the circles, respectively. Thus, all the plane 
points providing negative signal at the network output are 
considered to belong to the circles. The results provided 
by the optimized second type networks are demonstrated 
in Figs. 8, 9, and 10. 

 

Fig. 8.    Airfield model constructed by the second type neural 
network with configuration {3,3,3,4}. 

 

Fig. 9.    Airfield model constructed by the second type neural 
network with configuration {3,3,3,3,3,3,3,3,3,3,3,3,13}. 

 

Fig. 10.    Airfield model constructed by the second type neural 
network with configuration 
{3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,26}. 

Efficiencies of the neural networks with these 
configurations are 84%, 90%, and 94%, respectively.  
Generally, the efficiency of optimization is determined by the 
probability that the point with random coordinates on the 
plane falls within the specified area. For the first type 
network, the efficiency is the limiting ratio of the points on 
the plane correctly identified by the network to all the points 
falling within the circles. For the second type network, the 
efficiency is the limiting ratio of the correctly identified 
points to all the points. 
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It can be easily seen that that the functional of the second 
type neural network can be implemented with a bit map, 
where ones correspond, for example, to the airfield  objects, 
and zeros, to the rest part. The option is selected in the 
product based on the resource consumption. 

IV. CONCLUSIONS 

The function realization in the form of a trained artificial 
neural network provides higher speed of subroutine 
performance. Additional advantage is an economy of 
machine memory, because a set of network coefficients 
occupies less memory space than aviation database 
containing the airport maps and control tools.  

It is proposed to build artificial neural networks for all the 
airports, that is, about ten thousand totally. The database 
containing all the required topographic data on the airports 
should be provided for network training. The topographic 
data in the database should be updated. In case of changes in 
the database, the neural networks should be retrained with 
account for the relevant corrections. The software producer is 
responsible for the database relevance and regular updates.  

Recommendations of SURF IA are not mandatory for the 
pilots. The messages generated by the application are 

information messages, unlike the instructions provided by 
Traffic Collision Avoidance System (TCAS), and don’t 
exclude the need for the pilots to observe the air situation 
using the standard observation tools.  

Storing the map information in the form of neural network 
coefficients corresponds to NoSQL style of database 
management. In other words, this database is not a relational 
one. It produces both pros and cons. This data store will 
produce a faster response to query, but will require more 
efforts to enter or correct the data as compared to relational 
database. 

REFERENCES 
[1] V.I. Baburov., N.V. Ivantsevich, and V.V. Khudoshin,  “Operation of 

an aircraft collision avoidance system for relative navigation”,  
Proceedings of the 30th  Saint Petersburg International Conference on 
Integrated Navigation Systems, 2023.  

[2] https://www.bnnbloomberg.ca/jal-flight-516-was-cleared-to-land-
before-fiery-tokyo-collision-1.2017156. 

[3] RTCA DO-323. Safety, Performance and Interoperability 
Requirements Document for Enhanced Traffic Situational Awareness 
on the Airport Surface with Indications and Alerts (SURF IA). 
Washington: RTCA, 2010. 580 p. 

[4] www.r-project.org.

 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

160



 

Estimation Of Сharacteristics For Different GNSS 
Augmentation Systems 

I. V. Kotov 
IAC PNT 

JSC «TsNIIMash» 
Korolev, Russia 

KotovIV@tsniimash.ru 

A. A. Arzhannikov 
IAC PNT 

JSC «TsNIIMash» 
Korolev, Russia 

AA.Arzhannikov@glonass-iac.ru 

V. D. Glotov 
IAC PNT 

JSC «TsNIIMash» 
Korolev, Russia 

GlotovVD @tsniimash.ru 
 

The modern GNSS consumer requires more accurate and 
reliable navigation. To meet such needs, there are several different 
solutions, one of which is Space Based Augmentation Systems 
(SBAS). The purpose of this work is an estimation of 
characteristics for the following currently operating SBAS 
systems: ANGA (Africa - Europe), BDSBAS (China), EGNOS 
(Europe), GAGAN (India), MSAS (Japan), SouthPAN (Australia 
– New Zealand), UKSBAS (Great Britain), WAAS (USA). 

I. INTRODUCTION  

Calculations were made on the selected daily interval on 
December 15, 2023 in accordance with the documentation 
[1]. A similar work on the assessment of the System for 
Differential Corrections and Monitoring (SDCM) was 
previously published by the IAC PNT [3]. The current study 
is a continuation of the started work with more systems. The 
IAC PNT processes arrays of SBAS corrections in SISNeT 
(Signal-in-Space through Internet) format. On its basis files 
with ephemeris and clock offsets, and ionosphere maps of 
Total Electron Content (TEC) in standard GNSS format files 
(SP3 and IONEX) are generated. Using these SP3 files, 
spatial distribution maps of visible space vehicles (SV) 
number, position and horizontal Dilution of Precision (PDOP 
and HDOP) over the daily interval were estimated. Based on 
the calculated IONEX files, SBAS ionosphere accuracy was 
evaluated by pairwise comparison method using global 
ionosphere maps (GIM) from IAC PNT [2, 4] and four other 
analysis centers (CODE, ESOC, JPL, WHU). Also, as a 
reference the accuracy of the GPS broadcasted Klobuchar 
ionosphere model was estimated. Since SBAS coverage 
areas are different, for the ionosphere assessment common 
zones from 40 to 50 degrees north latitude were selected for 
seven SBAS systems and for SouthPan (Australia) from 40 
to 50 degrees south latitude. 

II. RESEARCH RESULTS 

Based on the research results, it was found that the 
considered SBAS systems augment 30-32 GPS space 
vehicles. The average simultaneously broadcasted 
augmented SV number was 16-18, the average observed SV 
number was 9-10, the average PDOP value was 1.6-1.7, the 
average HDOP value was 0.8-0.9. 

The RMS pairwise comparison results of the SBAS 
ionosphere models and global ionosphere maps are presented 
in Tables 1, 2 in TEC units (1 TECu is 1016 electrons/m2, 
which corresponds to 0.16 m for the L1 navigation signal). 
Tables shows three values: RMS value relative to the IAC 
PNT ionosphere map, the minimum and maximum RMS 
values relative to one of ionosphere maps from different 
analysis centers (IAC PNT, CODE, ESOC, JPL, WHU). 

TABLE I.  RMS PAIRWISE VALUES OF THE SBAS IONOSPHERE MAPS 
RELATIVE TO GLOBAL IONOSPHERE MAPS (IN TECU), NORTH 

Type Map 
North (from +40 to +50 degrees) 

IAC PNT MIN MAX 

GIM 

CODE 1,95 1,57 2,63 

ESOC 1,63 1,63 2,27 

IAC PNT   1,63 2,16 

JPL 1,94 1,79 2,45 

WHU 2,04 1,57 2,73 

SBAS 

ANGA 2,16 2,16 2,73 

BDSBAS 2,20 2,15 2,43 

EGNOS 1,48 1,48 2,10 

GAGAN 2,80 2,80 4,02 

MSAS 3,20 3,10 3,54 

UKSBAS 3,55 3,49 4,14 

WAAS 2,11 2,11 2,80 

Klobuchar GPS 7,16 6,71 7,70 

TABLE II.  RMS PAIRWISE VALUES OF THE SBAS IONOSPHERE MAPS 
RELATIVE TO GLOBAL IONOSPHERE MAPS (IN TECU), SOUTH 

Type Map 
South (from -50 to -40 degrees 

IAC PNT MIN MAX 

GIM 

CODE 3,57 2,02 4,00 

ESOC 3,61 2,02 3,82 

IAC PNT   3,57 4,44 

JPL 3,71 2,86 3,71 

WHU 3,67 2,24 4,35 

SBAS SouthPAN 4,44 3,48 4,44 

Klobuchar GPS 6,57 5,36 6,57 

III. CONCLUSION 

As noted earlier, SBAS systems differ from each other 
and have different coverage areas. The above assessment is 
limited and requires further additions. The comparison 
results show that the SBAS ionosphere maps accuracy is 
comparable to the accuracy of global ionosphere maps made 
by the IAC PNT and other analysis centers, and is 
significantly better than the GPS broadcasted Klobuchar 
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model. On considered latitudes the value of global 
ionosphere maps RMS ranged from 1.6 to 2.7 TECu (from 
0.25 to 0.43 m) in the northern hemisphere and from 2.0 to 
4.4 TECu (0.32 to 0.71 m) in the southern. The RMS value 
of seven SBAS systems in the northern hemisphere ranged 
from 1.5 to 4.1 TECu (0.24 to 0.66 m) and for SouthPan 
(Australia) the range was from 3.5 to 4.4 TECu (0.55 to 0.71 
m) in the southern. For comparison, the RMS value of GPS 
broadcasted Klobuchar ionosphere model ranged from 5.3 to 
7.7 TECu (0.85 to 1.23 m). 

Accomplished work allows us to assert that the selected 
SBAS systems parameters are within acceptable values. 
Obtained results open the way for further research on SBAS 
systems. 
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Activities on information support based on Internet 

technologies for users of global navigation satellite systems 
(GNSS) began at the Information and Analytical Center for 
Coordinate-Time and Navigation Support (IAC PNT, Korolev) 
in the 1997. Currently this work is carried out within the 
Roscosmos Space State Corporation contract via 
https://glonass-iac.ru website, which has first positions in 
search engines (Yandex and Russian-language segment of 
Google) for GLONASS requests in Russian and English 
languages. 

I. GENERAL INFORMATION 

At the same time IAC PNT exercise powers of 
Roscosmos Space State Corporation specified in Decree of 
the Russian Federation government of April 30, 2008 № 
323: 

- providing civilian (including foreign) users information 
about the current and predicted state of the GLONASS 
system orbital constellation spacecraft; 

- introduction of the GLONASS system navigation 
technologies and augmentations in the interests of the socio-
economic development of the Russian Federation and in the 
interests of civilian and scientific purposes (including 
foreign); 

- informational support for navigation activities by 
posting on its official website information about navigation 
services provided in accordance with the standards of public 
services and these standards.  

IAC PNT provides continuous online information 
support for Russian and foreign civilian users of the 
GLONASS system in five languages. Information support is 
based on the principle of providing up-to-date information 
for users of any level of competence - from reference 
materials to detailed precision estimates of the accuracy of 
ephemeris and time information of all GLONASS and GPS 
spacecraft within the framework of the service based on the 
performance monitoring and verification system [1] created 
by order of Roscosmos Space State Corporation 

 

II. GNSS PERFORMANCE MONITORING 

Performance monitoring and verification system service 
provides users with the results of evaluation of the main 

functional characteristics that determine the potential user 
accuracy of GLONASS and GPS systems: transformation 
parameters of terrestrial reference frames and time scales of 
GLONASS and GPS, errors of clock corrections and 
ephemeris information for all spacecraft of the systems, 
errors of location and time determination due to the error of 
the space segment of the systems, estimates of the accuracy 
of ephemeris information IAC PNT, including relative to 
foreign centers of analysis on the interval of three months. 

The service based on a mobile measuring and diagnostic 
laboratory provides testing of navigation equipment samples 
in real operating conditions, monitoring of the radio-
navigation situation in a given area of Russia, detection and 
localization interference sources for GNSS signals. The 
navigation equipment test bench in kinematic mode using a 
robot manipulator allows to determine millimeter errors of 
navigation equipment positioning in dynamic mode, 
including the use of high-precision augmentations.   

 

III. DEVELOPMENT DIRECTIONS 

IAC PNT is developing its own analytical products, 
including a global ionospheric map [2] of world-class 
accuracy that can be used to assess the accuracy of 
ionospheric models transmitted as part of the signals of all 
GNSS and space-based functional augmentation systems 
(SBAS). 

One of the promising of IAC PNT service developments 
is the assessment of characteristics of correction information 
dataflow of Russian and foreign functional augmentation 
services based on high-precision technologies such as SBAS 
and PPP (Precise Point Positioning). In addition, IAC PNT 
is currently developing and experimentally testing the 
service of testing multi-system navigation equipment on the 
basis of all operating satellite navigation systems: 
GLONASS, GPS, Beidou, Galileo, QZSS. 

 

IV. ACCESS TO INFORMATION 

Access to information on IAC PNT service capabilities 
and results is organized using IAC PNT website and FTP-
server, which contains data on current status, health flags 
and almanacs of all GNSS, final and preliminary 
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characterization estimates based on ephemeris-time 
accuracy analysis as well as on IAC PNT own analytical 
products. 

In addition to that, IAC PNT website provides access to 
the test reports of the mobile measurement and diagnostic 
laboratory evaluations of GNSS user characteristics in real 
operating conditions, and also provides access to a wide 
range of tools for testing of GNSS, monitoring of GNSS 

user characteristics, including the use of corrective 
information of augmentations. 

REFERENCES 
[1] Section “Performance monitoring and verification system” on the 

website of the IAC KVNO JSC TsNIIMash [Electronic resource]. 
URL: https://www.glonass-iac.ru/skph/ (date: 01.02.2024). 

[2] Section “Ionosphere” on the website of the IAC KVNO JSC 
TsNIIMash [Electronic resource]. URL: 
https://www.glonass-iac.ru/iono/ (date: 01.02.2024). 

 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

164



Comparison of methods for evaluating navigation 
 support for the GLONASS system 

Т.А. Brovko   
Radio systems department  

NRU “MPEI” 
Moscow, Russia 

brovkota@mpei.ru 

A.P. Malyshev 
Radio systems department  

NRU “MPEI” 
Moscow, Russia 

malyshevap@mpei.ru 

V.B. Pudlovsky 
Radio systems department  

NRU “MPEI” 
Moscow, Russia 

pudlovskyvb@mpei.ru 
 

Abstract— The paper presented a method of estimating the 
performance characteristics of the GLONASS system, in terms 
of estimating the coordinate error, which takes into account 
the time and space correlation of the systematic components of 
the pseudorange errors. The comparison of three methods of 
coordinate error estimation is carried out, including the 
methodology of the GLONASS open service performance 
standard. The possibility of using simulation model of 
GLONASS system for reproduction of current values of errors 
of coordinates estimation and estimation of characteristics of 
errors of navigation estimations is shown. 

Keywords— GLONASS, position navigation and time error, 
dilution of precision 

I. INTRODUCTION 

With increasing accuracy of ephemerides and clock 
support of the orbital constellation (OC), the greatest 
contribution to the error of navigation support is made by the 
environment of propagation of radionavigation signals from 
navigation space vehicles (SV) to the user equipment (UE). 
The complexity of the processes in various GLONASS 
subsystems, the dependence of measurements on a large 
number of factors does not allow for the required studies of 
the accuracy characteristics of the system based on certain 
analytical ratios. 

An effective way is the application of methods of 
mathematical modelling of individual elements of the 
GLONASS system, which are used to solve a variety of 
problems. The existing models do not always take into 
account the interrelationships between individual GLONASS 
subsystems and elements, leading to distorted results, in 
particular when assessing the characteristics of navigation 
estimations. Therefore, it seems relevant to develop a full- 
scale simulation model of the GLONASS. 

The key characteristic of the GLONASS system for the 
user is the error of position navigation and time (PNT) 
estimations. However, in a number of reports [1-4] and 
regulatory documents [5], the error of PNT is interpreted as 
an error of positioning due to the space segment (hereinafter 
referred to as SISRE), depending on the dilution of precision, 
determined by the composition of the OC. 

The purpose of this work is to validate the simulation 
model of the GLONASS as an alternative option for 
estimating the error of the PNT, and to compare the proposed 
method with the methods used to assess the quality of the 
basic navigation service of the GLONASS system. 

To approve the work of the simulation model we used the 
method of comparing the errors of PNT results reproduced 
by the model and obtained from the results of processing real 
measurements from the IGS IRKJ00RUS [6] station. 

II. THE DATA USED AND THE METHODS OF 

PROCESSING 

A. The data used 

To reproduce the errors of PNT in the simulation model 
of the GLONASS system on the day of 10.01.2024, the 
following data were used: 

 Individual SISRE SV’s visible at the selected 
simulation interval in BRDC-IAC_240110.etd file [7]; 

 raw measurement files in RINEX format for UE in 
Irkutsk irkj0100.24o [6]; 

 broadcast GLONASS ephemerides summarized in 
the Information and Analytical Center (IAC) for a given 
date in RINEX .*g [7] brdc0100.24g.; 

 file for a’ posteriori processing of coordinates and 
clock shifts of SV’s Sta30s22963.sp3 [7]; 

 global ionospheric map file in the IONEX  
format [7]. 

B. Estimation of PNT errors based on real and model data 

To validate the accuracy of the simulation model, it was 
tested by comparing it with the errors in coordinate 
estimation derived from real data using the RTKLib  
software [8]. 

On the day of January 10, 2024, for the IRKJ00RUS 
station in Irkutsk, the simulation was run under the following 
conditions: 

- 24 GNSS SV’s positioned according to the GLONASS 
almanac; 

- UE operating on standard precision signals in the L1 
frequency band; 

- pseudorange measurement error due to multipath 
propagation of radionavigation signals is not modelled; 

- reproduction of tropospheric and ionospheric refraction 
effects based on established algorithms [9]; 

- least squares algorithm used for navigation solutions 
[10]; 

- the errors in navigation solutions were assessed relative 
to the known coordinates of the station. 

The pseudorange measurement error due to OC for  
the i-th observed SV's was reproduced in the simulation 
model as follows: 


,

,

( )
,i i ENU

i i

i ENU

R c


    
S ,r

r
 

where iS - current difference in coordinates of the SV 

center of mass in the topocentric coordinates system (ENU) 
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obtained from *.sp3 and .*24g files using known algorithms 

[10,11]; ,i ENUr - vector of the true range to the i-th SV in 

ENU, i - the current clock difference of the i-th SV 

according to the data in the *.sp3 and *.24g files using the 
known algorithms [11, 12]; c - speed of light. 

In order to synchronize the simulated measurement errors 
with the real data, they were reproduced only for those SV’s 
for which measurements were available in the irkj0100.24o 
observation file at the specified points in time. 

To compare the degree of coincidence of the obtained 
realizations of errors in estimating coordinates from real 
measurements and using the simulation model of the 
GLONASS system, a sample correlation coefficient was 
used [12]: 


2 2

( ) ( )

( ) ( )

i i
i

i i

x x y y

x x y y


  


 



 
 

ix  - the value of one of the coordinates in the TCS, obtained 

from the simulation model at the i-th moment in time; 

x  - the mean error value of one of the coordinates, 

calculated for the given sample.; iy  - The error value of one 

of the coordinates, obtained using real measurements at 

the i-th moment in time; y  - The average error of one of the 

coordinates, obtained using real measurements, calculated 
for a given sample. 

C. Options for converting SISRE the error of navigation 
and time support 

At present, the GLONASS Open Service Performance 
Standard (OS PS) has been adopted as the main document 
approving the methodology for assessing the PNT  
support [5]. In this document, the focus is on such a 
characteristic as SISRE, which characterizes only errors for 
the OC. For the users, data on SISRE are published on the 
website of the Information and Analytical Center (IAC) for 
PNT support [14]. However, these data are not enough to 
assess the error of the user’s coordinates. For the correct 
assessment of this error, data on atmospheric refraction (in 
the troposphere and ionosphere) are required, which are 
specified in Appendix B of the GLONASS Open Service 
Performance Standard [5]. 

However, there are no official data on refractive values, 
including troposphere, which makes it difficult to 
comprehensively assess the errors of the PNT support , 
according to section B.6 in Appendix B of the the 
GLONASS OS PS [5]. For this reason, in order to compare 
the errors in estimating coordinates obtained using the the 
GLONASS OS PS method and using the simulation model, 
we used data only for SISRE from the  
BRDC-IAC_240110.etd file at the selected interval without 
taking into account other components of the total 
pseudorange error budget. Thus, the current estimate of 
coordinate errors according to the IAC data, in this paper, 
was calculated for the following two options: 

1) Using data from IAC according to the following 
formula: 

 1
1 )T T

SISRE ,   X = (H H H   

where 1X  - the vector of the error in the user’s coordinates 

in the ENU; H - matrix of direct cosines of the lines of sight 
user – SV [10]; SISRE  - vector obtained by interpolating 

values equivalent to the pseudorange error from the  
BRDC-IAC_240110.etd file for all observed SV’s at a given 
time. 

2) Using the SISRE averaging over the entire OC. 


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where , ,EDOP NDOP VDOPГ Г Г  - the value of the delusion of 

precision based on the coordinates in the ENU; SISRE - the 

average SISRE value for the entire exhaust gas at the current 

moment, determined by the formula (5); ,SISRE i  - the value 

of the pseudorange equivalent error from the  
BRDC-IAC_240110.etd file for the i-th NSA from the OG. 

To compare the degree of coincidence of the obtained 
realizations of the errors in the estimated coordinates only 
due to SISRE according to the data of the IAC and the 
simulation model of the GLONASS system, a sample 
correlation coefficient (2) was also used. 

III. RESULTS 

To assess the correctness of the GLONASS simulation 
model, comparative results obtained using real 
measurements and modeling are presented below. 

To illustrate the change of PNT errors over time, the 
values in Figure 1 show the implementations of estimating 
the altitude error over an interval of four hours from the 
selected day, obtained using a simulation model (blue line) 
and based on real data (red line). 

 
Fig. 1. Implementation of current values of altitude estimation error.. 
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To illustrate the change of PNT errors only due to the 
influence of SISRE over time, Figure 2 shows the 
realisations of altitude error over a four-hour interval of the 
selected day, obtained using a simulation model (blue line), 
using individual (3) and average (4,5) SISRE values (red and 
yellow lines, respectively). 

 

Fig. 2. Current implementation of altitude estimation error values (UP). 

Distribution of errors only due to the effect of SISRE on 
the daily interval of the selected date, obtained using the 
simulation model (blue) and using individual and average 
SISRE values (red and blue, respectively) are shown in 
Figure 3. 

 

Fig. 3. Distribution of coordinate estimation errors along the East axis.  

Distribution of coordinate errors along the East axis are 
shown in Figure 4. Similarly, distribution of coordinate 
errors along the North axis are shown in Figure 4. 

  

Fig. 4. Distribution of coordinate estimation errors along the North axis.   

 

Fig. 5. Distribution of coordinate estimation errors along the Altitude axis. 

Table 1 shows the values of the sampling correlation 
coefficients obtained by (2) for three processing options: 

1)  Between the realisations of coordinate errors 
obtained through simulation model and with the use of real 
GNSS measurements; 

2) Between the realisations of coordinate errors obtained 
through simulation considering only the errors of the 
SISRE, calculated using formula (3); 

3) Between the realisations of coordinate errors obtained 
through simulation considering only the errors of the 
SISRE, calculated using formula (4,5). 

TABLE I.  THE VALUE OF THE CORRELATION COEFFICIENT 

Option of 
processing 

Correlation coefficient Number of 
measurements E N U 

1 0.87 0.84 0.95 2880 

2 0.47 0.48 0.90 2880 

3 -0.47 0.00 0.04 2880 

IV. DISCUSSION OF RESULTS  

A comparative analysis of the coordinate errors 
reproduced by the simulation model and obtained from real 
data showed a high degree of correlation between these 
errors (Table 1, option 1), which can be seen in Figure 1. 

These data characterize a sufficient degree of adequacy 
of the GLONASS simulation model to reproduce the 
coordinate errors at the selected modeling interval, as well as 
the completeness of the accepted budget components of the 
errors used in the modeling.  

However, the degree of correlation of the error results 
only due to SISRE (Figures 2-5), as a result of modeling and 
using the the GLONASS OS PS methodology, turned out to 
be not so high compared to the degree of correlation of total 
errors relative to real measurements (Table 1, options 2  
and 3).  

In comparison with the simulation results of errors 
obtained by the the GLONASS OS PS method alone, the 
average value of the coordinates shifts to the range of 
positive values, especially when using the average values for 
the EG SISRE obtained by formulas (4,5). 
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The analysis of distributions in Figures 3-5 shows the 
presence of a shift to the positive values for the distribution 
of PNT errors obtained by GLONASS OS PS methodology 
(4, 5). This can be explained by the peculiarities of the 
expression used in GLONASS OS PS [5] to calculate the 
pseudorange error in Appendix B.6 

CONCLUSION 

The possibility of using a simulation model of the 
GLONASS system to reproduce the current values of errors 
in the estimation of coordinates is shown. 

A high degree of correspondence between the PNT errors 
obtained by modeling and real data makes it possible to use a 
simulation model to assess the quality of navigation support 
based on GLONASS signals. 

The comparative analysis of the obtained results showed 
a significant discrepancy between the values of estimation of 
IEE errors obtained by GLONASS OS PS methodology and 
with the use of the simulation model of the GLONASS.  
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Abstract—The article describes an approach to solving the 
problem of the absence of data on the state of the ionosphere in 
the GLONASS navigation almanac. This leads to the fact that 
in the case of single-frequency observations, the ionospheric 
delay is not corrected, for which makes single-frequency 
GLONASS measurements obviously less accurate than single-
frequency observations of other systems, primarily GPS. It is 
proposed to construct a fully autonomous model of the 
ionosphere based on the decomposition of global maps of the 
total electron content of the ionosphere into spherical 
functions. The optimal depth of decomposition and methods 
for modeling decomposition coefficients are determined. 

Keywords—— ionosphere, total electron content, GLONASS, 
spherical functions 

I. INTRODUCTION  

One of the main requirements for global navigation 
satellite systems (GNSS) is their ability to make accurate and 
reliable measurements based on the received navigation 
signal, without a source of additional information. In this 
part, the domestic GLONASS system has disadvantages 
compared to other GNSS. The reason for this is the absence 
of ionospheric data in the GLONASS navigation almanac, 
which is transmitted as part of the navigation signal. All 
systems are built on a similar principle; coordinates are 
determined based on rangefinder measurements of distances 
to navigation spacecraft. The influence of the ionosphere is 
removed by transmitting the ranging signal at two 
frequencies. However, a receiver that handles signals at two 
frequencies is an expensive equipment; there is a class of 
cheap, single-frequency receivers. Due to its price, which 
may not exceed hundreds of rubles or several dollars, this 
equipment is extremely widespread and is actively used in 
unmanned vehicles and other applications. In the GPS 
system, ionospheric correction of single-frequency 
observations is performed based on information transmitted 
in the almanac, which contains the parameters of the 
ionospheric model. As stated above, there is no such 
information in the GLONASS navigation almanac. In multi-
system receivers that operate on the signal of several GNSS, 
information from the GPS navigation almanac is used to 
obtain a GLONASS navigation solution in the case of single-
frequency observations to take into account the ionospheric 
delay. However, such a solution leads to some vulnerability, 
since the unavailability of a GPS signal, for example due to 
the use of electronic warfare, directly affects the accuracy of 
navigation determinations based on single-frequency 
GLONASS observations. Thus, there is no independence of 
single-frequency GLONASS observations, which reduces the 
suitability and competitiveness of the GLONASS system in 
the field of low-cost equipment. It should be noted that errors 
in determining the ionospheric delay are the main source of 

errors in navigation and coordinate determinations from 
single-frequency GNSS observations and can reach values of 
the order of 30-40 meters.  

This situation needs a solution. Let us consider possible 
approaches to solving the problem. The most radical and sure 
way to solve the problem is to include data on the ionosphere 
in the navigation message. However, this solution seems at 
the same time the most unlikely. Changing the navigation 
message format will disrupt the continuity of the system; old 
equipment will either become useless or will require a 
software update. This is a decision that affects the 
fundamental foundations of the system. Other approaches are 
either to create a special autonomous model of the total 
electron content (TEC) of the ionosphere, which can be used 
as part of additional software for processing GLONASS 
navigation definitions, or to create a special service for 
determining the ionospheric delay. It seems most relevant 
and necessary to develop an autonomous TEC model, since it 
is this path that will allow solving the problem of precise 
determination of coordinates solely on the basis of the 
received GLONASS signal. A special service for 
determining delay is also necessary, but its use requires a 
connection with it, which is not always possible. 

At the moment, one of the frequently used methods for 
determining the ionospheric delay in the conditions of post 
processing of observations is the use of global TEC maps 
provided by various GNSS data processing centers, for 
example, the Russian Information and Analysis Center for 
Positioning, Navigation and Timing (IAC PNT) or others, for 
example, the European Center for Orbit Determination in 
Europe (CODE). Numerous software designed for 
processing observations usually read standard map data 
storage formats without any problems. Thus, a possible result 
of creating a TEC model may be a technique for 
autonomously constructing a global TEC map of the 
ionosphere. The most promising approach seems to be the 
following. Decompose global ionospheric TEC maps into 
spherical functions, thus, at any time, the spatial distribution 
of TEC (with a certain accuracy) can be specified by a finite 
set of coefficients for the corresponding spherical functions. 
Since we already have a fairly long accumulated array of 
data on the ionosphere (CODE has been providing its data 
since 1999), for each of these coefficients, in principle, it is 
possible to build a model that, based on date and time and 
11-year cycle of solar activity, will allow adequately predict 
it. Thus, to solve our problem, it is necessary to determine 
the approximate accuracy of the model, based on it, 
determine the optimal depth of decomposition and, 
accordingly, the number of decomposition coefficients. The 
Klobuchar model used in GPS can be used as a guide to the 
accuracy of which to take as a basis, so it seems necessary to 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

169



consider it in detail. But first, let's look at global TEC maps 
and the basic mathematical principles of our approach. 

II. GLOBAL TEC MAPS 

The main data on which we build our model are global 
TEC maps of the ionosphere. Currently, map data is 
provided by various GNSS data processing centers. In 
addition to the above-mentioned IAC PNT and CODE, these 
maps are also built by Wuhan University (PRC) or the Jet 
Propulsion Laboratory (NASA JPL) in the USA. All these 
maps are built on the same principle. A single-layer 
ionosphere model is assumed, that is, it is assumed that all 
free electrons are located in a thin layer at a certain height 
above the Earth's surface. As a rule, the height of this thin 
layer is assumed to be 450 km (in the IAC PNT and CODE 
maps). On the grid, with a step of 5º in longitude (longitude 
from -180º to 180º) and 2.5º in latitude (from -87.5º to 87.5º), 
TEC values are given for each point in units of 0.1 TECU 
(Total electron content unit).  
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Fig. 1. An example of a global TEC map reconstructed from spherical 
expansion coefficients up to degree 15 (top). The original map from the 
IAC PNT is in the center. Below is a TEC map constructed based on the 
Klobuchar model by the Astronomical Institute of the University of Bern. 
The maps represent the spatial distribution of TEC in TECU at 12:00 UTC 
on January 10, 2024.) 

These maps are based on observations from a global 
network of GNSS stations. It is necessary to understand that 
the distribution of these stations is uneven, far from optimal, 
which, accordingly, affects the accuracy of the constructed 
TEC maps. According to [1-4], the root mean square error of 

TEC maps reaches 3 TECU over continents and over oceans 
it can be even greater. This value gives us a certain lower 
limit of accuracy. It is hardly possible to construct a 
mathematical model of the ionosphere that will be more 
accurate than the provided global ionospheric TEC maps, so 
it is built on their basis. On the other hand, the different 
accuracy of maps over continents and over oceans 
theoretically makes it possible to build local models of the 
ionosphere that work in some selected continental zones. 

III. SPHERICAL ANALYSIS OF GLOBAL TEC MAPS 

We decompose global TEC maps into spherical functions 
based on the standard mathematical apparatus described in 
[5]. However, let us briefly outline the main essence of the 
method. 

Any value on the surface of a sphere, with 
coordinates - longitude and  - latitude, can be represented 
as a sum:  

 

, 

(1) 

 where  - are normalized Legendre polynomials of degree 
n and order m,  and  are decomposition coefficients. 
In turn, the normalized Legendre polynomials are defined as:  

, (2)

 Where  is the normalizing function and  are the 
Legendre polynomials. 

The decomposition was carried out up to degree 15 and 
order 15 inclusive. This decomposition is complete; the 
difference between the maps reconstructed by the 
coefficients of decomposition by spherical functions and the 
original ones is minimal, and is on the order of 0.1 TECU. 
These degrees and order of decomposition are also specified 
by the procedures for constructing global TEC maps. Thus, 
we can set an upper bound for the decimposition in terms of 
spherical functions. However, this upper limit seems 
excessive. Already, to a large extent, the coefficients for 
functions of degree 15 have near-zero values and a chaotic, 
noisy behavior. It most likely makes sense to set the degree 
of decomposition used in the offline model to a lower value. 
Modeling all degrees of decomposition may make sense for 
another task, namely creating a service for accurate TEC 
forecast. An example of the original TEC map and the map 
reconstructed based on the decomposition performed is 
shown in Fig. 1. To develop the methodology, we used data 
from the domestic center IAC PNT. However, unfortunately, 
IAC PNT data are available only starting from 2018, and to 
build a model it is desirable to use the longest data series 
possible. Given the obvious influence of solar activity on the 
state of the ionosphere, it is desirable that the processing 
period covers several cycles of solar activity. Therefore, 
further work was carried out on the basis of CODE data 
available since 1999, thus analyzing data for the last full 25 
years. To set the optimal decomposition depth for 
constructing an autonomous ionospheric delay model, it is 
necessary to consider the Klobuchar model, which we rely 
on in terms of accuracy 
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IV. KLOBUCHAR MODEL 

The Klobuchar model was proposed [6] in the 1980s, and 
as mentioned above, is a working model of the ionosphere 
for single-frequency GPS observations. This model refers to 
single-layer models of the ionosphere, that is, it is believed 
that all free electrons are located in a thin layer, at an altitude 
of 350 km above the Earth's surface. This model is focused 
on directly calculating the delay, so the parameters that are 
set there are not the electron concentration, but the delay 
itself. It is believed that the night, unexcited ionosphere gives 
a signal delay of 5 ns. An area of increased ionization, which 
is caused by solar radiation, moves along the day side. This 
area, or rather the delay caused by the passage of a signal 
through this area, is modeled as a bell-shaped profile, 
described as part of a sinusoid (from 0 to π). The parameters 
of this profile are included in the transmitted navigation 
message. On the one hand, this model is simple, has a clear 
and understandable physical meaning; long-term experience 
shows that for single-frequency GPS observations, this 
model makes it possible to halve the error caused by the 
delay in the ionosphere. 

It should also be noted that the results of the Klobuchar 
model can be recalculated into a global ionospheric TEC 
map provided in a standard format. International processing 
centers such as IGS make such maps publicly available. An 
example of such a map is shown in Fig. 1. Let us try to 
estimate what depth of expansion (the maximum degree of 
the spherical function) will be optimal compared to the 
Klobuchar model. Let us compare the ionospheric delay at 
the zenith for a point with coordinates 60º north latitude and 
30º east longitude, which corresponds to St. Petersburg (the 
coast of the Gulf of Finland in the Lisiy Nos area). On the 
one hand, we will compare the delay obtained from the 
Klobuchar model, on the other hand, the delay obtained from 
the synthesized map, depending on the maximum degree of 
decomposition used. This comparison is made in Table 1, 
delays are given at 12:00 UTC January 10, 2024. 

TABLE I.  DELAY COMPARISION 

Degree 
RMD, 

m 

Zenith ionospheric delay, in m 

Synthesized map Klobuchar 
 CODE 

map 

0 3.16 4.78 

7.42 5.07 

1 2.19 5.36 

2 1.31 4.85 

3 1.01 4.10 

4 0.96 3.92 

5 0.80 3.95 

6 0.77 4.11 

7 0.73 4.18 

8 0.63 4.51 

9 0.55 4.75 

10 0.51 5.22 

11 0.45 5.22 

12 0.35 5.06 

13 0.31 5.23 

14 0.20 5.17 

15 0.07 5.07 

 

From Table 1 it can be seen that decomposition by any 
degree, starting from the second, gives a more accurate value 
than the Klobuchar model if we take the original TEC map as 
a reference value. The maximum deviation from the reference 
value is 1.15 m for the degree of decomposition 4, for degrees 
of decomposition starting from 9 it does not exceed 0.5 m. 
The root mean square deviations (RMD) of the synthesized 
maps from the original one are also given. The standard 
deviation of the Klobuchar model from the TEC map is 2.17 
m for the given date. That is, even synthetic maps with very 
limited degree of decomposition give a standard deviation 
almost twice as good as the Klobuchar model. Thus, we can 
assume that the ionosphere model, built on the basis of the 
decomposition of global TEC maps into spherical functions, 
even at low degrees of expansion (n = 7 - 8), will have 
potential accuracy no worse than the Klobuchar model, and 
subject to the development of an adequate model of the 
spherical coefficients decomposition may even surpass it. 

V. MODELING THE IONOSPHERE BASED ON SPHERICAL 

DECOMPOSITION COEFFICIENTS 
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Fig. 2. TEC map built on the basis of an autoregressive model for 
expansion up to degree 15 (top) to degree 9 (in the center) and the original 
TEC map from CODE at 12:00 UTC January 10, 2024 (bottom). 

Let's try to model the coefficients of spherical 
decomposition. To begin with, we will resort to purely 
mathematical modeling. Let us assume that the process of 
changing coefficients can be described by an autoregressive 
process model. Based on the original CODE data for the 
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period from 1999 to 2023 (109572 source maps), an 
autoregressive model of spherical decomposition coefficients 
was built using the Burg method [7]. The model order is p = 
600. Since the time resolution of our initial data is 2 hours, it 
turns out that when calculating the coefficients, data for the 
last 50 days are used. It is of interest to check the adequacy 
of this model. 

Based on this model and initial data ending on December 
31, 2023, the ionospheric TEC map was predicted for 12:00 
UTC on January 10 2024. The results are presented in Fig. 2. 
Maps were constructed for decomposition up to degree 15, 
up to degree 9, and a map for January 10 from CODE, built 
on the basis of observations, is also shown.  

The RMD of the predicted maps was 1.55 m for a map 
constructed using decomposition up to degree 9 and 1.48 m 
for a map constructed using decomposition up to degree 15. 
The delay value itself at the zenith was 2.80 m in 1 case, 2.76 
m in the second. The RMD of the map constructed based on 
the Klobuchar model is 2.17 m. It can be seen that the data 
predicted on the basis of the autoregressive model for the 
spherical decomposition coefficients more accurate than 
according to the Klobuchar model, there are fewer standard 
deviations of such maps, these maps better reflect the spatial 
features of the TEC distribution.  

The further direction of improving the model is to replace 
the coefficient model from autoregressive to trigonometric 
and to select the optimal degree of decomposition. Such a 
model will be quite suitable for autonomous use. 

VI. CONCLUSION  

A model of the ionosphere was constructed based on the 
decomposition of global TEC maps into spherical functions. 

Even a limited decomposition gives a zenith delay value that 
is more than 2 times more accurate than the Klobuchar 
model. A forecast model for the global TEC map has been 
constructed, which makes it possible to predict the vertical 
ionospheric delay 10 days ahead with an accuracy of 
approximately 1.5 times more accurate than the Klobuchar 
model. It is planned to create an improved model suitable for 
use in embedded receiver software. 
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Abstract – The report outlines the means and methods for 
assessing radio navigation systems as part of modern 
integrated aircraft flight and navigation equipment. The 
report gives examples of assessment results based on flight 
test data for each system under consideration.   
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I. INTRODUCTION 

To assess radio navigation equipment for compliance 
with specified requirements, M.M. Gromov Flight Research 
Institute has developed special methods and means [1–4]. 

The onboard trajectory measurement complex (OTMC) 
developed by the Flight Research Institute is employed for 
recording radio navigation data and determining actual 
trajectory parameters. The OTMC determines highly 
accurate trajectory parameters using the differential mode 
of satellite navigation systems. 

Flight and navigation equipment of modern aircraft 
comprises different radio navigation systems (RNS). RNS 
functioning is based on measurements of parameters of 
electromagnetic signals that are emitted by special airborne 
or ground-based equipment. Most aircraft use the 
following radio navigation and landing equipment: 

– automatic direction finder (ADF); 
– short-range radio navigation (SRNAV) system: 

domestic SRNAV system, VOR system (Very High 
Frequency Omni-Directional Range) and DME system 
(Distance Measuring Equipment) standardized by ICAO; 

– Doppler navigation system (DNS); 
– long-range radio navigation system (LRNAV). 
For now, the DNS and LRNAV systems are mostly 

used in state aviation. 

II. AUTOMATIC DIRECTION FINDER 

Automatic Direction Finder (ADF) serves as stand-
alone angle measurement equipment integrated into 
airborne radio navigation systems. The ADF receives 
signals from medium-frequency locators and broadcasting 
radio stations and continuously measures the relative 
bearing (RB) of radio station. Aircraft crew uses the ADF 
to handle piloting tasks, including approach maneuvers. 

The relative bearing of radio station measured by the 
ADF is determined as the angle between the longitudinal 
axis of the aircraft and the direction to a ground-based 
radio station (RS). The angle is measured in the clockwise 
direction and changes from 0 to 360° (Fig. 1). 

 

The ADF requirements define distances from a radio 
station for RB calculations by the system as well as the RB 
parameter measurement accuracy. The ADF range at 
altitude of 1000 m shall not be less than 150 km. In flight 
inbound the station (RB values in the neighbourhood of 0º) 
or outbound the station (RB values in the neighbourhood 
of 180º), the RB absolute error shall not exceed 3º with the 
probability of 0.95. For other RB values, the error shall be 
within ±5º. 

Flight testing of the ADF shall be performed within the 
coverage area of a homing station with known operating 
characteristics. Figure 2 shows an example of ADF 
evaluation for an aircraft flying over the radio station. 
Time values expressed in seconds from the beginning of 
the day are plotted on the abscissa axis. RB values in 
degrees and actual value RBA are plotted on the left side on 
the ordinate axis. Error values ΔRB and tolerance in 
degrees are plotted on the right side. Actual values RBA 
were calculated after flight, based on aircraft position 
coordinates, ground-based radio station coordinates and 
true aircraft heading. The tolerance is equal to ±3º. The test 
flight was the flight inbound the station. When flying over 
the station, the RB signal was emitted with an uncertainty 
attribute. After flyover, the RB was in the neighborhood of 
180º. The moment of RS flyover is marked with a green 
vertical line as shown in Fig. 2. Within the entire flight 
segment at RB values near 0 and 180º, the error ΔRB 
shown as a red line was in the range of −3º to 3º while less 

Fig. 1.  Relative bearing of radio station. 
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than 5 % of the total amount of errors ΔRB obtained was 
beyond tolerance.  

 

 

III. SHORT-RANGE RADIO NAVIGATION SYSTEM  

The short-range radio navigation system (SRNAV) is 
designed for measuring the aircraft azimuth and slant range 
referenced to ground-based radio beacons located at points 
with known coordinates. Therefore, the SRNAV comprises 
azimuth and distance measuring channels, each including 
the ground-based radio beacons and related avionics. 
Radio beacons are deployed along air routes and at 
aerodromes. Since the SRNAV operates in the VHF band, 
its maximum range depends on the line-of-sight range 
(Fig. 3). 

 

The domestic short-range UHF radio navigation 
system and VHF and UHF VOR/DME systems 
standardized by ICAO are the most common systems. The 
VOR system determines the aircraft azimuth referenced to 
a ground-based radio beacon while DME is intended to 
measure the distance to a radio beacon. Ground-based 
VOR и DME radio beacons may be deployed separately 
or co-located. 

The SRNAV azimuth channel is based on time or 
phase methods. A VOR station generates an azimuth 
signal whose informative parameter depends on the 
azimuth of the receiver point. Airborne equipment 
determines the moment of azimuth reference by the 
reference signal transmitted from a radio beacon. Azimuth 
information is indicated by the time or phase shift of the 
received signal relative to the reference signal. Domestic 
SRNAV systems use the time method. The phase method 
is used in foreign systems (VOR). 

The distance measuring channel in domestic 
(SRNAV) and foreign (DME) short-range navigation 
systems operates on the basis of the time method. 
Distance information is indicated by the difference 
between the moment of measurement of an interrogation 

signal and the moment of reception of a return signal by 
airborne equipment. 

Flight tests of SRNAV and VOR/DME equipment 
involve ground-based radio beacons adjusted as 
appropriate. With its role as the onboard measurement 
system, the OTMC records VOR/DME information. As 
part of the OTMC, the SNS receiver and the ground base 
station are used to obtain actual values of trajectory 
parameters in the differential mode. Based on flight tests 
of VOR/DME equipment, the following problems can be 
solved: 

 determining the range from a ground-based radio 
beacon; 

 assessment of radio beacon distance measurement 
error; 

 assessment of azimuth measurement error; 

 determination of functional capabilities at large 
elevations; 

 assessment of VOR/DME signals for the presence of 
signal failures and overshooting. 

VOR/DME is assessed using the developed flight test 
practice. For distance determination, a test flight is at the 
cruise altitude is conducted inbound and outbound the 
radio beacon. Distances from the radio beacon, within 
which the equipment starts or stops determining the 
azimuth and distance, are recorded as the system range. 

Errors of VOR/DME parameters are assessed at a 
distance of around 20 to 350 km from the radio beacon to 
flight altitudes of around 10,000 m. Post-flight data 
processing includes the preprocessing procedure to obtain 
physical values of azimuth and range represented in from 
of tables and diagrams, conduct a quick analysis and select 
flight segments for secondary processing. During 
secondary processing, azimuth and distance values 
measured by the equipment are compared with their actual 
values. Azimuth and distance measurement errors are 
determined at a frequency of at least 1 Hz. 

Аi = Аi  Аi,A, ,  Di = Di  Di,A. 

Figures 4 and 5 show examples of the flight test results 
for estimating azimuth error VOR and range error DME, 
respectively. Depending on the distance to the VOR 
beacon, the VOR azimuth values and the actual azimuth 
values are shown. The tolerance for the azimuth error A 
does not depend on the range and is shown in Fig. 4 in the 
form of two parallel blue lines. The estimation of 
expectation M for 38 values of azimuth error in the 
example under consideration is equal to 1.16°; the 
estimation of the standard deviation σ is equal to 1.38°. 
Therefore, M + 2σ < 5°, which meets the specified 
requirements. 

Fig. 2.  Example of RB parameter assessment during RS flyover.

 
Fig. 3.  Graphical representation of the aircraft flight at altitude H
and distance D from a ground-based radio beacon. 
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All values of DME distance error D shown in Fig. 5, 
remain within the tolerable margin. The estimation of 
expectation is 0.054 km, and the estimation of RMS σ is 
equal to 0.053 km. That is why the value of |M| + 2σ 
equal to 0.16 km is not greater than the required value of 
0.37 km. 

In the scanning mode, the applicable airborne DME 
system can determine the distance to several ground-based 
beacons. If the number N of radio beacons, relative 
distances to which are Di, i = 1, … , N, is not less than 2, 
the current aircraft position coordinates (, ) can be 
determined by distances only. Calculations include flight 
altitude H and coordinates of radio beacons (bi, bi, Hbi). 
Before calculations, all measured distances Di shall be 
normalized to the fixed moment of time T of coordinate 
calculation. Cartesian coordinates of the radio beacon (xb, 
yb, zb) and the aircraft (x, y, z) are calculated by the 
following formulas: 
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e is the Earth ellipsoid eccentricity. 

The relationship between relative distances Di and 
aircraft position coordinates is as follows: 

      NiDzzyyxx ibibibi ,...,1,2222    (3) 

In conjunction with the equations (1), (2), the 
equations (3) constitute a system for unknown coordinates 
(, ). If N = 2, the number of unknown quantities (x, y, z, 
, ) matches the number of equations. As a rule, 
unknown quantities can be found using the system of 
equations with the iterative method applied. The aircraft 
position coordinates calculated at the previous moment of 
time are selected as initial estimate. If the number of 
known distances to beacons is greater than 2, the number 
of equations becomes greater than the number of 
unknown quantities, and the solution is found using the 
least square method. 

Since relative distances Di contain errors, calculated 
current coordinates also contain a random error. Let us 
determine the characteristics of the measurement error of 
the current aircraft position calculated by two DME 
distances (N = 2). To simplify calculations, we will handle 
the problem in plane and assume that distances Di are 
much greater than their errors ΔDi. 

.2,1,,  iDDDDD o
iii

o
ii  

Assuming that random errors ΔD1 and ΔD2 are 
independent, RMS errors σΔD of distance are taken as 
identical values for each of two beacons. If DME meets the 
requirements, σΔD does not exceed 0.185 km. RMS errors 
σΔR of current position determination by two distances are 
calculated by the following approximation formula: 

B
D

R sin
2 

 
    (4) 

In the equation (4), B is the angle between the 
directions of beams from the current aircraft position to 
two ground-based radio beacons, which provide 
information. If DME meets the requirements, σΔD does not 
exceed 0.185 km. 

Thus, the position determination error is proportional 
to the radio beacon distance measurement error and 
depends on the angle of intersection of lines of position B. 
The RMS position determination error is minimal when 
the directions of lines from the aircraft to radio beacons 
are perpendicular (B = 90°). If we limit the interval of 
values of the angle B and determine the aircraft position 
by two DME distances when the value of sin B is near 1, 
the RMS error ΔR is relatively small. Let us assess the 
error σΔD = 0.185 km. At B = 90°, we will get σΔR = 0.262 
km from the equation (4). Therefore, with the probability 
of 0.95, the error of position determination by two DME 
distances will not exceed 2σΔR = 0.52 km. The method of 
position determination by two and more distances can be 
used for navigation and as the corrector in the flight 
management system, even in those flight segments where 
the requirements for navigation and flight management 
are sufficiently tough, for example, in the aerodrome zone 
when executing letdown procedures. 

As an example, Fig. 6 shows the position error in the 
flight management system when using two DME distances 
as the corrector after post-flight test data processing. 
Within the entire flight segment under consideration, 
absolute values of coordinate error values do not exceed 
270 m. 

Fig. 5.  Example of assessment of DME distance error D.  

Fig. 4.  Example of assessment of VOR azimuth measurement error
А. 
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IV. DOPPLER NAVIGATION SYSTEM  

Airplane and helicopter flight and navigation 
equipment includes the Doppler navigation system (DNS) 
or the airborne radar based on the Doppler effect. The 
DNS is designed for continuous automatic calculation of 
the components of the ground speed vector and drift angle. 
Drift angle (DA) is determined as the angle between the 
longitudinal axis of the aircraft and its flight direction 
relative to the ground surface. Drift angle is the result of 
sideslip motion and cross wind. Fig. 7 shows DA without 
sideslip. 

 
The DNS system uses the Doppler effect for its 

operation. The Doppler effect is the difference between 
the received frequency of the ground reflected signal 
compared to the emitted signal frequency, and the 
difference depends on the aircraft ground velocity. To 
measure the ground speed, the DNS system is equipped 
with a pencil-beam antenna system that uses three or four 
beams for its operation. The reflected signal in each beam 
is Doppler-shifted with the shift value being directly 
proportional to the projection of the aircraft speed vector 
onto this beam. To measure the speed vector, only three 
noncoplanar beams may be used. The use of four beams 
provides certain redundancy without significant 
complication of the design. 

DNS errors depend on the surface background. DNS 
requirements usually differentiate overland and oversea 
flights. According to the requirements, the DNS shall 
measure the ground speed with the probability of 0.95 and 
the measurement error shall not exceed 0.5 % of the actual 
speed; the drift angle measurement error shall not exceed 
0.2° over land and 0.3° over sea. DNS switching to the 
Memory mode is allowed at roll angles over 30°. 

To assess measured components of ground speed and 
drift angle, we should know actual values of the aircraft 
ground speed vector and the angular position, i. e. heading 

angle Ψ, roll angle γ and pitch angle υ, as well as DNS 
antenna setting angles. Based on flight test data, DNS 
errors are assessed on the basis of satellite-based trajectory 
measurement aids using the OTMC. Based on the data of 
SNS differential mode, we can determine three speed 
components (VN, VE, VH) within the axes of the geographic 
moving trithedral. Assumed to be actual values, ground 
speed VA, track angle TKA, drift angle DAA are calculated. 
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In the equation (5), ΨA is the true heading value 

calculated with the help of integrated processing of data 
from the SNS receiver and inertial navigation system 
based on the Kalman filter. DNS errors in determination 
of ground speed and drift angle are calculated with the 
help of the differences 
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where all the right-hand members of equation (6) are 
normalized to the same time value. To assess the 
components of DNS speed, the speed vector projections 
(VNA, VEA, VHA) taken as actual values are recalculated 
with the help of actual values of heading angle ΨA, roll 
angle γA and pitch angle υA in the projection of (VXA, VYA, 
VZA) within the coordinate system bound to the aircraft 
construction lines. DNS errors in determination of ground 
speed vector components are calculated as follows: 
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Let us give an example of assessment of DNS output 
parameters in one of straight-line overland flight segment 
at a constant speed. Fig. 8 depicts the resulted DNS errors 
of drift angle ground speed projections VX and VZ.  

 

The segment duration is around 1.5 hour. Time values 
are plotted on the abscissa axis. The figure shows DNS 
parameter error graphs and true heading values. In the 
flight segment under consideration, the expected value M 

Fig. 8.  DNS parameter errors in the flight segment. 

 

Fig. 7.  Drift angle without sideslip. 

Fig. 6.  Position errors (φ, λ) of the flight management system in
the mode of position correction by two DME distances.  
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of the drift angle error is equal to −0.25°, the RMS 
deviation σ of error is equal to 0.30°, the value of |M| + 2σ 
is equal to 0.85°. 

V. LONG-RANGE RADIO NAVIGATION SYSTEMS  

Long-range radio navigation systems (LRNAV) are 
designed for determining aircraft current coordinates by 
signals from reference ground stations. 

The main mode of operation of long-range radio 
navigation systems is the time-difference mode. 
Measurements of distance difference are based on an 
airborne receiver which determines the time difference in 
propagation of radio waves from two ground stations 
(master and slave). The master station signal is received 
by an aircraft at the certain moment of time Тm (Fig. 9).  

 

The slave station signal reaches an aircraft at the 
moment of time ТN. The baseline delay BN and the delay 
n being constant for this station are selected in such a 
way that TM is less than TN for any receiver point. The 
difference between time values TN and TM defines the 
difference in distances between the master station with 
number N and the aircraft DN. 

DN  - DM = c (TN – TM). 

Here c is the radio wave propagation speed. 

The line of equal differences in distance is the 
hyperbolic line and the point of intersection of two 
hyperbolic lines of equal differences in distances matches 
the aircraft position. Aviation currently uses pulse-phase 
and phase LRNAV systems. Pulse-phase radio navigation 
systems (PPRNS) are widely used for solving flight 
navigation problems. Such systems include domestic 
Tropik-2 and Tropik-2P LRNAV systems and foreign 
Loran-C system. PPRNS operate in the long-wave range 
with the radiated signal frequency of 100 kHz 
(wavelength of  3 km). 

For a few years, domestic radio industry has 
developed the following navigation user equipment 
operating by PPRNS signals: article А-711 (Kremniy) 
with coordinate converter (article А-713), articles А-723, 
А-727 and А-737И (Kvitok), as well as equipment PPA-
S/V (jam-resistant airborne receiver for airplanes and 
helicopters) and PNAP-PLA (jam-resistant navigation 
user equipment of manned aircraft). The RMS position 
error in the PPRNS time-difference mode is 100–800 m 
depending on the geometry factor and known conditions 

of radio wave propagation. Implementation of the 
differential mode can significantly increase the position 
determination accuracy that can reach 10–50 m. Phase 
radio navigation systems (PRNS) operate in the very low 
frequency (VLF) band. Such systems include the domestic 
Marshrut system and the foreign Omega system (currently 
not used). To resolve the phase ambiguity, phase radio 
navigation systems emit signals at three frequencies. For 
example, the foreign-made Omega PRNS employed VLF 
band frequencies of 10.2 kHz, 11.33 kHz, and 13.6 kHz. 
The domestic PRNS uses frequencies close to these 
values. As examples of domestic airborne navigation 
PRNS signal user equipment, we can mention articles А-
723, А-727, А-722, PPA-S/V, PNAP-PLA. According to 
PRNS data, the RMS position error can be 1÷4 km. 
Implementation of the differential mode can improve 
accuracy characteristics. 

The characteristics of radio navigation systems are 
assessed during flight tests using the methods and means 
developed by Research Unit NIO-9 at JSC Flight 
Research Institute n. a. M. M. Gromov. These methods 
and means are presented in proceedings of the 
International Conference on Integrated Navigation 
Systems (MKINS) for the period of 2005–2023. Flight 
research and testing of long-range radio navigation 
systems was conducted by means of flying laboratories at 
the Flight Research Institute n. a. M. M. Gromov and 
prototype aircraft. Tests were conducted in LRNAV 
operational areas during flights in the Flight Research 
Institute’s aerodrome area and during en-route flights. 
Onboard LRNAV equipment information was recorded by 
the onboard trajectory measurement complex (OTMC). 
The data in standard and differential SNS modes were 
taken as actual aircraft position coordinates. 

Fig. 10 shows graphs illustrating the in-flight errors of 
PPRNS А-723 equipment onboard a Tu-154M flying 
laboratory in the aerodrome zone operated by the Flight 
Research Institute n. a. M. M. Gromov. The obtained 
errors have constant components. With consideration 
given to these components and implementation of the 
differential mode of operation of article А-723, errors can 
be significantly decreased. 

 

VI. CONCLUSIONS 

The developed flight test technology with the use of 
the onboard trajectory measurement complex allows 

 

Fig. 10.  LRNAV coordinate measurement errors.  

Fig. 9.  Aircraft position determination using LRNAV stations 
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evaluation of performance characteristics of flight and 
navigation equipment and their systems. 

Technology implementation allows running flight tests 
and research of radio navigation systems such as ADF, 
SRNAV, VOR/DME, DNS, LRNAV and other radio 
navigation aids. 

The application of developed means and methods for 
flight testing of radio navigation and landing equipment 
makes it possible to reduce manpower and time 
expenditures required for flight tests. 
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Abstract—The possibility of using the information 

redundancy of the combined constellation of two satellite 
systems to increase the accuracy of relative positioning of 
aircraft moving each with an arbitrary roll is studied. 

Keywords—global navigation satellite systems, accuracy of 
relative positioning, rolls of the first and the second aircraft, 
simulation modeling. 

I. INTRODUCTION 

Global satellite navigation systems are currently used on 
all types of modern vehicles to determine the coordinates and 
speed of their change due to the globality and accessibility of 
the navigation field they create anywhere in the globe and 
surface space. At the same time, in order to ensure high 
performance of these characteristics, certain requirements 
must be met for the navigation receivers and the surrounding 
space, the absence of interference and other factors. These 
conditions are listed in the interface control documents for 
the systems. Further, we will call such conditions standard or 
regular. However, these conditions are not met for all vehicle 
modes of moving. In such cases, the accuracy of GNSS 
positioning or positioning in general may not be guaranteed, 
for example, when each of the aircraft is moving with a roll 
or pitch. To increase the positioning accuracy in emergency 
situations to the values guaranteed by a single GNSS under 
standard conditions, methods can be used to increase the 
information redundancy of the working satellite 
constellations. One of these methods is based on the joint 
processing of navigation measurements from two GNSS, for 
example, GLONASS and GPS. In this case the satellites 
number of a working constellation increases, the information 
of the constellation increases, the entropy decreases, and the 
information capacity of each satellite decreases.   

The report studies the possibility of using the information 
redundancy of the working constellation formed by two 
satellite systems to increase the accuracy of relative 
positioning of aircraft moving each with an arbitrary roll to 
values corresponding to the standard GLONASS positioning, 
as indicated in the interface control document for the satellite 
navigation system [1]. 

II. INFORMATION CRITERION FOR THE QUALITY OF THE  

WORKING SATELLITE CONSTELLATION  

There are well-known publications in which the criterion 
of the number of navigation satellites in a working 
constellation is taken as an information criterion of the 

possibility of using data from navigation satellite systems. 
According to this criterion, the maximum permissible value 
of the entropy increase is set, considering the number of 
satellites in the working constellation as a "cyber-physical 
parameter" [2]. However, this criterion does not define the 
positioning accuracy, characterized by the size of the 
uncertainty zone of the measured navigation parameters, and 
it is not suitable for absolute and relative positioning. 
Therefore, we will use the criterion accuracy of positioning. 

The navigation satellite information received by users 
spaced apart for relative positioning will be characterized by 
the amount of information and Shannon entropy. These 
information characteristics will change when the rolls of the 
first and/or the second user occurred. A change in these 
characteristics uniquely determines a change in the accuracy 
of navigation definitions. It can be shown [3,4] that, under 
certain conditions, the accuracy of relative positioning is 
determined by the geometric factor of the simultaneously 
visible satellites constellation. The change in the entropy of 
the working constellations of navigation satellites when user 
has roll will be equal to the change in the entropy of the 
geometric factors of these working constellations. 

III. A METHOD FOR STUDYING  GNSS WORKING  

SATELLITE CONSTELLATIONS FOR TWO USERS WITH 

INDEPENDENT ROLLS  

The research of information characteristics of relative 
positioning was carried out by the method of mathematical 
simulation using the Monte Carlo method. When relative 
positioning, it is necessary to use navigation satellites located 
in the joint radio visibility zone of two users. When 
determining the visible simultaneously satellites, one of the 
users was randomly located on the Earth's surface, and the 
time of its positioning was chosen equiprobably from the 
repeatability interval of the satellite configuration. The 
second user was located at some distance ΔL from the first 
one in an randomly direction. The time of navigation 
definitions on the second user could differ from the time of 
the first user by the value ΔT. In addition, each of the users 
had their own given roll. The roll direction of each user was 
chosen equally probable from the interval [0°, 360°]. 
Positioning by both users were carried out using the 
combined GPS+GLONASS constellation [5]. The minimum 
permissible elevation angle of the navigation satellites was 
5°. The sample size was 100,000. 

Geometric factors were calculated based on constellation 
included the visible simultaneously satellites by two users. 
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Based on the data obtained, probabilistic distributions of 
geometric factors were constructed for different values of the 
roll angles of users, with simultaneous and time- and space-
shifted measurements. In addition, the number of tests in 
which the calculated value of the geometric factor PDOP 
exceeded the permissible value of six was recorded. The 
statistical characteristics of the obtained distributions were 
determined: the mean and maximum values, the standard 
deviation. 

IV. THE COMPOSITION OF THE GLONASS+GPS 

WORKING CONSTELLATION FOE RELATIVE POSITIONING 

DEPENDING ON THE USER ROLLS 

In the work, the number of satellites from the joint radio 
visibility zone of two users was determined, depending on 
the values of their roll angles β1 and β2. Figure 1 shows the 
probability distributions of the visible satellites number in 
the GLONASS+GPS working constellation with the roll of 
the first user β1 equal to 20° and four values of the roll angles 
of the second user: β2 = 5°, 10°, 15°, 20°. The distance 
between users was ΔL = 0 km.  

 
Fig. 1. Probability distribution of the number of visible satellites for two 
users with  roll (β1=20º, ΔL=0 km) 

Figure 2 shows the probability distributions of the 
number of visible satellites with the same roll of the first user 
β1 equal to 20° for the distance between users ΔL = 50 km. 
As follows from Figs. 1 and 2, the distance between users of 
50 km practically does not change the probabilistic 
characteristics of the distributions. 

 
Fig. 2. Probability distribution of the number of visible satellites for two 
users with  roll (β1=20º, ΔL=50 km)  

For comparison, Fig. 3 shows similar characteristics of 
visible satellites for cases where for ΔL = 50 km and the roll 
β1 of the first user is twice less and equal 10°.  

 
Fig. 3. Probability distribution of the number of visible satellites for two 
users with  roll (β1=10º, ΔL=50 km) 

Comparing the distributions of the number of 
simultaneously visible satellites for two users shown in 
Figs. 1–3, it can be concluded that the influence of the roll 
has a more significant effect on the probabilistic 
characteristics of the distributions than the distance between 
users. 

V. GEOMETRIC FACTORS OF GLONASS+GPS WORKING 

CONSTELLATIONS FOR RELATIVE POSITIONING DEPENDING 

ON THE USER ROLLS 

For the situations listed above, the geometric factors of 
the GLONASS+GPS working constellations were calculated 
depending on the rolls and the spatial and temporal 
discrepancy between the measurements of the two users in 
relative positioning. Statistical distributions of geometric 
factors were constructed and statistical characteristics of the 
distributions were determined. Due to the large volume of 
the data obtained, only the most interesting of them are 
graphically presented. Figure 4 shows the PDOP 
distributions of the GLONASS+GPS working constellations 
for relative positioning of two users with a roll equal 20°. At 
the same time, in the first case, both users were spaced 100 
km apart and carried out navigation definitions with a time 
shift of 100 seconds, and in the second case, the spatial 
separation was 1 km and navigation measurements were 
carried out simultaneously. For comparison, Fig. 4 shows the 
distribution of geometric factors calculated for users having 
the same spatial and temporal shift as in the first case, but in 
the absence of user rolls. 

 
Fig. 4. Probability distribution of PDOP for relative positioning of two 
aircraft under rolls 

Statistical characteristics of the distributions of geometric 
factors of the GLONASS+GPS working constellations were 
obtained with relative navigation definitions of two aircraft 
with a roll. PDOP statistics calculated for different values of 
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the roll angles of the aircraft β1 and β2 are presented in the 
table 1 and 2. The roll angles β1 and β2 corresponded to the 
practical tasks of approach and landing of various types of 
aircraft. The data from the table 1 correspond to the case 
when users spaced 100 km apart (ΔL=100 km) performed 
navigation determinations with a time shift of 100 seconds 
(ΔT=100 s). The last column of the table shows the number 
of tests n* in which the calculated value of the geometric 
factor PDOP exceeded the maximum value allowed for 
navigational determinations, equal to six, n*{PDOP>6}. 

TABLE I.  PDOP STATISTICS FOR RELATIVE POSITIONING  OF TWO  
AIRCRAFT  UNDER A ROLL AT ΔL = 100, ΔT = 100 

β1 β2 Mean RMS n* 

0º 0º 1.171 0.125 0 

20º  20º 1.721 0.358 19 

 
The PDOP statistics calculated for different values of the 

roll angles of the aircraft β1 and β2 for the case of ΔL=0 and 
ΔT=0 is presented in Table 2 

TABLE II.  PDOP STATISTICS FOR RELATIVE POSITIONING  OF TWO  
AIRCRAFT  UNDER A ROLL AT ΔL = 0, ΔT = 0 

β1 β2 Mean RMS n* 

0º 0º 1.159 0.122 0 

5º  5º 1.261 0.146 0 

5º 20º 1.492 0.225 1 

10º 20º 1.551 0.257 4 

15º 20º 1.624 0.302 6 

 
Based on the simulation results shown in Fig. 4 and in  

Tables 1 and 2, it can be concluded that with the considered 
values of the parameters ΔL, ΔT, β1 and β2, the space-time 
parameters have significantly less influence on the  
distributions of geometric factors than the rolls of the first 
and second users. 

 Let's introduce a notation for the geometric factor: 
PDOP = PDOP (x1; x2; x3; x4), where x1, x2, x3, x4 are ΔL, km; 
ΔT, c; β1, deg; β2, deg, respectively. Then the space-time 
equivalent of changing the geometric factor in the absence of 
user rolls has the form: 

          PDOP (100; 0; 0; 0) ~ PDOP (0; 100; 0; 0). 

Changes in the user’s roll angle from 0° to 20° increase 
the average PDOP value by no more than 1.5 times, and the 

standard deviation by 3 times. The number of rejected 
working constellations according to the criterion {PDOP>6}   
is no more than 20 out of 100,000, i.e. no more than 0.02 %. 

VI. CONCLUSION 

Based on the simulation results, the permissible values of 
deviations of the parameters characterizing the relative 
positioning of aircraft in difficult conditions using two GNSS 
have been determined. These parameters include the distance 
between two users, the roll of the first user, the roll of the 
second user, and the time shift between user's moments of 
positioning. The spatial-temporal-angular equivalent of the 
deterioration in the accuracy of relative navigation satellite 
definitions during user’s rolls has been determined. 

These studies of the structural and information 
characteristics of the global navigation field created by two 
satellite radio navigation systems make it possible to expand 
the range of tasks solved during navigation of various classes 
of users, including the relative positioning of aircraft in 
difficult flight conditions. Modeling of possible situations 
confirms the conclusion that the information criterion used in 
this work is more effective for estimating information losses 
under abnormal conditions of satellite navigation definitions 
using two GNSS than the criterion based on the analysis of 
the number of navigation satellites in the working 
constellation. This criterion is directly related to the main 
parameter of navigation equipment – the accuracy of 
navigation definitions. 
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Abstract—This paper is about research of neural network 
model used for monitoring telemetry data of space 
nanosatellite. There are two main tasks: prediction of the 
telemetry parameters of nanosatellite subsystems and 
anomalies detection by an example of power supply system. 

Keywords—neural network, time series forecasting, telemetry 
from power supply system of nanosatellite 

I. INTRODUCTION 

Space telemetry is a set of techniques allowing inspecting 
the state of spacecraft onboard subsystems [1] and it is very 
important for their operation. Space telemetry data are as 
usual multivariate time series. As a rule, a telemetry system 
contains a data source, which is usually a sensor that 
converts the measured parameters into electrical signals. The 
paper considers the telemetry of a nano spacecraft of the 
Cubesat type. An important characteristic of any space 
system, particularly its orbital part, is reliability and 
resilience to failures and abnormal situations and the 
possibility of recovery. The main difficulties in solving 
diagnostic problems are noisy signals as well as stochastic 
nature of sensor signals. Some sensors can filter noise. The 
forecasting problem of telemetry data is difficult, but not a 
new one [1-2]. And new monitoring methods are needed to 
detect abnormal situations in telemetry data. Forecasting a 
multivariate time series based on the known history of 
sequence can predict or estimate the new number in the 
sequence. Recently, neural network (NN) models [3-8], 
statistical models and ML models have been widely used to 
solve the problem of forecasting a multivariate time series. 
There are various types of models such as the regression 
model, autoregressive model (AR), artificial neural network 
(ANN), exponential smoothing (ES), Markov chain, 
classification and regression trees (CART), support vector 
machine (SVM), genetic algorithm (GA), transfer function 
(TF), fuzzy logic (FL), and fundamental basic models. To 
improve the accuracy of the forecast, several models are used 
in parallel or sequentially. In a state-of-art survey for 
forecasting researchers, we can find the following 
classifications of models: univariate models (PatchTST 
(2023), NHits (2022), NLinear (2022), NBeats (2020)); 
multivariate time series forecasting (TSMixer (2023), 
AutoFormer (2021), TFT (2020), DeepAR (2018)); 
probabilistic forecasting (D3VAE (2023), TimeGrad (2021), 
Transformer MAF (2021), Quantile Networks (2021), spatio-
temporal forecasting STDMAE (2023), STEP (2022), A3T-
GCN (2021), and Evolve GCN (2019). Neural network 
models utilize a framework for organizing complex 

algorithms for transformation of data. The precision of the 
analysis is enhanced by incorporating the characteristics of 
spacecraft subsystems within the NN structure, which 
includes the creation of specialized hybrid NN architectures, 
that merge two well-known models to efficiently address 
ectively solve a real-life manufacturing process. The initial 
architecture is designed for data preprocessing and feature 
extraction; the subsequent architecture is for decision-
making based on specific task at a hand (segmentation, 
identification, classification, forecasting). Different 
configurations of neural networks for this purpose include: 
multilayer perceptron, convolutional neural network (CNN), 
self-organizing map, long-term memory, SVM, recurrent 
NN, etc. Additionally it is possible to create ensembles of 
neural networks (ENN), which are groups of NNs that 
collectively make decisions by averaging the outputs of 
individual NNs, thereby enhancing the overall quality of the 
results. A model that is trained at a specific moment in time 
- and the decision line created by this model - might not 
accurately represent the resent condition of nature because  
of shifts in fundamental surroundings. This type of 
environment is known as a nonstationary environment, and 
the problem of learning in such an environment is often 
called the challenge of concept drift. Concept drift issues  
are typically linked to learning in a step-by-step manner, as 
new information is introduced over time. And the accuracy 
of the timeseries multivariate forecasting increases if we 
have good time series data quality. 

II. DATA PREPARATION AND ANALYSIS 

The training sample must be representative. A 
representative set determines the ability to generalize the 
results of a research of a certain sample on the entire 
population from which it was collected. In analysis, it is 
important to understand how representative the data is. This 
means having enough varied examples during training that 
accurately show the rules and patterns the model needs to 
identify as it learns. The following principles must be 
observed: sufficiency, diversity, and uniformity of class 
representation [8-10]. At the stage of preprocessing, scaling, 
transformation of nominal variables, removal of outliers, and 
analysis of correlation matrices are carried out. Variables 
must be converted to the values from -1 to 1. Outliers are 
removed. Often, the initial step in the analysis is to compute 
the correlation matrix of all variables and check for 
significant correlations. Perform an analysis of correlation 
matrix for Cubesat telemetry values with the call sign 
RS20S. This Cubesat is developed using the Geoscan 3U 
satellite base and this platform consist of power supply 
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system, communication system and control of the spacecraft 
payload, also provides conditions for the equipment 
operation during the flight. Telemetry data for this Cubesat 
we download from the website of SatNOGS project.  

 

 

 

Then construct correlations matrix between pairwise 
combinations of values from sensors related to the power 
supply system, Fig. 1. The values of the same nature 
correlate, as you can see in Fig. 2. If you think that diagrams 
are more useful, you can see a correlation diagram of voltage 
values with the values from other sensors in Fig. 3. То solve 

the problem of data processing, consider the time series of 
voltage values for the one month, Fig. 4. The horizontal lines 
in Fig.4 indicate the upper and lower thresholds of 
permissible voltage. To address the issue of data processing 

 

 

 

 and forecasting, we use the apparatus of TensorFlow 
library, for example, MinMaxScaler is applied. It scales the 
values within a given range because it preserves the relative 
proportions of feature values. Also, TensorFlow allows you 
to explicitly create a training model using the Keras library, 
which is very convenient for both LSTM and deep LSTM. 

Fig.1. Correlations matrix between pairwise combinations of values from sensors related to the power supply system of CubeSat 

Fig.2. Correlations matrix between pairwise combinations of values from all sensors of CubeSat 
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III. RESULTS OF TRAINING A NEURAL NETWORK MODEL 

We use a dLSTM NNs as a basic NN model [9-11] and 
configure dLSTM with the ADAM optimizer. Then we 
change the following hyperparameters: the number of 
training cycles, the volume of the training dataset, and the 
sequence length during the empirical research. 

 

Fig. 3. Example of correlation diagram of voltage sensor and signals from 
other sensors 

 

Fig. 4. Example of graph of voltage in Cubesat power supply system and 
Predicted value 

 We use mean squared error (MSE) and the number of 
correctly identified abnormal situations as metric in our 
research. The maximum correct prediction of abnormal 

situations – 83.7 % was achieved with the following 
combinations of hyperparameters: the number of training 
cycles – 5, the volume of the training dataset – 8, the 
sequence length – 8 and the MSE error value is 0.02864.The 
graph of the obtained and predicted voltage in Fig. 4. A new 
direction for further research is adaptation of the developed 
neural network model to run on CPU or embedded devices 
using the quantization mechanism for the considered model.  

 In conclusion: the dLSTM neural network model, like 
other complex neural network models adapted for use in 
forecasting, outperform simple models. Complex neural 
network models are used successfully to solve problems in 
computer vision and natural language processing. 
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Abstract—The features of the algorithms construction for 
three-dimensional reconstruction of electron concentration 
fields in the ionosphere based on the data of the global 
navigation satellite system are presented. The results of 
measurements of the satellite precision positioning system of 
the Republic of Belarus and navigation data of high-orbit 
navigation satellites were used as input data and GPS 
navigation data 

Keywords— ionosphere, radio tomography, total electron 
content, vertical total electron content, global navigation satellite 
system, navigation signal 

I. INTRODUCTION  

The ionosphere is a highly ionized layer of the Earth's 
atmosphere, the state of which plays an important role in 
radio communications, radio navigation and other systems 
using electromagnetic waves [1]. Reliable information about 
the three-dimensional structure of electron concentration in 
the ionosphere makes it possible to improve the accuracy of 
positioning and navigation, as well as to provide more 
reliable radio communication under conditions of 
ionospheric variability [2, 3]. The advent of global 
navigation satellite systems (GNSS) has provided access to 
an extensive network of satellites emitting signals at different 
frequencies that interact with the ionosphere during their 
passage through it [1, 2]. At present, many effective methods 
for the three-dimensional reconstruction of electron 
concentration fields in the ionosphere are known, primarily 
based on the use of various modifications of the iterative 
algebraic reconstruction algorithm [4, 5]. In spite of this, a 
number of problems related to the reconstruction still remain 
unsolved. Among them we should mention [3, 6, 7, 8]: the 
choice of the optimal voxel size and geometry, the choice of 
the method of smoothing the reconstructed data, the 
justification of the input constraints and taking into account 
the a priori information about the state of the ionosphere, the 
multidimensional optimization of the parameters of the 
developed reconstruction structure. The proposed paper 
considers the developed algorithms and examples of three-
dimensional reconstruction of electron concentration fields in 
the ionosphere based on the results of measurements of the 
satellite precision positioning system of the Republic of 
Belarus. 

II. THREE-DIMENSIONAL RECONSTRUCTION OF 

ELECTRON CONCENTRATION FIELDS IN THE IONOSPHERE 

USING DATA FROM THE GLOBAL NAVIGATION SATELLITE 

SYSTEM  

The GNSS-based ionospheric radio tomography process 
requires image reconstruction in the region of interest by 
analyzing a subset of integral projections (Figure 1). 

GNSS 
satellites

GNSS receivers
 

Fig. 1.  Principle of ionosphere radio tomography based on data from 
global navigation satellite systems 

These projections are measured at different angles or ray 
paths. The mathematical inverse problems associated with 
image reconstruction by measurements within or around the 
study area are difficult because the information sought, such 
as the electron density distribution, is not directly available. 
Instead, only certain transformations or projections of this 
information are available. In practice, these measurements 
are incomplete and noisy samples of information [1, 4, 5, 10, 
11]. In the case of GNSS-based ionospheric tomography, the 
presence of constraints such as a limited number of satellites 
and ground stations and a limited reception aperture makes 
this problem ill-posed and requires the consideration of 
additional a priori information for its solution. 

To reconstruct three-dimensional images of the 
ionosphere electron density, it is necessary to carry out 
observations of the linear integrals of its electron density at 
different positions and orientations through the probed 
region. These linear integrals are measured in the form of 
total electron content (TEC), which can be written for an 
arbitrary moment of time t as [1]: 
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( ) ( , )
l

TEC t Ne t l dl  ,   (1) 

where Ne(l, t) is the electron density of the ionosphere, and l 
specifies the ray path between the satellite and the receiver. 
In detail, all the stages of determining the total electronic 
content, including the calculation of TEC by code and phase 
pseudo-distance, the elimination of cycle slip, and the 
calculation of differential code delays, are described in the 
authors' works [9, 10, 11]. 

Within the framework of the computed tomography 
approach, and taking into account that the electron density 
distribution is stable over a selected time period, the 
ionosphere is partitioned into a regular grid of n voxels. In 
the reconstruction, the electron density is assumed to be 
constant in each voxel, so the continuous density distribution 
Ne(l) is discretized by a column vector x of dimension n×1. 
The set of TEC measurements is expressed by a column 
vector y of dimension m×1. After discretization, expression 
(1) reduces to the form: 

 y Ax ε ,   (2) 

where A is a matrix of dimension m×n, relating the 
electron density distributions to the TEC measurements; 
  ε  – vector-column of observation noise of 
dimension m×1. 

The problem of radio tomography in this case is reduced 
to determining the unknown distribution of electron density 
in a given sensing area using the known values of TEC y 
measurements and the coefficient matrix A. 

As a result of comparative studies, the Landweber 
reconstruction algorithm [6, 7], which is characterized by the 
lowest computational complexity and high convergence rate, 
was chosen as the basis for the developed reconstruction 
algorithm. The developed algorithm was modified for the 
initial data and is reduced to the calculation of the following 
expression: 

 1 Tβk k k
k

   x x λ A y Ax  , (3) 

where xk is the vector of electron concentration values in 
the m×n grid nodes at the k-th iteration; 

 A - extended coefficient matrix consisting of 
matrix A augmented by a constraint matrix accounting for 
the smoothness of the electronic concentration; 
  y   - extended observation vector; 

 λk - relaxation coefficient, which takes into account 
the a priori distribution of electron concentration; 
  β - weighting coefficient. 

The realized algorithm is reduced to the following steps 
(see Fig. 2): 

- initialization of λk with data on the a priori distribution 
of electron concentration; 

- calculation of the vector y for a given moment of time; 
- calculation of the components of the matrix A; 

- calculation of the matrix with constraints B [7] and its 
addition to the matrix A; 

- setting initial values of x0 taking into account IRI-2016 
data [13] and Chapman constraints for night conditions [1] 
and exponential distribution [14] for day conditions, 
provided that there is no a priori information; 

- execution of expression (3) until the required accuracy 
is achieved. 

 

 

Fig. 2.  Structural diagram of the algorithm of simultaneous algebraic 
reconstruction with input constraints 

III. EXAMPLE OF RECONSTRUCTION OF ELECTRON 

CONCENTRATION FIELDS OVER THE TERRITORY OF THE 

REPUBLIC OF BELARUS DURING THE GEOMAGNETIC STORM 

ON NOVEMBER 5, 2023  

Figures 3-5 show examples of operation of the algorithm 
for reconstruction of electron concentration fields in the 
ionosphere over the territory of the Republic of Belarus 
before, during and after the geomagnetic storm on November 
5, 2023. The reconstruction was carried out at the time of 
maximum electron concentration (at 11:40 UTC) for three 
days: on the eve, during and one day after the geomagnetic 
storm. 

The three-dimensional reconstruction was performed 
based on the results of the full electron content for 90 ground 
stations. To ensure the necessary amount of data, the time 
discretization step was chosen equal to 15 minutes. Figures 
3-5 show examples of cross sections of the reconstructed 
area in three planes (in the horizontal plane at altitudes of 
200, 300, and 400 kilometers, in the plane with constant 
latitude 54°, in the plane with constant longitude 27.5°), as 
well as the total vertical total electron content obtained by 
summing the reconstructed field by vertical columns. 

It can be seen that the day before the geomagnetic storm, 
inhomogeneities appear in the ionosphere - a positive 
ionospheric storm (Fig. 3). On the day of the geomagnetic 
storm, the TEC value increases significantly (up to 70 
TECU, Fig. 4), and the next day, there is a significant 
decrease of TEC (approximately by a factor of 3, Fig. 5), 
which is referred to in the literature as a negative ionospheric 
storm.  
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IV. 

Fig. 3. Reconstruction of the electron concentration field before a geomagnetic storm.  

Fig. 4. Reconstruction of the electron concentration field on the day of a geomagnetic storm. 

Fig. 5. Reconstruction of the electron concentration field one day after a geomagnetic storm. 
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IV. CONCLUSION  

The features of the construction of algorithms for three-
dimensional reconstruction of electron concentration in the 
ionosphere are considered. The main scientific problems that 
arise in the implementation of this algorithm are: the choice 
and justification of the size and geometry of the voxel; the 
choice of the method of algebraic reconstruction and the used 
method of stopping the reconstruction procedure; the choice 
of the method of smoothing the reconstructed data; the 
consideration of a priori information in the reconstruction 
algorithms; the optimization of the parameters of the chosen 
reconstruction structure. 
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Abstract— The article is devoted to the implementation and 
experimental study of the concept of collaborative positioning 
with global navigation satellite systems intended to provide 
global coverage of a high-precision navigation field while 
significantly reducing the load on the telecommunications 
network and ensuring the initialization time and accuracy of 
determining coordinates characteristic of the RTK method for 
satisfying modern requirements of new categories of high-
precision GNSS users. 

Keywords—GNSS, PPP, collaborative positioning, extended 
Kalman filter, moving-baseline 

I. INTRODUCTION 

The present study dwells upon a concept of collaborative 
positioning with global navigation satellite systems (GNSS) 
proposed by Chris Rizos, Joel van Cranenbroeck et al. [1]. 
The concept implied that each GNSS user could provide 
corrections in real time to other users so that together they 
would create a new ground-based dynamic infrastructure for 
high-precision positioning. The concept can be developed 
further and implemented differently, depending on the 
particular ways the corrections are distributed and applied.  

Implementation of the concept can be especially 
promising in the context of combining Precise Point 
Positioning (PPP) method and relative real-time positioning 
method known as Real-Time Kinematic (RTK), comprising 
the benefits of both methods, which is considered in the 
present study. 

The potential key benefits are global coverage of high-
precision seamless navigation field; reduction of PPP 
convergence time to RTK initialization time, decreasing data 
traffic in comparison with transmitting observations space 
representation (OSR) corrections form continuously 
operating reference stations (CORS) to all users constantly 
[3; 4]. 

Process of collaborative positioning must be fully 
automatic to satisfy the needs of new categories of users and 
applications, such as robots and users of mass market 
positioning-based applications, described in [5] 

II. IMPLEMENTATION OF COLLABORATIVE POSITIONING 

 
PPP is proposed to be used as the main method to 

provide global coverage and minimize the data traffic, and 
RTK corrections can be provided by one user to another on 
demand for fast initialization or reinitialization of PPP 
Kalman filter.  

Implementation of collaborative positioning implies 
changing the way GNSS receivers interact with each other. 
Thus “base” and “rover” are no longer considered as constant 
receiver types but as receiver’s current role or status. Apart 
from them a new “candidate” status has been added. The 
following scheme of interaction between them is considered. 

“Rover” is the default status. It is assigned to the user’s 
navigation equipment (UNE) immediately after it is turned 
on or when its positioning accuracy is poor or not known. 
After getting this status, rover sends its approximate 
coordinates and a request for RTK correction to the cloud 
data center (CDC). 

“Candidate” status is assigned to the UNE if standard 
deviation of its coordinates is below a certain level (20 cm 
for test purposes) and if the user has given consent to transfer 
one’s high-precision coordinates to other users.  

“Base” status is assigned to a candidate by CDC if there is 
any rover nearby that require corrections. Base transmits a 
stream of OSR corrections - measurement data and high-
precision coordinates in RTCM3 format to rover through the 
CDC. 

Refinement of the user's location is carried out by partial 
substitution of a priori information in the extended Kalman 
filter of the PPP method with values, obtained from RTK 
solution in real time. 

The scheme of interaction between UNE and CDC 
implemented in a prototype as presented in Fig. 1. 

 

Fig. 1. Prototype service of collaborative positioning.  

Platform as a service (PaaS) implementation has been 
chosen to provide scalability and reliability. CDC in the 
form of PaaS allows deploying system on different virtual 
machines within one application, operating in one cloud 
service. User acess is provided through dedicated public IP 
adress. Automatic load balance is performed. Cloud 
platform is scalable. Virtual machines are deployed in such 
a way to eliminate a single point of failure.  
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The CDC data base contains information about UNE 
status, coordinates in ITRF, their standard deviations, 
kinematic status (still or in motion), receiver type.  

The decision if a UNE needs RTK correction to 
(re)initialize PPP Kalman filter is made according to the 
following criteria: 

1) rover's PPP solution has not converged (approached 
the highest level of precision), 

2) available alternative (RTK solution) is significantly 
more precise than PPP solution. 

The first criterion is based on imperical observation that 
in PPP kinematic mode the standard deviation of each 
coordinate converge finally to a level of few centimeters and 
do not change significantly after that. For that purpose the 
rate of standard deviation decrease is compared to imperical 
value L = 0.02 for data sampling interval 1s , as in (1): 

t t

t

m PPP

m

SMA
L

SMA


   (1) 

where 
tmSMA – simple moving average of average 

standard deviations with the sampling width m at time 

t :
1

1
t i

n

m PPP
i n m

SMA
m


  

  ; 

tPPP – average standart deviation at moment t : 

3t

X Y Z
PPP

  


 
 . 

If the result of the condition (1) holds, it is considered 
that PPP solution has not converged. Then OSR corrections 
are requested from the most apropriate candiate, turning it 
into base, in order to calculate RTK solution for the rover as 
an alternaitve to PPP solution. 

OSR corrections from base include GNSS measurements 
and precise coordinates in RTCM3 format, which are used 
in relative real-time positioning based on double differrence 
(DD) phase measurements model: regular RTK if the base ia 
a CORS or in moving-baseline mode if the base is moving. 
In either case coordinates or trajectory of the base in real 
time are expected to be highly accurate. In both cases we 
further refer the acquired solution as RTK solution. 

The second criterion is applied to check if RTK solution 
is more precise than previously acquired PPP solution, as in 
(2): 

t tPPP DD     (2) 

where 
tDD – average standart deviation of RTK 

estimates of coordinates at time t : 

 
3t

X Y Z
DD

  


 
 ;  

tPPP – average standart deviation of PPP estimates of 

coordinates at time t . 

When both criteria are met, PPP solution is recalculated 
as follows. A priori coordinates and their variance at 
prediction step for the current moment t are substituted with 
values from RTK solution, after that PPP measurement 
update is recalculated. This allows to draw PPP estimates of 
coordinates closer to RTK solution at moment t, and, what is 
more important, it facilitattes gaining weight of current 
estimates of phase ambiguities and wet troposheric dealy, so 
that PPP solution can converge faster and become stable. 

III. EXPERIMENTS 

To evaluate performance of the collaborative 
positioning preliminary pseudo-kinematic and kinematic 
tests were carried out. Pure RTK, PPP, and collaborative 
positioning solutions were calculated simultaneously in real 
time and then compared. For the PPP method, real-time 
differential code biases from the SSR correction stream 
were considered [1; 6]. 

Pseudo-kinematic tests were caried out using 
International GNSS Service and EUREF CORS providing 
real-time data streams as rovers. Pseudo-kinematic mode 
means that though sites are Earth-fixed, processing is 
carried out as they were mobile. Known positions at current 
epoch were obtained from ITRF2020 catalogue and used in 
accuracy evaluation for calculating root mean square error  
using Gauss formula, as in (3): 

 
2

m
n

       (3) 

 
Results of accuracy assessment for four ground 

points are presented in Table 1. The duration of the 
experiment was one day, including six four-hour sessions 
for each station. Data sampling rate is one second. 

TABLE I.  ACCURACY ASSESSMENT FOR GROUND POINTS, M 

Point / distance to 
“Candidate” (km) 

Methods 
Collaborative 
positioning 

PPP RTK 

WGTN / 320 km 

E: 0.17 
N: 0.14 
U: 0.30 

E: 0.16 
N: 0.15 
U: 0.45 

E: 0.51 
N: 0.40 
U: 0.78 

BORJ / 80 km 
E: 0.12 
N: 0.09 
U: 0.29 

E: 0.20 
N: 0.22 
U: 0.51 

E: 0.09 
N: 0.07 
U: 0.15 

KARL / 125 km 
E: 0.12 
N: 0.10 
U: 0.20 

E: 0.19 
N: 0.14 
U: 0.38 

E: 0.19 
N: 0.16 
U: 0.26 

RDSD / 550 km 
E: 0.17 
N: 0.17 
U: 0.37 

E: 0.18 
N: 0.20 
U: 0.64 

E: 2.48 
N: 1.40 
U: 3.90 

 
Also, the preliminary kinematic experiments in urban 

conditions were carried out with two receivers (UNE sets) 
installed on a car roof as shown in Fig. 2.  The first UNE set 
capable of implementing collaborative positioning included 
the u-Blox ZED F9P microcircuit [2] and the Harxon HX-
CSX601A dual-frequency survey antenna. The second UNE 
set included a surveying grade receiver (Stonex S800A), 
which was used for acquiring a reference trajectory. 
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Fig. 2. Mobile installation 

Based on the results of the test, a positive effect is 
noted associated with fast reinitialization of the solution 
after passing under bridges and within tunnels, as in Fig. 3 

 

 
Fig. 3. Restoration of the solution (White point: collaborative positioning; 

Green point: reference track from relative method) 

Results of accuracy assessment for mobile receiver 
from collaborative positioning, PPP and RTK methods, 
presented in table 2. RMS estimates also include 15.7 cm 
shift in horizontal plane between the two antennae phase 
centers. Vertical shift was corrected. 

TABLE II.  ACCURACY ASSESSMENT FOR MOBILE RECEIVER 

Type of accuracy 
Methods 

Collaborative 
positioning 

PPP RTK 

RMSE (68,27%), m 

E: 0.40 
N: 0.56 
U: 1.03 

E: 0.88 
N: 1.35 
U: 1.39 

E: 0.39 
N: 0.60 
U: 3.16 

IV. RESULTS 

Based on the results of the experiments, we should 
recognize the positive effect with the reduction of the 

convergence time and improvement of accuracy to a level 
comparable with RTK. And also, the effect of fast 
reconvergence of the solution after the car passes under an 
obstacle was noticed; the tracking is restored almost 
instantly and the accuracy improves significantly if 
compared to PPP. At the same collaborative positioning 
time proved to be suitable for application at long distances 
from base stations, unlike RTK. More kinematic tests is 
planned. 

V. DISCUSSIONS 

 
The results of the preliminary tests of collaborative 

positioning show that it may be used to achieve global 
coverage of high-precision navigation field while reducing 
the initialization time to same of RTK as well as for the case 
of reinitialization of the solution after an interruption in the 
first seconds of receiving new measurements. It also can be 
fully automated such to be suitable for applications such as 
precise navigation of robots and new mass-market 
positioning-based applications. 
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 Abstract – The paper considers the task of identification 
(detection, filtering and map-matching) of traffic lights on an 
image sequence in tram driver assistance systems. The 
solution of the problem is described from the formation of 
3D measurements from the output of a neural network 
(detections) for each camera to the comparison of the results 
with the map and planning to pass the intersection. The 
novelty of the work is the use of 3D measurements, the UKF 
filter to process the results of detections, and the procedure 
of combining the results of two cameras. The presented 
algorithm and its modifications are evaluated on real data, 
proving its effectiveness. 

Keywords: computer vision, identification, traffic light 
recognition, driver assistance system 

I. INTRODUCTION 

Progress in the development of unmanned technology 
[1-3] has led to the introduction of these technologies and 
on public transport, recently on the streets of St. 
Petersburg began to operate systems to assist the driver of 
the streetcar [4, 5]. 

Traffic light recognition system is an integral part of 
autopilots. When driving on city streets, a car operating in 
robot mode must recognize traffic lights when approaching 
an intersection, classify their signals, and compare the 
results with a map and plan. Thus, the system should 
perform a complete stop of the tram (at the stop line) in 
case the driver continues to move at a prohibited traffic 
signal. 

Despite the rapid development of deep learning 
algorithms, the solution to the problem of recognizing 
traffic lights is still fraught with many difficulties due to 
changing weather conditions and traffic at different times 
of the day, a wide variety of signals and types of traffic 
lights, "heap" placement of traffic lights at intersections 
and the presence of numerous "false" light sources 
(lighting, car headlights, etc.), the location of traffic lights 
in different parts of the road scene, a decrease in the 
brightness of signals during prolonged operation. 

The above circumstances require the development of 
complex algorithms for recognizing traffic lights in the 
image, filtering them and comparing them with the map. 
The necessity of using a map is explained by the task of 
selecting a traffic light or a group of traffic lights that 
regulate the passage in a given direction at an intersection. 
The information about traffic lights is usually stored in 
digital maps. In this paper, it is assumed that a map of 
traffic lights location, can be obtained by digitizing a 

satellite image and does not require expensive "lidar" 
markup.  

Unlike the known ones, in this paper, the 
measurements are 3D detections of the neural network 
obtained from the image of each camera. The cameras 
used have significantly different internal parameters, 
which leads to the need to process measurements with 
different accuracy of their filtering and comparison with 
the map. 

The paper consists of several sections, which describe 
the problem statement, the stages of its solution: detection 
of traffic lights in the image, filtering of the obtained 
measurements using UKF filter, comparison of 
measurements from each camera, determination of the 
signal class, comparison of the traffic light position with 
the map, and evaluation of the accuracy of the proposed 
approach. 

II. ANALYSIS OF EXISTING APPROACHES 

The traffic light detection problem is usually 
formulated and solved on an image, and a priori map 
information can be used. The information from the digital 
map is used to constrain the search area of traffic lights in 
the image. Detection and classification networks, which 
are currently implemented based on deep neural networks, 
are used to detect the position of a traffic light and 
determine its signal.  

The problem of traffic light detection can be solved for 
both night [6] and daytime [7] conditions, to take into 
account the features associated with the small size of the 
traffic light in the image [7]. Use information from the 
map [8], [9]. In addition, lidars [10], stereo cameras [6] or 
multiple cameras [8] can be used to solve the problem of 
map matching, data projection and reprojection. Problem 
formulations can also consider different locations: urban 
environment [11] or freeway [7]; types of traffic lights: 
automobile or tram [9].  

The overall solution of the problem is usually 
composed of solving the following subproblems: 

- detection and classification of traffic signals on the 
available image; 

- tracking of traffic lights between frames and between 
sensors; 

- filtering of measurements and comparison of the 
obtained measurements with the map.  

A brief review of works on the proposed topic is presented 
in Table 1. 
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TABLE 1. ANALYSIS OF EXISTING WORKS 

Source Sensors and features Detection Tracking and filtering Digital map 

[8] Stereo camera, odometry and inertial 
module. The traffic lights in the 
image are extremely small in size 

YOLO, traffic lights with 
arrows, separate neural network 
for classification 

Based on a separate neural 
network 

Not used 

[9] Lidar and three cameras. Unmanned 
tram. Suburban. 

SSD detector. Tram traffic 
lights 

Hidden Markov model. Cross-
camera processing 

High definition lidar map, 
using lidar to generate 
search areas 

[10] Lidar, one camera YOLO, two types of traffic 
lights 

Accumulation of detections in 
buffer, use of clustering 

High definition lidar map, 
using lidar to generate 
search areas 

[12] Multiple cameras with different focal 
lengths, GPS, inertial module, urban 
environment 

YOLOv5 for each camera, 
automobile traffic lights 

Hungarian algorithm and 
hidden Markov model 

Digital map to generate 
search areas 

[13] Stereocamera, GPS Neural network  Kalman filter and Hungarian 
algorithm for traffic light map 
formation 

Not used  

 

 The analysis of works has shown that the solution of 
the traffic light recognition problem is based on multistage 
algorithms. In this case, the currently implemented 
algorithms use information from two or more identical (to 
form stereo) cameras or lidars, which significantly 
facilitates and increases the accuracy of the problem 
solution. At the detection stage, a priori information from 
the digital map is most often used, which is also obtained 
on the basis of high-precision measurements. However, the 
known works do not include solutions using cameras with 
significantly different focal lengths, new neural network 
architectures capable of generating 3D information about 
the road scene. In addition, the solutions are rarely tested 
in urban environments (as the most difficult case), and are 
not related to the task of passing an intersection based on 
the detection of only relevant traffic lights. 

III. PROBLEM STATEMENT AND STAGES OF ITS 

SOLUTION 

The tram driver assistance system consists of several 
cameras installed in the tram driver's cabin. Each camera is 
associated with a coordinate system xyz centered at the 
point C. Cameras are considered calibrated, with known 
internal ܭ௠

ழ௖௔௠/௩௥வ and external ܴ௠
ழ௖௔௠/௩௥வ, ௠ܶ

ழ௖௔௠/௩௥வ 
installation parameters relative to the tram coordinate 
system, where m is the camera number, Figure 1. The 
beginning of the tram coordinate system (hereinafter 
vehicle related - VR) coincides with the center of the front 
bumper and is on the ground. In the VR coordinate system 
the primary analysis of the road scene is performed. In 
addition, the tram's navigation system determines its 
position and orientation in the global metric coordinate 
system (GM). GM coordinate system allows to determine 
the position of any object in space based on the vector 
௧ݏ
௚௠ ൌ ሾݔ௧, ,௧ݕ ,௧ݖ ,௧ߙ ,௧ߚ ,௧ݔ ௧ሿ, whereߛ ,௧ݕ  ௧ – objectݖ

coordinates, ߙ௧, ,௧ߚ  ௧ – orientation angles. It is obviousߛ
that for the transition from cam to GM coordinate system, 
it is necessary to sequentially perform the transitions from 
cam to VR and from VR to GM. 

The coordinates of the traffic lights in the GM 
coordinate system are known in advance. We denote them 

as a vector ݋௕
௚௠ ൌ ሾݔ, ,ݕ ,ݖ  ,ሿ, where b – traffic light indexߛ

,ݔ ,ݕ  yaw. At each intersection, the – ߛ coordinates and – ݖ
traffic lights are grouped into groups. Under the group of 
traffic lights is understood a set of traffic lights (main and 
duplicate) that regulate traffic at the intersection and have 
a common stop line for stopping a vehicle. To reduce the 
designations we will not introduce an additional index of 
the group of traffic lights. 

Recognition of traffic lights is performed by a neural 
network based on the images formed by each camera. The 
network is multi-headed (multitasking). Each of the 
network heads has its own purpose. We can distinguish: 
solving the problem of segmentation, 3D detection, 
embedding formation and others. Figure 2 shows the result 
of the network. The architecture of such a network is 
described in detail in [4], so it is not considered here. 

  
Figure 1. Image of tram and VR coordinate system (a) 

At each moment of time, the neural network receives 
an image ܫ௧

௠ as input. The neural network finds objects: 
vehicles (including cars and trucks, public transport), 
pedestrians, traffic signs and traffic lights and determines 
their spatial position described by bounding boxes (further 
3d detections or simply detections) 
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Figure 2. Visualization of road scene recognition (3D detections - cars 
(yellow), traffic lights (red), segmentation area - curbs (red), tramway 

(turquoise)) 

We denote the detection of traffic light j at time t, for 
camera m as ݎ௝

௧,௠. The measurement vector  ݎ௝
௧,௠  includes: 

- coordinates (pixels) [u, v] of the traffic light center in 
the image  ܫ௧

௠;  
- depth of the traffic light center d in the camera 

coordinate system, meters; 
- orientation in euler angles (pitch, roll, yaw); 
- physical dimensions of the object: width (w), length 

(l) and height (h), meters; 
- unique identifier of the traffic light area - embedding 

(E). 
All the above parameters except u, v are generated in 

the cam coordinate system. 
It is required to determine the correspondence between 

the j-th detection and the ordinal number of the traffic light 
b, based on the measurements ݎ௝

௧,௠. The following steps 
are performed to solve the task: 

Tracking - matching traffic light detections between 
frames for each camera separately, i.e., finding the 
correspondence between ݎ௝ଵ

௧,௠ and ݎ௝ଶ
௧ାଵ,௠. 

Combining detection results from different camera for 
the same traffic light into a single measurement, i.e., 
finding a correspondence between  ݎ௝ଵ

௧,௠ and ݎ௝ଶ
௧,௠ାଵ; 

Traffic light position filtering - determining the 
coordinates of traffic lights in the GM coordinate system 
by several measurements; 

Comparison of the obtained coordinates based on the 
filter results with the traffic lights available on the map; 

Classification - determining the class of a traffic light 
signal from the image to make a decision about the 
possibility of passing; 

Let's consider the above stages in more detail. 

IV. TRACKING 

In modern computer vision tasks tracking (tracking) of 
objects is performed using embeddings. Embeddings are 
understood as a vector of features stable in time and space, 
which characterizes an object (region) in the image. The 
neural network used in this paper generates an embedding 
 ௝ - for each j-th detected object (traffic light). Theܧ -
dimensionality of the embedding vector is 128. To 
determine the fact of similarity of two areas in the images 
at the moments of time t and t-1 a cosine similarity 

measure is used, given by the expression of the following 
form 

ܥ ൌ
ா೔ாೕ

|ா೔||ாೕ|
    

where ܧ௜, ܧ௝ - the embeddings of objects i and j at 
times t and t-1. 

The larger the value of C to one, the higher the 
similarity between the embeddings and as a consequence 
the more clearly the two traffic light regions in the image 
sequence correspond to each other. To find the matching 
pairs between i and j. We perform pairwise computation of 
the cosine measure for all measurements obtained at time t 
and t-1 and select pairs with maximum C values.   

V. MERGING OF DETECTION RESULTS BETWEEN 

CAMERAS 

In order to solve the traffic light recognition problem 
reliably, it is necessary to recognize both main and 
duplicate traffic lights at the same time. In addition, it is 
necessary to recognize traffic signals in advance to ensure 
timely braking of the vehicle if necessary. To this end, the 
project uses two cameras, with different focal lengths, 
differing by a factor of about two. One of the cameras is 
set to work with distant objects, the second with near 
objects. Images from each camera are independently 
processed by a neural network, so the results of 
recognizing objects and traffic lights obtained from the 
two cameras must be combined, i.e. find a match between 
them. Since tracking is most often understood as a 
procedure of inter-frame tracking rather than inter-camera 
tracking, the term "merging" is used to avoid confusing the 
reader. The data pooling problem is not trivial due to the 
rather large number of variables and can be solved using 
the following distance functions: 

- Cosine embedding distance. This technique is widely 
used in practice and does not depend on the camera 
settings. However, embeddings may coincide for similar 
objects that are in different parts of the image and the 
embedding may change from frame to frame (e.g. due to 
flashing traffic lights). 

- A measure of Intersection over Union (IoU) 2D by 
transferring the recognition results from one image to 
another. An understandable and geometrically well 
interpretable metric that is widely used in practice. 
However, its use requires highly accurate calibration 
parameters for both cameras and depth knowledge for 
transferring detection regions. 

- Computation of IoU for 3D detections. The neural 
network outputs 3D detections, so it is possible to use this 
information for intersection verification and not be tied to 
the image. Obviously this reduces ambiguity when objects 
in the frame are side by side. However, because the depth 
of objects from different cameras may differ greatly (due 
to the large difference in focal length), there may be no 
intersection of cuboids in space at all, or on the contrary 
there may be a false intersection.  

- Euclidean distance (L2) between centers of objects 
(in space). An understandable and popular approach, but 
due to errors in predicted depth, objects may also not 
coincide.   
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- Mahalanobis distance, which is similar to Euclidean 
distance, but allows to take into account the error in the 
depth of the objects for each camera. This approach allows 
to take into account the covariance (noise) of depth 
determination by the neural network. 

- Distance between the centers of 2D detections by 
transferring the coordinates of the centers of selected 
regions to one image and calculating the distance. In some 
cases it is difficult to take into account the difference in 
pixels for distant objects, because the size of the boxes 
changes greatly in one image relative to the second image. 
In addition, the metric depends on the parameters of both 
cameras. 

As can be seen from the analysis, there are quite a lot 
of ways to "combine" measurements. To choose the 
optimal strategy of merging measurements or their 
combinations it is necessary to proceed from the following 
factors: metrics should produce normalized values in the 
range from 0 to 1, when using several metrics it is 
necessary to determine the coefficients of their influence..  

Based on the experiments performed, a final metric 
was created that combines data on the mutual location of 
the centers of 2D objects, embeddings and IoU of 2D 
objects. With the latter two components, weights are 
introduced to adapt their contribution to the final metric. 
Thus, the final correspondence metric (w) can be 
calculated, based on a weighted sum of the cosine sum of 
the distance between embeddings (d_emb) and the 
inversion of the IoU index (1 - iou), with the importance of 
each component determined by the weighting factors 
(w_emb and w_iou, respectively). In doing so, the 
equation takes into account a threshold value for the 
distance in pixels between the centers of 2D boxes 
(d_pixel) to screen out further false comparisons. Through 
numerous experiments, the weights were found to be in the 
range: weight w = 0.6...0.7 for embeddings, weight w = 
0.3...0.4 for IoU. 

VI. OPTIMAL FILTERING OF TRAFFIC LIGHTS 

LOCATION COORDINATES 

The results obtained directly from a neural network 
often contain a significant level of random inaccuracies or 
"noise", which requires additional filtering. The Kalman 
filter is used for this purpose. The filtering of traffic light 
positions can be performed using a UKF filter based on the 
following equations. 

The equation of state contains a constant model 

௧ାଵݏ
௚௠ ൌ ௧ݏ

௚௠ ൅ ௧ݓ
௚௠    

where ݓ௧
௚௠ – model noise, ݏ௧

௚௠ ൌ
ሾݔ௚௠, ,௚௠ݕ ,ݓ,௚௠ݖ ݈, ݄,  .௚௠ሿ – state vectorݓܽݕ

The measurement equation has the form 

௧ݖ
௩௥ ൌ ௧ݏሺܪ

௚௠ሻ ൅ ௧ݒ
௩௥ 

where ݖ௧
௩௥ ൌ ௝ݎ

௧ ൌ ሾݑ௖௔௠, ,௖௔௠ݒ ݀௖௔௠, ,௩௥ݓܽݕ ,ݓ ݈, ݄ሿ. 
The transition from the state vector to the measurement 
vector is performed using the internal camera calibration 
parameters and matrices ܴ௠

ழ௚௠/௩௥வ, ௠ܶ
ழ௚௠/௩௥வ determined 

by the navigation system. 

VII. MAP MATCHING 

Based on the results of the filter operation, a vector of 
traffic lights coordinates is formed, which is further 
compared with the information on the location of traffic 
lights available in the digital map.  

The digital map is a database that stores the 
coordinates of traffic lights location, route sections they 
regulate, classes of signals to allow passage of route 
sections and other service information. 

The comparison of the vectors of coordinates of traffic 
lights locations with the calculated values is performed 
using the Mahalanobis distance, which is determined by 
the following equation 

݀௜௕ ൌ ටሺݏ௜
௚௠ െ ௕݋

௚௠ሻܲିଵሺݏ௜
௚௠ െ ௕݋

௚௠ሻ   

where ݋௕
௚௠- coordinate vector for the b-th traffic light 

from the map, ݏ௜
௚௠- coordinate vector for the i-th detected 

traffic light, ܲିଵ - covariance matrix for the detected 
traffic light. A "cost" matrix with values of a metric 
inversely proportional to the Mahalanobis distance is 
compiled for the distances found. Next, the best 
measurement-map pairs are determined using the 
Hungarian algorithm. 

VIII. CLASSIFICATION OF TRAFFIC LIGHT 

SIGNALS 

The classification problem is solved using a deep 
neural network. The input of the network is a fragment of 
traffic light image formed by the detector, and the output 
of the network is the class of traffic light signal. The traffic 
light signal classifier contains 25 classes. The network 
architecture consists of two sequential blocks: feature 
extraction and class prediction. A neural network of 
RegNetY architecture [17] is used for feature extraction. 
Since the data in the collected dataset is not balanced, the 
following Focal Loss [18] is used in training such a 
network, which allows dynamic scaling of the loss of the 
cross-entropy function. The scaling factor decreases to 
zero as the confidence of the neural network in the 
correctness of the predicted class increases.  

Markup of image fragments containing traffic lights 
uses a system of classes that takes into account: type of 
traffic lights (automobile, tram, pedestrian), orientation 
(direction), number of sections (5-section, 3-section, 2-
section), as well as special symbols and their combinations 
(straight, left, straight and left, etc.). 

Examples of traffic lights of different classes are 
shown in the figure. 

 
 

Figure 3. Some classes of traffic light signals 

IX. ACCURACY ASSESSMENT  

The accuracy of the system operation is evaluated in 
conjunction with the control system [14], [15]. Such 
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experiments are primarily required for autopilot solutions, 
as they determine the speed and safety of the robot car 
movement on city streets. Usually, test routes containing 
intersections are used for these purposes. In this case, the 
result of correct recognition of traffic signals, stopping at 
the intersection in case of a forbidden signal and driving 
through a permissive traffic signal is evaluated. 
Unfortunately, it is not possible to automatically evaluate 
the accuracy of a driver assistance system with active 
traffic signal control because drivers often stop the tram 
before the stop line and start driving when the permissive 
traffic signal is illuminated. Therefore, the accuracy of the 
system was assessed using data recorded when the tram 
was running on routes and manual checks of normal and 
abnormal operation. 

A comprehensive evaluation of the system can be 
determined using the target and actual system actions as a 
function of the traffic signal: 

– STOP at stop signal; 

– MOVING at permissive signal.  

In the context of passing an intersection, the most 
critical action is STOP, so it is taken as the basic 
("positive" from the point of view of the inconsistency 
matrix). These events allow us to form the following 
matrix of situation correspondence, presented in Table 2. 

TABLE 2. MATRIX OF EVENT CORRESPONDENCE   

EVENT Target action Actual system action 
TN MOVING MOVING 
TP STOP STOP 
FN STOP MOVING 
FP MOVING STOP 
 

Thus, the following events are generated: TP - stopping 
at a forbidden signal; TN - moving at a permissive signal; 
FP - stopping at a permissive signal; FN - moving at a 
forbidden signal, the most critical error from the point of 
view of traffic safety, since it allows moving at a red light. 

The accuracy evaluation was performed by manually 
analyzing the video data and the data attributed by the 
telemetry system for the routes presented in Table 3. The 
accuracy was evaluated for two algorithms: 

– using one camera and UKF filter to filter and match 
traffic lights (A1). 

– using two cameras and a UKF filter to filter and 
match traffic lights (A2). 

TABLE 3. INFORMATION ON THE ROUTES USED FOR 
ACCURACY ASSESSMENT 

Routes Route length, km 
36 route 8 runs, 17.43 km 
24 route 3 runs, 14.67 km 
27 route 1 run, 18.04 km 

TABLE 4. ACCURACY EVALUATION OF THE ALGORITHMS 

 Algorithms 
Events A1 A2 
TP 181 192 
TN 183 180 
FP 57 60 
FN 16 5 
Precision 76.05 % 76.19 % 
Recall 91.88 % 97.46 % 

Table 4 presents the results of the system accuracy 
estimation. Both basic TP, TN, FP, FN and derived 
parameters Precision, Recall are calculated. These 
parameters are calculated using standard equations 

Precision ൌ
ܶܲ

ܶܲ ൅ ܲܨ
 

Recall ൌ
ܶܲ

ܶܲ ൅ ܰܨ
 

Based on the logic of the problem being solved, the 
Recall parameter is the highest priority, because passing 
the intersection on a red traffic signal is critical. From the 
presented analysis we can see that when using two 
cameras, the quality of the system improves in terms of 
completeness by 6%, which is explained by a better ability 
to detect distant "duplicate" traffic lights. 

Figure 4 shows the results of detection of traffic lights 
in different locations of St. Petersburg. Bounding boxes 
show all objects recognized by the neural network, with 
cars in orange, traffic lights in red and green, blue dots - 
position of traffic lights on the map. It can be seen that the 
objects recognized by the neural network have a 
connection with the points on the ground, which indicates 
that the matching task has been successfully executed.  

 
 

 
Figure 4. Fragments of visualization of traffic lights recognition results 

X. CONCLUSION 

The problem of traffic light recognition has been 
addressed for quite a long time, and there is currently no 
absolutely reliable solution due to a large number of 
external factors affecting the quality of recognition. The 
use of multiple cameras/lidars, deep neural networks and 
high-precision maps significantly improve the quality of 
the problem. The paper describes an algorithm that solves 
the problem of recognizing traffic lights in real time with 
high accuracy in modern tram driver assistance systems. 
The evaluation of the accuracy of the proposed 
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identification algorithm together with the tram control 
system using two cameras allows to achieve the 
parameters of accuracy 76.19% and completeness 97.46%. 
The existing errors of the system are currently associated 
with the recognition of primarily tram traffic lights (due to 
their low expressiveness and burnout during operation). 
Implementation and use of this algorithm in practice 
allows to reduce the requirements to the map markup and 
provides high recognition accuracy in real time. 
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Abstract—With the development of the logistics industry, 

the operating scenarios for unmanned transport aircraft are 
constantly expanding. Unmanned aircraft have put forward 
higher demands for navigation technology in satellite-denied 
environments and have become hot topics and challenges in 
current research. Traditional navigation systems that combine 
satellite navigation with inertial navigation require high 
performance from satellite navigation. Once satellite signals 
are blocked or interfered with, the navigation accuracy and 
stability of unmanned aircraft will be severely affected. 
Therefore, it is of great significance to research and develop 
autonomous navigation technology for unmanned aircraft in 
satellite-denied environments. Key technologies currently 
being researched for autonomous navigation of unmanned 
aircraft include positioning-attitude measurement and route 
planning. This paper discusses the characteristics of navigation 
technology requirements for large fixed-wing unmanned 
transport aircraft. It analyzes the aforementioned key 
technologies from the perspectives of technical implementation 
system architecture, the challenges of technical 
implementation, characteristics of emerging technologies, and 
the practical applications of autonomous navigation systems 
that integrate new technologies in unmanned transport 
aircraft. In terms of positioning and attitude measurement, 
effective combinations of high-altitude image matching 
technology, information extraction technology based on 
elevation maps, and multi-source information fusion 
navigation technology can effectively compensate for the 
deficiencies of traditional navigation technologies and 
gradually become the mainstream of research. In terms of 
route planning, combining global static route planning with 
local dynamic route planning algorithms can assist unmanned 
transport aircraft in flying safely and efficiently in complex 
environments. In the future, with the continuous advancement 
of information technology and the development of intelligent 
algorithms, autonomous navigation technology for unmanned 
aircraft will evolve towards higher accuracy, stronger stability, 
and better real-time performance, providing strong support 
for the rapid development of unmanned aircraft logistics 
transportation industry.  

Keywords—Unmanned Transport Aircraft, Autonomous 
Navigation Technology, Satellite Denied Environments, 
Positioning-Attitude Measurement, Route Planning. 

I. INTRODUCTION  

In recent years, the unmanned transportation industry 
has been rapidly developing. According to the "Global 
Unmanned Aerial Vehicle Logistics and Transportation 
Market Report" released by the global market research 
firm Markets and Markets, the global logistics UAV 
market is projected to grow to $29.06 billion by 2027, 
with a compound annual growth rate of 21.01% during 
the forecast period [1]. Compared to traditional logistics 
transportation methods, unmanned transport vehicles offer 
advantages such as high efficiency, speed, flexibility, 
safety, and low cost [2]. Additionally, the operating 
environment of unmanned transport vehicles presents 
characteristics such as large spatial coverage, variable 
weather conditions, complex ground environments, and 
complicated air traffic management. To ensure the safe 
and efficient operation of UAVs, autonomous navigation 
technology for UAVs has undergone rapid development, 
with particular emphasis on autonomous navigation 
technology in GNSS-denied. 

Autonomous navigation technology for UAV can 
estimate the position, velocity, attitude, and other state 
information of UAVs in real-time without relying on 
external support, using only the perception and 
computational equipment carried onboard. It also enables 
dynamic adjustments to flight paths. Traditional UAV 
autonomous navigation is achieved through the fusion of 
GNSS and Inertial Navigation Systems. Under GNSS 
completely denied conditions, the positioning accuracy of 
inertial navigation systems is high in the short term. 
Cumulative errors over time can lead to decreased system 
stability, making it difficult to ensure flight safety [3]. 

To address the aforementioned issues, this paper 
introduces the development process of autonomous 
navigation technology for UAVs, analyzes the 
characteristics of navigation technology requirements for 
large fixed-wing unmanned transport aircraft, and 
comprehensively reviews the key technologies of 
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autonomous navigation and path planning for UAVs under 
satellite denial conditions. It also discusses solutions for 
large fixed-wing unmanned transport aircraft based on 
application scenarios, providing references for related 
research and applications. 

II. THE DEVELOPMENT STAGES OF UAV AUTONOMOUS 

NAVIGATION TECHNOLOGY 

The development of UAV autonomous navigation 
technology has undergone several stages, gradually 
evolving and improving with the continuous advancement 
of technology. 

A. Early Stage: Exploration and Initiation 

During the early stage of UAV autonomous navigation 
technology development, researchers primarily focused on 
addressing how UAVs could navigate and locate 
themselves without human intervention. During this 
period , autonomous navigation technology heavily relied 
on Inertial Navigation Systems (INS), which estimated the 
speed and position of UAVs using sensors such as 
gyroscopes and accelerometers. However, due to the 
accumulation of errors over time, the positioning accuracy 
of INS was limited. 

B. Mid-stage: Integration of Multiple Technologies 

As technology progressed, researchers began to 
explore the integration of various navigation technologies 
to enhance the accuracy and reliability of UAV 
autonomous navigation. For example, the introduction of 
the Global Positioning System (GPS) provided UAVs 
with absolute positioning information, significantly 
reducing the error accumulation of INS. Additionally, 
visual navigation technology started to be applied in UAV 
autonomous navigation, enabling UAVs to perceive and 
locate their positions more accurately by identifying and 
analyzing visual features in the environment. 

C. Modern Stage: Intelligence and Deep Learning 

Entering the modern stage, UAV autonomous 
navigation technology has embraced the wave of 
intelligence and deep learning. By equipping advanced 
sensors and computational devices, UAVs can acquire and 
process a large amount of environmental information in 
real-time, thereby achieving higher-level autonomous 
navigation functions. At the same time, the application of 
deep learning enables UAVs to autonomously learn and 
recognize obstacles and threats in the environment, 
thereby better performing path planning and obstacle 
avoidance. 

D. Future Outlook: More Autonomous and Intelligent 

Looking ahead, UAV autonomous navigation 
technology will continue to evolve towards greater 
autonomy and intelligence. On the one hand, with the 
continuous improvement of sensor technology and 
computational capabilities, UAVs will be able to acquire 
richer environmental information and achieve higher 
accuracy positioning and navigation. On the other hand, 
through technologies such as deep learning and artificial 
intelligence, UAVs will better understand and adapt to 

complex and dynamic environments, enabling higher-
level autonomous decision-making and actions. 

III. ANALYSIS OF NAVIGATION TECHNOLOGY 

REQUIREMENTS FOR LARGE FIXED-WING UNMANNED 

TRANSPORT AIRCRAFT 

Large fixed-wing unmanned transport aircraft possess 
several advantages, including high payload capacity, low 
transportation costs, high transportation efficiency, and 
short transportation times. Additionally, their 
requirements for takeoff and landing conditions are much 
lower compared to those of civil cargo aircraft. In current 
unmanned transport operations, large fixed-wing 
unmanned transport aircraft typically carry payloads 
exceeding 1000 kilograms, have a range of over 1000 
kilometers, cruise at speeds exceeding 150 kilometers per 
hour, require takeoff and landing distances of no more 
than 500 meters, and are capable of meeting the demands 
of inter-city logistics transportation, transportation of 
agricultural and sideline products in remote areas, and 
emergency delivery of supplies to islands. 

 
Fig. 1. The Development Stage of Auto-Navigation-Tech for UAV 

Due to the operational requirements of large fixed-
wing unmanned transport aircraft in various scenarios, 
their operating environment is more complex than that of 
civil cargo aircraft. This complexity includes: 

A. Complex and variable weather conditions. 

Large fixed-wing unmanned transport aircraft often 
operate over long distances, traversing diverse weather 
environments at takeoff and landing sites as well as 
throughout flight paths. Therefore, these aircraft require 
dynamic path planning capabilities and autonomous 
landing capabilities to adapt to changing weather 
conditions. As shown in Fig. 2, during UAV route 
planning and flight operations, avoiding areas with 
variable weather conditions needs to be considered. 

 
Fig. 2. Setting flight routes for unmanned transport aircraft requires 

consideration of complex and variable weather conditions 

B. Diverse geographical environments.  

Flight routes for large fixed-wing unmanned transport 
aircraft often traverse diverse geographical environments.  
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Fig. 3. Simulating unmanned transport aircraft flying in valleys. 

Apart from regions with relatively flat terrain such as 
plains and deserts, these routes typically also include 
areas with varying elevations such as mountains and 
plateaus, as shown in Fig. 3. Therefore, unmanned aircraft 
need to possess terrain elevation sensing capabilities and 
the ability to autonomously plan paths based on terrain 
features. 

C. Unpredictable electromagnetic environment. 

Various electronic information systems operating in 
frequency bands, such as ground-based radar systems, 
communication radio stations, and electro-optical 
equipment, as well as terrestrial and maritime clutter, 
cloud and rain particles, and land-sea-air platforms, all 
constitute the physical entities generating electromagnetic 
interference signals for unmanned aircraft [4]. Due to 
factors such as the distribution of electronic equipment, 
operating frequencies, radiation power, radiation modes, 
geographic and meteorological conditions, the 
electromagnetic environment during the flight of large 
fixed-wing unmanned aircraft exhibits complex 
characteristics, manifesting as diverse, dynamic, and 
adversarial electromagnetic interference [5]. Large fixed-
wing unmanned transport aircraft typically fly at altitudes 
ranging from several thousand to tens of thousands of feet, 
making satellite navigation, radio communication, and 
other systems more susceptible to electromagnetic 
interference. 

 
Fig. 4. During UAV flights, the satellite navigation status can be affected 

by electromagnetic interference. 

The electromagnetic environmental factors affecting 
satellite navigation systems can be divided into 
unintentional interference, intentional interference, and 
disturbances caused by natural environmental factors [6]. 
Unintentional interference and disturbances from natural 
environmental factors are unavoidable and often result in 
signal loss and navigation state fluctuations. Intentional 
interference mainly includes jamming and spoofing [7,8]. 
For instance, as shown in Fig. 4, during the flight of 
unmanned aircraft, satellite navigation signals are 
subjected to varying degrees of electromagnetic 
interference, leading to a decrease in the number of 
satellites available for navigation to below 6, and a 
significant increase in PDOP values, which can affect the 
positioning accuracy of the unmanned aircraft. As 

depicted in Fig. 5, during the flight of unmanned aircraft, 
the number of satellites available for navigation and 
PDOP values deteriorate similarly. The baseline length of 
the satellite navigation dual antennas experiences a 
sudden change. More critically, there is a sudden change 
in the output of the satellite navigation measurement for 
attitude and heading angles, reducing the accuracy of the 
unmanned aircraft's heading angle and posing a threat to 
flight safety. Therefore, when satellite navigation is 
affected by electromagnetic interference, it is necessary to 
utilize scene matching technology to detect interference in 
satellite navigation and to correct real-time deviations in 
satellite navigation positions. 

 

Fig. 5. The satellite navigation's measurement of attitude and heading can 
be affected by electromagnetic interference during UAV flight. 

IV. KEY TECHNOLOGIES FOR AUTONOMOUS NAVIGATION 

OF UNMANNED AIRCRAFT UNDER SATELLITE NAVIGATION 

DENIED CONDITIONS 

Key Technologies for Autonomous Navigation of 
Unmanned Aircraft in Satellite Navigation Denied 
Environments mainly comprise two aspects: perception 
and positioning technology, and path planning technology. 
Among these, perception and positioning technology 
primarily include information extraction based on 
elevation maps, image matching navigation technology, 
and multi-mode integrated navigation technology. 

A. Information-Extraction-Tech Based on Elevation-
Maps 

With the rapid advancement of drone technology, the 
demand for navigation in various complex environments 
is growing. Elevation maps, as important data sources 
reflecting ground height information, provide crucial 
support for drone navigation and decision-making. 
Information extraction technology based on elevation 
maps mainly consists of two aspects: the construction and 
updating of elevation maps, and the extraction and 
analysis of terrain features. By processing and analyzing 
elevation data, key terrain features can be extracted, 
providing important foundations for drone path planning, 
positioning, and decision-making. 

1) Construction and Updating of Elevation Maps 
The construction of elevation maps is a crucial aspect 

of UAV navigation technology. It provides detailed terrain 
information to UAVs, including ground elevation, slope, 
ridges, valleys, and other features, aiding UAVs in terrain 
perception. Constructing elevation maps typically relies 
on remote sensing technology and ground measurement 
data. Remote sensing utilizes methods such as satellite 

  
a.Simulating unmanned transport aircraft 

flying in rainy and snowy weather 
b.Simulating unmanned transport 

aircraft flying in valleys 
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imagery and radar scanning to obtain ground elevation 
data, while ground measurement data is obtained through 
precise measurements using ground equipment such as 
LiDAR and total stations. After processing and analysis 
through Geographic Information Systems (GIS) and other 
methods, these data can generate high-precision elevation 
maps. Additionally, UAVs themselves can carry elevation 
measurement devices such as LiDAR or ultrasonic 
sensors for real-time elevation data collection. 

Reference [9] presents the design and implementation 
of a rapid construction system for locally dense elevation 
maps with feasible domain information, as well as an 
online construction system for globally consistent dense 
elevation maps over large areas. Reference [10], building 
upon RTAB-Map visual odometry, implements the 
construction of a 2.5D elevation grid map, extending the 
elevation map construction module for RTAB-Map. 
However, this form of environmental map is more suitable 
for autonomous localization and navigation of robots or 
other ground-based unmanned platforms. It is worth 
mentioning that RTAB-Map is a classic solution in vision-
based SLAM, primarily comprising robust visual 
odometry. It also provides three forms of map 
construction: dense point cloud maps, 2D occupancy grid 
maps, and Octomap (3D occupancy grid maps). Among 
these, Octomap is particularly useful for reflecting 
obstacle information in three-dimensional space and is 
commonly used in UAV navigation. 

Reference [11] utilizes UAV remote sensing 
technology for high-quality terrain image acquisition in 
complex mountainous environments. It employs Structure 
from Motion (SfM) and Multi View Stereo (MVS) 
algorithms to construct 3D scenes, and integrates visual 
interpretation, GIS terrain feature extraction, and analysis 
methods to achieve comprehensive analysis of terrain 
feature parameters such as elevation distribution, slope, 
and aspect. The process of constructing the 3D scene is 
illustrated in Fig. 6. 

 
Fig. 6. The process of constructing 3D scenes. 

Reference [12] utilized an aircraft remote sensing system, 
combined with real-time pose compensation technology, to 
acquire centimeter-level precise orthoimage data, thereby 
obtaining high-definition three-dimensional real scene 
images. Subsequently, LiDAR360 was employed to generate 
digital elevation models, digital surface models, and canopy 
height models to obtain useful terrain and forest information, 
and to construct a three-dimensional GIS spatial database. 

Traditional aerial photography, while capable of 
swiftly and efficiently acquiring geographic information 
data, demands costly equipment and imposes high 
requirements on takeoff locations and flight airspace. 
These factors to some extent limit its application in 
constructing large-scale elevation topographic maps. 
Reference [13] employed unmanned aerial vehicles 
(UAVs) with oblique photogrammetry, pseudo-ground 
flight techniques, and 3D modeling to construct a three-
dimensional model of the test area, upon which elevation 
topographic maps were created. This UAV pseudo-ground 
flight oblique photogrammetry technique enables large-
scale mapping in complex areas. 

With the rapid development and improvement of 
surveying satellite technology, data collection for large-
scale topographic mapping can now be achieved through 
satellite remote sensing photography. However, this 
method is susceptible to weather conditions and terrain 
factors, leading to suboptimal results in elevation 
topographic mapping. Furthermore, regular updates of 
elevation maps are crucial, especially in regions where 
geographical conditions change rapidly, to maintain their 
accuracy and usability. Methods for updating elevation 
maps primarily include regularly collecting new remote 
sensing data, conducting field measurements using 
unmanned aerial vehicles or ground equipment, and 
dynamically updating maps using machine learning 
algorithms, which involve local or global adjustments to 
the maps. These methods effectively update elevation 
maps to adapt to rapid changes in terrain. 

2) Extraction and Analysis of Terrain Features 
Terrain feature extraction involves identifying key 

elements such as peaks, valleys, saddles, ridges, slopes, as 
well as the overall trends and local variations of terrain 
from elevation maps. This typically entails image 
processing techniques and computer vision algorithms 
such as filtering, edge detection, region segmentation, and 
feature point extraction. 

Reference [14] investigated elevation data extraction 
methods for contour maps, primarily utilizing the 
secondary development platform ArcGIS Engine of the 
geographic information system (GIS) software ArcGIS. 
Firstly, contour maps are rasterized, and then converted 
into point feature data based on grid units. Finally, each 
point is assigned a reasonable elevation value through 
interpolation methods. It's worth noting that not every 
point on the contour map has an elevation value. Point 
distribution is spatially correlated, with nearby points 
having similar elevation values. To avoid local influences, 
the inverse distance weighted interpolation (IDW) method 
is chosen for elevation data extraction. Reference [15] 
focusing on underwater terrain-aided navigation (UTAN), 
studied real-time underwater terrain models for extracting 
local underwater terrain features. They developed a 
UTAN digital terrain map (DTM) and interpolation 
reconstruction method based on multi-beam echo 
sounders (MBES). Terrain Matching Diagram of UAV is 
illustrated in Fig. 7.  

Reference [16] proposes a method for extracting and 
matching terrain features from sparse point cloud data, 

  
 

  

a.Building sparse point clouds b.Three-dimensional grid 

c.Texture mapping d.Construction of 3D-scenes
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addressing the robust matching of three-dimensional 
features under flat terrain conditions. This method is not 
only applicable to terrain-related navigation for planetary 
rovers and landers but also can be utilized in object 
recognition and SLAM. Reference [17] introduces a 
method for quickly extracting Digital Elevation Model 
(DEM) data from scanned contour maps using contour 
rendering.  

 
Fig. 7. Terrain Matching Diagram of UAV [15] 

Further analysis after terrain feature extraction may 
include statistical characteristics of the terrain, evaluation 
of terrain complexity, and other aspects to provide more 
comprehensive terrain information. Analyzing terrain 
features helps UAVs understand the flight environment 
and predict potential risks such as terrain obstacles and 
airflow variations. Additionally, terrain features can 
provide important basis for path planning and navigation 
decision-making, enabling the selection of safer and more 
efficient flight trajectories. Reference [18] has designed a 
complete automated solution based on digital map data 
reading, data processing, key data extraction, geometric 
parameter calculation and analysis, and model display.  

3) The Application Trends of Elevation Maps in UAV 
Navigation 

The application of elevation maps in UAV navigation 
is extensive and profound, particularly in complex terrain 
environments. Taking large fixed-wing unmanned 
transport aircraft as an example, during flight missions in 
mountainous and plateau regions, elevation maps can 
provide precise terrain information, supporting terrain 
perception and autonomous path planning. This enables 
avoidance of potential danger areas such as mountains and 
valleys, selecting safe flight corridors. Throughout the 
flight, UAVs can adjust flight altitude and heading in real-
time based on elevation maps to adapt to terrain changes. 

To meet the flight demands of UAVs in mountainous and 
undulating terrain, especially to avoid the impact of 
obstacles such as mountains on UAVs, elevation maps can 
also be used for terrain-following flights. This allows UAVs 
to fly close to the ground or maintain a certain safe altitude, 
thus achieving the technology of terrain-following flight in 
complex terrain.  
Many researchers have conducted studies on low-altitude 
terrain-following flight technology and its applications 
based on elevation map information[19-26] to enhance the 
safety of UAV flights. It is worth noting that Digital 
Elevation Model (DEM) data lacks elevation information 

for vegetation, buildings, etc., compared to Digital Surface 
Model (DSM) data. Therefore, before conducting UAV 
terrain-following flight operations based on elevation map 
extraction technology, it is advisable to establish DSM 
image data containing elevation information of tall 
buildings, power lines, vegetation, communication towers, 
etc., within the terrain-following flight area through pre-
surveying operations to prevent collision accidents caused 
by altitude issues during UAV terrain-following flight 
operations. Reference [27] uses existing three-dimensional 
surface data DSM to keep the UAV at a constant height 
relative to ground targets, overcoming problems such as 
large terrain height differences and occlusions by prominent 
surfaces, thus enabling safer identification of steep slopes 
and hazardous rock masses. Reference [28-31] utilize 
existing DSM elevation map data to implement terrain-
following oblique photogrammetry technology, applied in 
the production of large-scale topographic maps in 
mountainous areas. 

In addition, elevation maps can be combined with 
other navigation technologies to form a multi-source 
information fusion navigation solution. For example, 
combining visual navigation technology with elevation 
maps can assist in the extraction and matching of visual 
features using terrain information provided by elevation 
maps. Similarly, integrating inertial navigation technology 
with elevation information can correct and compensate for 
inertial measurement data, thereby improving navigation 
accuracy and stability. Reference [32] addresses the 
autonomous search for emergency landing sites for UAVs 
in outdoor environments. Based on DEM digital elevation 
maps, it proposes a rapid search algorithm for emergency 
landing sites based on neural networks. By leveraging 
deep learning visual navigation technology and 
constructing an image segmentation deep network, it 
achieves fast and stable search results. 

B. Image Matching Navigation Technology 

Image matching navigation is divided into two types: 
terrain contour matching navigation and scenery matching 
navigation. The key data for image matching navigation is 
referred to as a digital map. Since surface features 
generally do not change much, surface images are pre-
taken and stored in the UAV. When the UAV flies over, 
navigation is carried out by identifying the original image 
and current surface features to determine the flight 
position. 

1) Terrain Matching Technology 
Terrain matching navigation technology relies on 

terrain data along the flight route as a basis. During flight, 
real-time altitude data is collected using onboard radar, 
radio altimeter, barometric altimeter, etc. The elevation 
profile of the flight path projected onto the ground is 
calculated and compared with the gridded digital map 
elevation data stored on board using relevant algorithms 
to determine the position of the aircraft and make 
navigation adjustments accordingly. This technology is 
suitable for navigation in hilly and mountainous terrain 
with significant undulations. Therefore, terrain matching 
navigation is also an application of the aforementioned 
elevation map information extraction technology in the 
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field of UAV autonomous navigation and terrain-
following flight, providing strong support for UAV 
applications in complex terrain navigation, aerial 
photography, geological exploration, etc. 

Reference [33] designed a UAV terrain matching 
terrain-following flight method based on DEM data, 
which enables the UAV to make corresponding 
adjustments according to the terrain undulations, ensuring 
a fixed flight altitude difference and achieving terrain-
following flight, thereby improving the quality of aerial 
photographs and the safety of UAVs. Reference [34] 
studied DEM acquisition methods and proposed a method 
for scene-assisted UAV sequence image positioning based 
on elevation information constraints, demonstrating 
higher accuracy compared to positioning methods based 
on plane scene reconstruction. Reference [35-36] 
investigated underwater terrain matching navigation 
technology, similar to aircraft terrain matching. When an 
AUV crosses a terrain-adapted area, the terrain elevation 
values of measurement points are obtained through depth 
sensors, and the optimal pose of the AUV is determined 
by comparing them with the reference terrain elevation 
map stored in advance using terrain matching algorithms. 

However, terrain matching technology also has some 
limitations. For example, in mountainous areas with 
drastic terrain changes or in plains with poor terrain 
features, the positioning accuracy may be affected. 
Therefore, terrain matching technology needs to be 
integrated with other navigation methods to improve 
overall navigation performance. 

2) Scenery Matching Technology 
Scenery matching navigation is a visual navigation 

technology that utilizes image sensors to capture images 
of the surrounding area during flight or near the target 
area. These images are then matched with stored reference 
images to obtain aircraft position data. This method is 
suitable for navigation in flat areas with varying features 
and minimal elevation changes. Scenery matching 
navigation, with its high resolution, autonomous 
navigation capabilities, and compact size, has gained 
increasing attention in the field of precise navigation. It 
has become an important research direction in the field of 
autonomous navigation and positioning of unmanned 
aerial vehicles (UAVs) in anti-GPS-denied environments 
[37-38]. 

The guidance accuracy of scenery matching depends 
on the real-time image quality, reference image accuracy, 
and performance of the matching method. This method is 
essentially a target positioning method based on template 
matching. Unlike terrain matching, the guidance accuracy 
of scenery matching is relatively higher by an order of 
magnitude. Therefore, while terrain matching guidance is 
generally used for mid-course guidance, scenery matching 
guidance is typically used for terminal guidance [39]. 
Although scenery matching navigation demonstrates high 
flexibility and outstanding autonomy, in practical 
operations, UAVs usually operate in open environments 
where real-time images captured may vary significantly. 
Especially in complex scenes, real-time images and 
reference images are often captured under different 

conditions such as different times, sensors, scenes, angles, 
and weather conditions, leading to differences in 
grayscale, clarity, geometric distortion, and occlusions 
between the two images. These significant differences 
pose significant challenges to the positioning algorithms 
of scenery matching navigation. 

Currently, the mainstream approach is to research 
methods for registering heterogeneous images [40-44]. 
Reference [45], a new method proposed. enhances the 
internal features of target images using a dual-stream deep 
network, enabling precise matching of aerial images 
obtained in different environments. The general process of 
registration for heterogeneous image matching is 
illustrated in Fig. 8. Initially, corresponding reference 
images are selected from the reference image database 
based on the positioning results of the inertial navigation 
system. Simultaneously, real-time images are captured by 
the UAV through onboard sensors. Due to the drift error 
of the inertial navigation system, there exist geometric 
differences between the reference and real-time images, 
necessitating image registration methods to align them. 
After alignment and obtaining affine transformation 
parameters, the UAV's position can be calculated. The 
center of the real-time image represents the position of the 
UAV. Using the affine transformation parameters, the 
position of the real-time image center on the reference 
image can be calculated. Since the reference image 
contains geographic information, the position of the UAV 
can be determined accordingly. 

 
Fig. 8. Positioning system based on heterogeneous image matching 

The traditional research on image-matching navigation 
mainly focuses on area-adaptive navigation, with few 
methods capable of continuous image matching 
navigation across adaptive and non-adaptive areas, 
resulting in poor continuity and to some extent limiting its 
application scope. To address this issue, it is generally 
necessary to study various forms of sensors and try 
multiple research methods. Image-matching visual 
devices can include sensors in forms such as monocular, 
binocular, multiocular, fisheye, etc., with visible light, 
infrared, laser, etc. Research methods include feature 
extraction, feature matching, optical flow analysis, bionics, 
and various combined navigation methods. Reference [46-
47] studied image matching algorithms for UAV target 
positioning in night vision environments, solving the 
problems of low feature detection repeatability and low 
feature matching accuracy in infrared and visible light 
image matching. 

In addition, the navigation systems of large unmanned 
transport aircraft have high engineering requirements for 
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real-time image matching due to their fast flight speeds. 
Poor real-time performance cannot be compensated for 
even with high precision and reliability of matching 
results. During the matching process, it is usually 
necessary to search for matches over a large range in the 
reference image, resulting in large computational 
complexity. Therefore, improving the real-time 
performance of image matching is crucial. Some 
researchers have conducted related studies on how to 
optimize algorithms to improve matching speed and 
accuracy and reduce computational complexity to meet 
real-time [48-49]. Reference [50] proposed a new fast and 
robust template matching framework for multi-mode 
remote sensing image registration. It uses a template 
matching strategy to detect correspondences between 
images and defines a fast similarity measure based on 
feature representation in the frequency domain using Fast 
Fourier Transform (FFT), improving computational 
efficiency. Reference [51] proposed a new hybrid 
keypoint selection method and verified that applying 
appropriate keypoint selection techniques can improve the 
accuracy and efficiency of UAV image matching and 
positioning results. Reference [52] proposed a matching 
algorithm that divides the feature neighborhood into 
concentric circles based on feature points and improves 
the generation of feature descriptors in the Scale Invariant 
Feature Transform (SIFT) algorithm. It also filters 
matching point pairs to improve the algorithm's real-time 
performance and accuracy. 

3) The Application Trend of Image Matching 
Technology in UAV Positioning 

The application of image matching technology in UAV 
positioning has become increasingly widespread [53-55]. 
By integrating ground scene recognition, terrain matching, 
and image matching technologies, UAVs can achieve 
precise positioning and navigation in complex 
environments. This navigation method not only improves 
the accuracy and stability of UAV positioning but also 
provides strong support for UAV applications in 
agriculture, environmental protection, rescue operations, 
logistics, and other fields. 

With the development of artificial intelligence 
technologies such as deep learning, the performance of 
image matching algorithms has been significantly 
improved. In recent years, the development of deep 
learning technology has provided strong technical support 
for ground scene recognition [56-59]. Training deep 
neural networks can efficiently and accurately identify 
ground images, greatly improving the accuracy and 
stability of UAV positioning. Reference [60] proposes a 
UAV autonomous navigation and obstacle avoidance 
method based on deep reinforcement learning 
algorithm—FRDDM-DQN. Based on the DQN, this 
algorithm introduces an optimized Faster R-CNN model 
to extract obstacle information from images and achieves 
better and more efficient training results through the 
proposed experience pool experience admission 
mechanism. This research achievement realizes image 
matching without prior maps, expands the application 
scenarios of UAVs, and further enhances the ability of 
UAVs to autonomously execute tasks. 

High-precision digital scene maps obtained through 
machine learning algorithms such as deep learning and 
reinforcement learning serve as the basis for visual scene 
matching navigation. Constructing structured digital scene 
map data with multiple scales, resolutions, and 
temporalities, even SLAM three-dimensional mapping, 
and dynamically updating elements such as digital scenes, 
airport runways, ground signs, buildings, towers, and 
signal lights in the map can meet the accuracy and 
integrity requirements of scene matching navigation in 
unfamiliar environments. 

C. Multimodal fusion navigation technology 

Unmanned aerial vehicles (UAVs) may experience 
positioning failure in heavily interfered environments 
during flight missions. In such cases, reliance on other 
sensors is necessary to infer the UAV's position, ensuring 
safe landing or return. Inertial sensor navigation systems, 
as autonomous navigation devices, operate without 
relying on external radio signals, providing inherent 
resistance to interference and spoofing. However, under 
inertial navigation mode, positioning errors can be 
significant, necessitating combination with other 
navigation methods such as radio navigation or terrain 
recognition navigation. Because inertial navigation can 
provide a wealth of navigation parameters and full attitude 
information, it is typically the primary component in 
multi-modal fusion navigation systems. 

To address situations where satellite navigation is 
interfered with or fails, the system is designed with 
solutions such as image matching, radio navigation, and 
laser-assisted inertial navigation. Multimodal navigation 
devices are added to adaptively improve navigation in 
unfamiliar environments, enabling navigation in straits, 
islands, coastlines, and hilly terrains. This multimodal 
navigation technology can adapt to satellite navigation 
failures, utilizing "pure inertial" navigation, "image + 
inertial" combination navigation, and "radio + inertial" 
combination navigation techniques. As shown in Fig. 8, 
for redundant satellite navigation equipment and inertial 
navigation equipment, design redundancy switching 
priority to achieve automatic switching in case of 
navigation equipment failure. 

D. Autonomous Trajectory Planning for Unmanned 
Transport Aircraft (UTA) 

Autonomous trajectory planning is crucial for enabling 
unmanned transport aircraft to navigate efficiently and 
safely in diverse environments. It involves generating an 
optimal path that adheres to performance constraints and 
ensures flight safety, essentially solving an optimization 
problem under multiple constraints. 

1) Constraints  
Unmanned transport aircraft face various influencing 

factors during flight and planning, necessitating 
compliance with multiple constraints: 

 Self-performance constraints: These include 
minimum trajectory segment length, minimum turn 
radius, maximum pitch angle, minimum and 
maximum flight altitudes, and maximum trajectory 
length. 
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 Mission constraints: These involve completion 
time, starting point, target point, fixed heading 
angle, and other mission-specific requirements. 

 Environmental constraints: These encompass 
various threat field constraints, no-fly zone 

restrictions, and the UAV's compliance with 
penetration requirements. In battlefield 
environments, attention must also be paid to the 
UAV's stealth capabilities. 
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Fig. 9. Multimodal Navigation Technology Roadmap Diagram

2) Trajectory Planning Algorithm  
Trajectory planning algorithms can be broadly 

categorized into traditional and modern intelligent 
algorithms. 

a) Traditional Trajectory Planning Algorithm. 
Traditional algorithms include graph search algorithms, 

spatial sampling algorithms, and potential field methods. 
While they offer good search performance and accuracy, 
their limitations become apparent in complex 
environments: 

 Graph search algorithms: These algorithms, like 
the A* algorithm [61], excel in simple 
environments but struggle with increased search 
nodes and reduced real-time performance. 

 Spatial sampling algorithms: These algorithms, 
like the Rapidly Exploring Random Tree (RRT), 
efficiently explore the search space but may 
overlook optimal paths due to their randomness. 

 Potential field methods: These algorithms, like 
the Artificial Potential Field (APF) method [62], 
provide fast planning and safe results but can get 
stuck in local optima in complex environments. 

b) Modern Intelligent Trajectory Planning 
Algorithm 

Modern algorithms address the shortcomings of 
traditional methods, enabling efficient planning in 
complex environments: 

 Genetic Algorithm (GA) [63]: Inspired by 
evolution, GA uses genetic operators to iteratively 
evolve an optimal trajectory based on a fitness 
function. While robust and suitable for complex 
scenarios, GA can struggle with local search and 
convergence speed in later stages. 

 Ant Colony Optimization (ACO) [64]: Taking 
inspiration from ant foraging behavior, ACO uses 
pheromone updates to guide the "ant colony" 
towards the optimal path. Its positive feedback 
mechanism and ease of implementation make it 
popular. However, ACO can be susceptible to local 
optima and slow convergence. 

 Particle Swarm Optimization (PSO): Inspired by 
the social behavior of bird flocks and fish schools, 
PSO utilizes information sharing among "particles" 
to iteratively improve their positions and converge 
towards the optimal trajectory. PSO offers good 
balance between exploration and exploitation but 
may suffer from parameter sensitivity. 

TABLE I.  ALGORITHM COMPARISON 

Title Advantages Disadvantages 

A-Star 
algorithm 

Good search performance 
and high accuracy 

efficiency decreases 
significantly as nodes 
increasing 

Artificial 
Potential Field 

algorithm

software runs at high 
speed and good real-time 
performance 

Easy to fall into local 
optima 

Ant Colony 
Optimization 

Strong global search 
capability 

Slow convergence speed 
and easy to fall into local 
optimal solutions 

Genetic 
Algorithm 

Strong scalability and easy 
to combine with other 
algorithms 

The implementation is 
relatively complex;The 
algorithm parameters are 
set based on experience 

V. CONCLUSIONS AND PROSPECTS 

The future research directions for autonomous 
navigation technology in large fixed-wing unmanned 
transport aircraft can be summarized as follows: 

1) Multi-UAV Cooperative Navigation: The technology 
of cooperative navigation for unmanned aerial vehicles 
(UAVs) integrates sensor information and navigation data 
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carried on individual UAVs. Through cluster information 
sharing and optimization of inter-vehicle observations, more 
accurate navigation positioning information is provided for 
individual UAVs within the UAV cluster, enabling 
autonomous navigation of the cluster. The cluster navigation 
technology for large fixed-wing unmanned transport aircraft 
can significantly enhance the robustness and accuracy of 
navigation for UAV clusters, thereby improving the payload 
capacity of UAVs. Research focus is on leveraging 
communication among UAV clusters to enhance overall 
performance. Key areas of future research include filter-
based cooperative localization optimization, graph-based 
cooperative localization optimization, and optimization 
algorithms based on machine learning. Filter-based 
cooperative localization optimization often utilizes 
distributed Kalman filtering and particle filtering, known for 
their low algorithmic complexity and wide applicability. 
Research in this area focuses on addressing issues such as 
system time delay, methods for compensating for state 
estimation errors [65], and convergence speed of initial 
states [66]. Graph-based cooperative localization 
optimization involves constructing factor graphs from 
historical data of cluster systems, establishing optimized 
cost functions, and iteratively minimizing linear errors 
within the system to achieve the optimal solution. By 
leveraging graph optimization methods combined with 
distance information between UAVs, this approach enables 
dense distribution of UAVs in a cluster for cooperative 
navigation [67]. Network factor graph algorithms are 
employed for distributed cooperative navigation to handle 
complex navigation scenarios while reducing network 
communication data [68]. Optimization algorithms based on 
machine learning leverage historical and current data on 
individual UAV parameters, sensor data, environmental 
data, etc., providing advantages in real-time performance 
and system energy consumption [69]. This area has become 
a research hotspot due to its potential for modeling and 
analyzing large volumes of data. 

2) Integration of Multiple Technologies to Enhance the 
Intelligence of Navigation Systems: Research focuses on the 
application of machine learning, artificial intelligence, and 
other technologies in autonomous navigation systems for 
fixed-wing unmanned transport aircraft, aiming to improve 
the intelligence and adaptability of navigation systems. 
Historical weather data, terrain characteristics, and UAV 
flight data from the flight area are utilized to train models 
for predicting the optimal flight paths of UAVs. These 
models enable real-time online adjustments to the flight 
paths, allowing UAVs to better adapt to complex flight 
environments and mission requirements. 

3) UAV Fault Prediction and Diagnosis: Due to the 
multitude of factors affecting UAV system safety and the 
nonlinearity between influencing factors and evaluation 
criteria, fault detection in large fixed-wing unmanned 
transport aircraft systems is highly complex. Utilizing 
methods such as Markov models [70], comprehensive fuzzy 
assessment [71], and deep learning [72], the state parameters 
of UAV systems are analyzed to predict the probability of 

UAV system failure. This provides a theoretical basis for 
preventive maintenance and fault localization. 

The continuously increasing demand for navigation 
accuracy in large fixed-wing unmanned transport aircraft, 
coupled with increasingly complex navigation 
environments, poses numerous challenges for autonomous 
navigation systems. On one hand, multisensor fusion 
technology requires stronger sensor performance and 
platform computing power. Visual technology demands 
high image quality and imposes certain restrictions due to 
environmental and camera requirements. Radar 
equipment offers relatively high precision but is bulky and 
has limited perception range. On the other hand, the level 
of intelligence in autonomous navigation systems needs 
further enhancement. In addition to positioning the UAV 
itself during operation, there is a need to perceive 
surrounding obstacles and other UAVs, whether static or 
dynamic, requiring advanced algorithmic capabilities to 
support these tasks. 
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Abstract— The paper examines the information-measuring 
system of a rotation-stabilized spacecraft consisting of a 
module of gyroscopes and magnetometers. A method is 
proposed for estimating the displacement of the gyroscope zero 
signal based on data from magnetometric sensors. 

Keywords— rotating spacecraft, gyroscope, magnetometer 

I. INTRODUCTION 

Stabilization of spacecraft (SC) by rotation has certain 
advantages compared to other types of stabilization [1, 2]: 
reduced energy consumption for control, inertia-free 
precessional motion of the spacecraft in the first approximation, 
long-term orientation of solar panels to maximum illumination, 
etc. However, over time, the angular velocity rotation of the 
spacecraft will gradually decrease due to energy dissipation in 
the joints of the structure, the influence of the Earth's magnetic 
field, changes in the moment of inertia and other disturbances. 
In this regard, the information-measuring system of the 
spacecraft must generate data on the angular velocity of its own 
rotation in order to subsequently use this information to create 
control signals. 

The information-measuring system of a spacecraft 
usually includes a gyroscopic angular velocity sensor, which 
can be implemented using micro-electromechanical systems 
(MEMS) technology. It is known that MEMS gyroscopes, as 
low-accuracy sensors, have significant instrumental errors. 
The purpose of this work is to describe a method for 
compensating for the offset of the zero signal of a gyroscopic 
angular velocity sensor based on magnetometer readings. 

II. INFORMATION AND MEASUREMENT SYSTEM OF 

SPACECRAFT  

Figure 1 shows the information-measuring system of the 
spacecraft, containing a block of primary information 
sensors, including a MEMS gyroscope with a measuring axis 
Z, as well as magnetometric sensors with measuring axes X 
and Y, respectively. The angular velocity of the spacecraft is 
measured by a MEMS gyroscope, the signal of which enters 
the amplification-converting path designed to control the 
flywheel engine. The flywheel is the executive element of a 
closed system for stabilizing the angular velocity of the 
spacecraft. If the angular speed of the spacecraft decreases, it 
is necessary to increase the angular speed of the flywheel, 
and the direction of its rotation should be opposite to the 
direction of rotation of the spacecraft body. As the angular 
velocity of the spacecraft increases, the flywheel, on the 
contrary, must slow down. However, this mode is unlikely, 
since the disturbing moments acting on the spacecraft are 
braking [3]. A decrease in the angular velocity of the 
spacecraft's own rotation will have a negative effect on its 
dynamics and, ultimately, can lead to loss of stability. In 
addition, the accuracy of spacecraft stabilization is 
determined by the characteristics of the MEMS gyroscope, in 
particular the magnitude of the shift of its zero signal. 

It is important to take into account that in order to 
compensate for the decrease in the speed of the spacecraft’s 
own rotation, it is necessary to constantly increase the speed of 
rotation of the flywheel. However, this increase is limited by 
the maximum capabilities of the electric motor and at some 
point, the flywheel will reach a state of saturation and the 
system will become inoperable. To return the system to 
working condition, an additional unloading system with 
actuators of a different type is required, for example, through 
jet nozzles.  

The work was carried out with financial support from the Ministry of
Science and Higher Education of the Russian Federation within the
framework of the state assignment on the topic FEWG-2022-0002. 
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Magnetometers, in addition to the main function of 
measuring the direction and magnitude of the Earth's 
magnetic field, are also used to correct the gyroscope signal. 

 
Fig. 1. Functional diagram of the information-measuring system 

III. METHOD FOR ESTIMATION THE ZERO SIGNAL OF A 

GYROSCOPE 

The essence of the method for determining the offset of 
the gyroscope zero signal is as follows. During one-way 
rotation of the spacecraft, the measuring axes of the 
magnetometers move relative to the geomagnetic induction 
vector. As a result, magnetometers produce amplitude-
modulated signals at the spacecraft rotation frequency. 
Analysis of the spectral characteristics of magnetometer 
signals using the fast Fourier transform allows one to 
estimate the rotation frequency of the spacecraft. It is 
important to note that the intrinsic displacements of 
magnetometer zero signals do not have a significant effect on 
the accuracy of determining the rotation frequency. This is 
due to the fact that quasi-constant shifts of magnetometer 
zero signals will be located in the low-frequency region of 
the spectrum. Flight calibration of magnetometers is 
considered in [4]. The spacecraft rotation frequency obtained 
in this way is used to estimate the displacement of the 
gyroscope zero signal. 

IV. RESULTS OF EXPERIMENTAL STUDIES 

 A MEMS module of sensitive elements containing 
gyroscopic angular velocity sensors and magnetometers was 
studied. The module was installed on a rotating stand, 
simulating the rotation of the spacecraft body at an angular 
velocity of about 20 °/s. The output signals of 
magnetometers are shown in Figure 2. 
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Fig. 2. Output signals of magnetometers on a rotating base 

To increase the accuracy of the functioning of the 
information-measuring system, the displacements of 

magnetometer zeros were previously eliminated by centering 
their output signals plotted on the XY plane (Fig. 3).  
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Fig. 3. Elimination of offsets of zero signals 

Next, their amplitude spectral characteristics were 
determined, from which the rotation frequency of the stand 
was estimated (Fig. 4), amounting to 19.975 °/s. The angular 
velocity of the stand, measured from the MEMS gyroscope 
signal, was 20.149 °/s. Since the undercompensation of 
magnetometer zero signals and the inaccuracy of setting their 
scale factors do not have a significant effect on the calculation 
of the stand rotation frequency by the spectral method, we can 
assume that magnetometric measurements are more accurate. 
By looking for the difference between the angular velocity of 
the stand thus found and the signal of the MEMS gyroscope, 
we can establish the offset of its zero signal. 
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Fig. 4. Spectral characteristics of magnetometric sensors 

The estimated offset of the gyroscope's zero signal was 
0.174 °/s, with the true value obtained at a stationary position 
being 0.2 °. The estimation error was 15%. 

CONCLUSION  

 The information-measuring system of a rotation-
stabilized spacecraft is considered. A method is shown to 
compensate for the offset of the zero signal of a MEMS 
gyroscope based on an analysis of the spectral 
characteristics of magnetometric sensors. 
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Abstract—The problem of group control of small satellites 

of variable mass is considered. Employing the speed-gradient 
design method, a combined adaptive control law is proposed. 
The estimation of the unknown satellite mass and direct 
adaptive control with an implicit reference model concept are 
realized. A consensus protocol is used to improve the accuracy 
of the required group formation.  

Keywords—satellite formation, adaptive control, consensus, 
projected circular orbit 

I. INTRODUCTION 

When solving a number of research tasks, such as Earth 
sensing, satellite imagery, etc., it turns out to be useful to use 
a small spacecraft group in Earth orbit. It is necessary to 
create and maintain the required formation shape. There are 
several satellite constellation formation methods for creating 
time-invariant and time-varying configurations. Among the 
groupings with a constant structure, a class stands out that 
uses projected circular orbits (PCO) to form the structure. 
This approach assumes that a group of spacecraft has a 
leader and follower satellites that surround the leader.  

A significant difficulty turns out to be ensuring a given 
control accuracy when some spacecraft parameters are 
significantly uncertain. Having its drawbacks, adaptive 
control is one of the most frequent solutions when the 
parameters of the control object are uncertain. Limited 
performance, caused by the need to have time for controller 
coefficients self-tune, is an insignificant problem when small 
satellites control. 

The purpose of this paper is to develop an adaptive 
algorithm for group of small satellites with variable mass 
control. The relevance of this work is determined by the 
possibility of reducing the requirements to the completeness 
of current information about the parameters of spacecraft of 
the group. 

II. MATHEMATICAL MODEL 

To describe the motion of satellites, an inertial coordinate 

system ,XYZ  is used, the origin of which is associated with 
the Earth's center of mass. 

The position vector of the master satellite cr


 and latitude 
angle of the chief   are used to set the position of the leader 
satellite in the orbit. Latitude angle of the leader   is the 
angle between the direction to the pericenter of the orbit and 
the position vector of the leader satellite cr


 with its vertex at 

the Earth's center of mass. The vector cr


 and the angle   
define the absolute position of the origin of the mobile non-
inertial (relative) coordinate system .xyz  The mobile 
coordinate system is rigidly connected to the leader satellite. 
The axis x is directed along the radius-vector cr


, the 

axis y lies in the orbit plane and is perpendicular to the 
radius-vector in the direction of motion, the axis z  
completes the triple of vectors to the right. The absolute 
position of the follower satellite is given by the vector r


, 

and the position in the relative coordinate system is given by 
the vector 


.  

The coordinate systems are shown in Figure 1. 

 

Fig. 1. The coordinate systems. 

The motion of the follower satellite is calculated relative 
to the leader satellite [2]. A general non-linear equation of 
relative motion is expressed as in [2]: 

The work was carried out in the organization BSTU "VOENMEKH"
with the financial support of the Ministry of Science and Higher Education
of the Russian Federation (additional agreement from 09.06.2020 № 075-
03-2020-045/2).). 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

212



 

2
2

2

2

2

c
c

x

y

z

x y y x x r
r

a

y x x y y a

a

z z

    
 

  





       
   
          
     

 
 

  

 







 (1) 

 2
2

2
, ,c

c c
cc

r
r r

rr

    
    (2) 

where x , y  and z  are state variables to describe the 

relative position vector 


 in x , y  and z  axes, respectively; 

,xa  ya  and za  are the orbital perturbation terms, such as the 

aspherical geopotential perturbation, thrust, air drag, and 
solar radiation pressure. ( ) /j j j fa f d m   { , , }j x y z  , 

where fm denoting the mass of the deputy spacecraft and jf  

denoting the control input applied by the deputy spacecraft, 

jd is for the perturbation term,   is a gravitational 

parameter. Finally,   is defined as: 

  3/ 22 2 2( ) .c cr r x y z      


 (3) 

It is convenient to use the matrix form (1):  

 ( , ) ,t x A x x Bu  (4) 

where state variables are the relative positions and relative 
velocities of the deputy satellite with regard to the leader 
satellite. 

The term 
2c

c

r
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  
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 
from (1) can be expressed with 

multiplier separation x  in the following form [3-4]: 
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Let us define 
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Then, by negative binomial series we obtain the 
following expression: 
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where
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III. ADAPTIVE CONTROL 

A. Control goal 

Let the master satellite move freely along its trajectory 
around the Earth, and let the follower satellite move along a 
given trajectory Let the trajectory be given by the functions: 
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Let us introduce the following error vector:  

  1 2 1 2,, ,d d  e x x e x eex e    (10) 

and let us denote the output signals of the control object as a 
linear combination of these errors: 

 , 1 2y αe e  (11) 

where , ,x y z     α  is the vector of positive constants.  

Taking into account the new notations, the system (1)  
will take the following general form: 
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Let the target function be: 
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The control goal can be formulated as follows: 
 1( , ) 0.lim t
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e y  (17) 

B. Control loop synthesis 

We will consider the inputs in the form: 
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where  , ,x y zy y y are components of vector 

,y ˆ ˆ ˆˆ , , ,x y zm k k k  are estimated parameters and 

0, 0, 0x y zk k k    are constant parameters. 

It was shown in [5] that for the system (12) with inputs 
(18) and known value of fm  it is always possible to find 

parameters ˆ ˆ ˆˆ , , , , , ,x y z x y zm k k k k k k  such that control goal 

(17) is achieved and the closed-loop system is exponentially 
stable. 

To obtain the adaptive tuning laws for the parameters of 
the control law (18), the speed-gradient design method is 
used  [6–7]. 

The time derivative of the goal function (16) can be 
written as follows: 
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The vector of function (19) has a gradient with respect to 
the adjustable parameters: 
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Then tuning algorithms for variables are: 
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where , , ,m x y z     are the constant adaptation gains. 

IV. ADAPTIVE CONTROL OF GROUP OF SATELLITES 

A. Basic information on consensus algorithm 

We define graph G  as a pair  ,V E , where 

1,2,...,V n  is a set of nodes, and E V V   is a set of 
edges in which each edge is represented by an ordered pair of 
different nodes. For example, edge shows that node j  j  
can receive information from node i . Let graph G  contain 

n  nodes. The adjacency matrix N N
i jA a       is defined 

as: 0,i ia  1,i ja   if  , ,i jv v E  and otherwise 0.i ja   

Assume that i   contains information about the state 

of the i -th agent. For information states with first-order 
dynamics, the following fundamental first-order consensus 
algorithm is known [8]:  

,i iu   0
1

,
n

i ij i j
j

u a  


  0 0   is a certain 

constant. 

Consensus is achieved asymptotically among all agents 

when for any (0)i  it is valid that ( ) ( ) 0,i jt t    for 

all i j  as .t    

B. Adaptive control of satellites formation based on the 
consensus protocol 

Extended control algorithm for i -th agent with additional 
control signals can be written as follows [8]: 
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where 1 2 3, ,u u u  are adaptive control components, that 

can be calculated by formula (18), 0, 0, 0x y h      

are parameters of consensus algorithm, ija  are adjacency 

matrix coefficients. 

Control (22) improves formation positioning accuracy in 
adaptive control of small satellites with uncertain masses. 

V. SIMULATIONS 

A computer simulation was performed in the 
Matlab/Simulink system for various scenarios of the created 
adaptive control algorithm. 

The motion of four satellites along a PCO-orbit of radius 
1 km was considered. The following parameters were 
assumed for the calculations: 398.600e  km3 sec-2; perigee 

radius 6971pR  km; eccentricity 0.2,e   

0i M      rad. 

The initial states of the satellites (km): 10 1,x   

20 0.7,x   30 1,x    40 0.5,x    10 2,y   20 2,y    

30 2,y    40 1,y   10 2,z   20 2,z   30 2,z    40 2.z    

The reference trajectory is given by the relations: 
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where dr  is PCO-orbit radius, n  is average angular velocity of 

the leader, 2   is phase shift between vehicles in orbit. 

The disturbance model including gravitational 
disturbances, atmospheric drag, and solar wind effects was 
specified as follows [9]: 

 3

1 1.5sin( )

1.2 10 0.5sin(2 ) ,
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x

y

z

d nt
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      

 (24) 

The initial masses of the satellites are 15 kg and decrease 
linearly with velocities: -0.68, -0.45, -0.3, and -0.5 (kg/h), 
respectively. Also, during the simulation, the second, third 
and fourth satellites lose 3, 5 and 2 kg, respectively. The 
graphs of the vehicles’ masses changes are shown in 
Figure 2. 

 
Fig. 2. Graphs of satellites’ masses changes during simulation. 

In (11) the following output parameters were used: 
48.5 10 .x y z        The constant parameters of the 

control law (18) were taken: 0.0255.x y zk k k    The 

parameters of the adaptation algorithm (21) were set: 
610 ,m   98 10 ,m

   55 10 ,x y z        

98 10 .x y z        The initial values of the estimated 

parameters were set: 0 12.5m  kg, 0 0 0
ˆ ˆ ˆ, 135.x y zk k k     

The controls were limited within 0.2 Н.  

The parameters of the consensus protocol were set: 
15.5.x y z      The adjacency matrix was taken: 
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Simpler versions of the information graphs under 
dynamic topology changes are considered in article [10].  

The trajectory of a satellites group after simulation is 
presented in Figure 3. The projection of the trajectory is 
shown in Figure 4. 

VI. CONCLUSION 

In this paper, an algorithm for adaptive flight control for 
the group of variable mass small satellites in projection orbits 
was developed. The group control is implemented using a 
decentralized approach based on a consensus algorithm. 
Computer simulation of the obtained algorithm has shown 

the effectiveness of the proposed approach under conditions 
of variable mass of small satellites. 

 
Fig. 3. The trajectory of a satellites group. 

 
Fig. 4. The projection of the trajectory of a satellites group. 
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Abstract—The spectral methods for estimating the 
dynamic errors of devices and systems under near-real 
conditions are proposed. The methods are based on 
reproducing the oscillations in a given frequency spectrum and 
are adapted for use on testing equipment available at Concern 
CSRI Elektropribor. The methods were applied to 
experimentally evaluate the dynamic errors of electronic roll 
and pitch inclinometer and magnetic compass. The laboratory 
results are consistent with the earlier field results. The 
dynamic error of the electronic roll and pitch inclinometer has 
been estimated with a traditional method - by setting successive 
harmonic oscillations with the known frequency and 
amplitude. It is shown that the error obtained with the 
traditional approach does not fully reflect the real error under 
the operating conditions. It is concluded that to estimate the 
dynamic errors of devices in laboratory conditions, the inputs 
typical of specific operating conditions should be reproduced.  

The developed methods simplify the experimental 
estimation of dynamic error when monitoring the 
characteristics of serial products, reduce test time from several 
hours to 15-20 minutes and provide more reliable results.  

Keywords - dynamic error, spectral density, operating 
conditions, tests, electronic roll and pitch inclinometer, magnetic 
compass 

I. INTRODUCTION 

Dynamic error is determined by the difference between 
the measuring instrument error in dynamic mode and the 
static error at the current time [1]. For the navigation devices 
operating in fast changing external conditions, the dynamic 
errors often determine their performance. 

The most complete information on the device dynamic 
error can be obtained by experimental studies of its dynamic 
characteristics. However, classical known methods for 
determining the dynamic characteristics of systems are rather 
time-consuming. Moreover, they do not consider the specific 
operating modes of the instruments on board the ship. The 
shipboard attitude determination devices are mostly affected 
by polyharmonic disturbances with a limited frequency 
spectrum. The real error in this case may greatly differ from 
the error throughout the bandwidth determined by the device 
frequency characteristics. 

II. PROBLEM STATEMENT 

Analysis of performance testing methods for navigation 
devices shows that their dynamic errors are generally not 
standardized or studied during acceptance tests due to the 
complex experimental work, long measurements, and the 
lack of dynamic test procedures. However, it is these 

characteristics that in most cases determine the performance 
of the developed equipment. 

The most widely used and easily implemented method 
for dynamic error estimation is based on comparing the 
parameters of successively recorded harmonic inputs at a 
selected frequency in a certain bandwidth with the 
parameters of the device output signal [2]. However, this 
method fails to estimate the dynamic errors of devices and 
systems exposed to disturbances typical of their operating 
conditions, such as rolling and pitching under waves with the 
parameters characterizing the real operating conditions. In 
this case, the harmonic inputs should be set successively at 
each frequency throughout the studied frequency range, 
which seems expensive.  

Obviously, in serial production of navigation devices, the 
dynamic errors should be estimated in minimal time in order 
to reduce costs. To do this, the disturbing inputs should not 
be simulated successively at each frequency, rather, they 
should be made pseudo-random, stationary, and 
corresponding to a given frequency spectrum. The frequency 
spectrum should be selected based on the device real 
operating conditions. The spectral characteristics of the error 
should be calculated by switching from the time to the 
frequency domain using the Fourier transform. It is important 
to know whether the processes at the input and output of the 
system are correlated. Correlated processes is the most 
common case, since in estimating the device characteristics, 
the input (command) and output (device signal) depend on 
each other. However, noncorrelated signals are also possible, 
for example, the sum of the useful signal and random noise 
from external influences. 

The objective of the research is to develop methods for 
estimating the dynamic errors of navigation devices, which 
refine the error value in specific operating conditions and 
reduce the time of experimental operations in serial 
production. 

III. SPECTRAL METHODS FOR EXPERIMENTAL ESTIMATION OF 

DYNAMIC ERRORS OF NAVIGATION AIDS 

The paper proposes spectral methods for experimental 
estimation of dynamic errors of navigation aids considering 
the degree of correlation of input and output processes. 

Consider the developed method for estimating the 
dynamic error for correlated signals [3]. 

Let )(tx  be the input signal from the test bench 

(reference input), )(ε)()( ttxty   is the device output 

signal, where )ε(t is its dynamic error. Then 

)()()(ε txtyt  .  This study has been supported by the Russian Science Foundation, 
project no. 23-29-00090. 
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The device input and output signals are correlated, so the 
correlation error function  τεR is determined by (1):  

         τττττε yxxyyx RRRRR  , (1) 

where  τxR  is the autocorrelation function of the test 

bench signal,  τyR  is the autocorrelation function of the 

device output signal,  τxyR  and  τyxR  are the cross-

correlation functions of the test bench and device signals, τ  
is the correlation interval.  

The error spectral density  fSε  is defined as a one-

way Fourier transform of the error correlation function [4]: 

   



0

ωτ
εε ττ2ω deRS j . (2) 

As a result, we obtain the device error spectral density, 
which characterizes its error variance throughout the 
frequency range. It is defined as the area under the curve of 
the resulting spectral density (3): 

 



0

2 ωω
π

1
σ dSD . (3) 

The root-mean-square deviation of the device dynamic 

error is determined as Dσ .  

If the input is not correlated with the output signal, the 
variance of the sensor or module error will be equal to the 
difference between the variances of the output and input 

signals xy DDD  . Thus, the error variance can be 
defined as the difference between the areas under the spectral 
density curves for the input and output signals.  

Note that the appearance of the spectral density graph 
characterizes the device dynamic error and reveals, e.g., low-
frequency drift or high-frequency noise. 

IV. VERIFICATION OF DEVELOPED SPECTRAL METHODS 

We have verified the proposed methods. The studies 
were carried out in the laboratory using test bench equipment 
providing oscillations with a given period and amplitude, and 
polyharmonic oscillations with a given frequency spectrum. 
The dynamic yaw error of the magnetic compass and 
dynamic error of the electronic roll and pitch inclinometer 
[5] during roll were estimated in laboratory studies. The units 
under test were placed on the test platform. When testing the 
magnetic compass, the test bench axis was positioned 
vertically to simulate the ship yawing; when testing the roll 
and pitch inclinometer, it was positioned horizontally to 
simulate roll. Note that during the magnetic compass tests it 
was needed to exclude additional magnetic fields affecting 
the device readings. For this purpose, the test bench with the 
installed compass was installed inside a shielded 
electromagnetic chamber/stand, where different values of the 
vertical and horizontal components of the Earth’s magnetic 
field could be simulated. 

At the first step of experimental studies, the dynamic 
error of the roll and pitch inclinometer was estimated with 

the traditional method, assuming deterministic approach to 
testing: successive comparison of harmonic oscillations of 
known frequency and amplitude set by the test bench and the 
obtained device measurements. The tests were carried out 
under roll and pitch periods from 3 to 10 s and amplitudes of 
±2º, ±5º and ±10º. The RMS deviation under the specified 
frequencies at different amplitudes ranges from 0.028° to 
0.32°. 

At the second step, we estimated the dynamic errors of 
the magnetic compass and roll and pitch inclinometer using 
the proposed spectral method and compared the laboratory 
results with the field test results. Based on field data, the 
amplitude spectra of the ship's roll, pitch, and yaw were 
constructed. Next, the amplitudes and periods of the 
harmonic components of the test bench oscillations were 
selected to simulate the conditions that were closest to real 
ones (Fig. 1). Note that the issue of methods for smoothing 
the spectral density graph when selecting the parameters of 
the harmonic components remains open [6]. When 
constructing the amplitude spectra, we have achieved the 
required smoothness of the curves, and at the same time have 
not greatly distorted the variance. 

 

Fig. 1. Amplitude spectra constructed from real samples (dashed line) and 
from bench data (solid line). 

The devices under study were installed on the test bench, 
and polyharmonic oscillations in the preset frequency 
spectrum were simulated with simultaneous recording of 
data from the test bench and devices (roll and pitch 
inclinometer and magnetic compass). Based on these 
samples, the error correlation functions were calculated using 
(1). After their Fourier transformation, graphs of the error 
power spectral density for the electronic inclinometer and 
magnetic compass were constructed (Fig. 2).  

The error variance of the devices was determined as the 
area under the indicated graphs. The RMS deviation was 
0.36º for the inclinometer, and 1.2º for the magnetic 
compass. The RMS deviations obtained in field studies by 
comparison with reference instruments was 0.28º for the 
inclinometer, and 1.68º for the magnetic compass. Analysis 
of the findings showed good agreement between the 
experimental and field test results. Moreover, the dynamic 
error of the roll and pitch inclinometer, calculated using the 
deterministic approach, significantly differs from the values 
obtained using the spectral approach and field experiment, 
i.e., traditional methods fail to estimate the real error of the 
devices under their operating conditions. Therefore, in 
experimental laboratory studies of the errors of navigation 
devices, it is reasonable to set oscillations in the frequency 
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spectrum rather than reproduce individual harmonic 
oscillations with the known frequency and amplitude. 

 

 

V. CONCLUSIONS 

The proposed method for experimental estimation of the 
dynamic errors of navigation devices based on spectral 
methods significantly reduces the test time (up to 15-20 
minutes), which is extremely important for serial-produced 
products, and provides more reliable results for the specific 
operating conditions of the devices. 
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 Fig. 2. Error spectral densities for the inclinometer (а)  
 and magnetic compass (b). 
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Abstract — A digital model of the subsurface layer is 

proposed that increases the sensitivity of vehicle state error 
detection and the correction accuracy of the dead reckoning. 

Keywords — digital subsurface model, GPR, radarogram, 
measurement model. 

I. INTRODUCTION 

In dead reckoning (DR) used in autonomous mobile 
vehicles, gyroazimuth drift with a quadratic time-increasing 
law has the greatest influence on the increase of on-board 
navigation error [1]. To correct the error, navigation 
information is integrated with global position data from the 
Satellite Navigation System (SNS). Currently, there are 
many solutions to combine navigation information and 
gyroazimuth drift estimation. For example, one approach is 
to apply the Error State Extended Kalman Filter to estimate 
the biases of accelerometers and gyroscopes with slow 
dynamics [2]. Correction of the growing error in the DR 
remains relevant due to the fact that offline global position 
data are determined from analyzing the gradient of the 
Earth's geophysical fields. The radio locational contrast of 
the Earth's subsurface has a natural physical field gradient 
and is stable over long periods of time. The study of the radio 
locational contrast of the Earth's subsurface is used by 
geophysics to determine the structure of the Earth's surface, 
to excavate underground objects, and to inspect road 
structures or pavements. Ground penetrating radar (GPR) 
with pulsed or step-frequency emission of electromagnetic 
signals is used for this purpose [3]. 

II. APPROACHES 

At the present time an approach has been proposed to 
estimate the state of a moving vehicle by comparing the 
current array of radar reamers contrast received from GPR 
with antenna array with a priori map of radar reamers [4]. In 
this approach, preliminary GPR measurements with eleven 
channels were used for map preparation which were 
weighted averages of the previous measurement and 
converted to a "grid". Electromagnetic contrast 
measurements were referenced to geodetic location data 
obtained by the SNS. Current GPR measurements underwent 
identical signal processing and conversion to a "grid" map to 
determine the location. Region of interest with linked SNS 
data was defined on the map where vehicle was highly likely 
to be located for place recognition. A location was searched 
in a defined array of radar reamers by calculating the 
correlation coefficient (rough search). Next, a particle swarm 
optimization algorithm was applied to determine the three 
orientation angles and refine the position by calculating the 
vehicle position (accurate search). The method used allowed 

us to obtain navigation data of global position every second 
when linked with SNS data.  

In the approach described in [5], which used the same 
GPR with antenna array, the data from the sensor were 
integrated with inertial navigational system measurement and 
odometer by applying the Kalman filter. Moreover, the data 
from GPR was combined by separate filtering due to absence 
of global location data in a priori map in places of poor 
satellite signal reception. When comparing estimates in 
different weather conditions, GPR measurements obtained in 
rain and snow were less correlated with the a priori map than 
in clear weather condition. 

In another study [6], a method was proposed in which 
single-channel GPR data were used to correct the increasing 
error of the inertial system by calculating the correlation of 
scalar radargram data obtained from GPR measurements of 
the same track section in different directions. To obtain 
navigation data a neural network was trained to predict the 
relative motion of the robot between inconsistent pairs of 
radargram images. The correction of the autonomous 
navigation system was carried out as a logical derivation of 
the maximum posterior probability by optimizing the hidden 
states and constraints of the factor graph. The contribution of 
this approach to the presented work is data obtained 
synchronously from measurement sensors (odometer, IMU, 
GPR and total station) and published in the public domain of 
the Internet [7]. 

The key scientific results of the proposed approach are: 

 GPR measurement model, that establish the 
dependence of radargram illumination gradient 
variation on vehicle geodetic location data and 
velocity;  

 construction of a digital model of subsurface layer of 
a vehicle route on the basis of determining the 
parameters of combined neural network 
(convolutional and recurrent) by machine supervised 
learning; 

 an algorithm for correcting the increasing error of the 
DR using a digital subsurface model of the vehicle 
route and a Kalman filter with error state estimation. 

III. THE PROBLEM STATEMENT 

Assume that the vehicle starts moving from a starting 
point in the navigation coordinate system OXYZ . The on-
board navigation system determines the distance increment 
by means of an odometer and the orientation by an inertial 
measurement unit (IMU). The vehicle is equipped with a 
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single-channel GPR that receives the reflected 
electromagnetic signal from the Earth's subsurface in the 
form of amplitude reports. They are converted into a 
radargram, which is deployed in a two-dimensional image 
plane by signal reflection depth and path travelled. For the 
reference estimation of the vehicle trajectory, measurements 
of its position in the geodetic coordinate system are carried 
out using a total station in the auto surveillance mode. 

A. Features of condition estimation 

The general idea of using Error State Extended Kalman 
Filter is to represent the true state as a composite of the 
nominal state x , as a large-valued signal, and the error 
state x , as a small-valued signal. The nominal state 
integrates into an IMU navigation data without taking into 
account model disadvantages. They accumulate in the form 
of noise in the error state x , which is estimated by linear-
Gaussian filtering. 

B. Nominal state 

Nominal state x  is a vector 

 Tzyxwzyxzyx qqqqvvvppp , that varies 

in position, velocity and orientation (in quaternions) in the 
motion model presented below: 

2
)(

2

111
t

gaRtvpp kGLkkk


   

tgaRvv kGLkk   )( 11  

11 ))((   kkk qtqq   

where  zyx aaaa   - accelerations,  

 zyx   - angular velocities, measured by IMM. 

C. Error state 

Error state vector 

 Tzyxzyxzyx vvvpppx    

describes the orientation in Euler angles and varies according 
to the following dependence: 
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D. Prediction step 

The covariance matrix of state estimation error is defined 
using the following equation: 

T
kkk

T
kkkk LQLFPFP 111111  




E. Correction step 

At the correction step, the error state vector is determined 
by calculating the Kalman gain coefficient: 

1)(  RHPHHPK T
kkk

T
kkk


, where R - covariance 

matrix of measurement noise of correction sensors. 

The error state vector is calculated as 
)(ˆ kkkk xyKx  , where ky - sensor measurement vector. 

Correction of the prediction step is determined by the 
following dependencies: 

kkkkkkkk qqqvvvppp


))((ˆ,ˆ,ˆ   

The covariance matrix is updated by the formula: 
T
kk

T
kkkkk RKKHKIPHKIP  )()(ˆ 

. 

After the correction step, the error state vector is reset to 
zero. 

F. Measurement model 

For the dead reckoning system measurement vector ky  
is determined as follows: 

  000 yxyxyxk vvppy  

Accordingly, the measurement matrix H will be as 
follows:  

 011011011DiagH  

GPR receives a reflected electromagnetic signal from the 
subsurface layer of the Earth in the form of amplitude 
reports, which are converted into a 2-dimensional image, one 
axis of which is determined by the depth of signal reflection, 
and the second - by the travelled path. The depth of signal 
reflection is not informative for determining the navigation 
model of the measurement due to the motion over the Earth's 
surface, but does affect the representation of the illumination 
gradient. 

Due to the lack of a coupling equation between GPR 
measurements and navigation data, it was necessary to 
synthesise an algorithm for constructing a digital subsurface 
model (DSM) of the vehicle route, that can be used to 
determine the required measurement vector ky (Fig.1). 

 

Fig. 1. The problem statement 
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IV. SOLUTION 

The algorithm for constructing the DSM of the vehicle 
route includes three stages: 

 submap generation from reflected electromagnetic 
signals from the Earth's subsurface; 

 place recognition from geo-referenced submap by 
using Siamese convolutional neural network model; 

 orientation prediction from a sequence of vehicle 
orientations using a model of a gated recurrent neural 
network.  

A. Submap generation 

Submaps in the form of short radarograms (images) (Fig. 
2) were synthesized from reflected electromagnetic signals 
from the Earth's subsurface using the algorithm given in [7].   

 The resulting digital subsurface models in the form of 
submap images were georeferenced to total station geodetic 
measurements. Each submap included an average of 25 
sequences from the vehicle orientation.  

 

Fig. 2. The submap image is sampled at 350 ms, shifting with a window 
size of 14 ms (same as the total station measurement frequency). 

B. Place recognition 

A similarity function s  was used to recognize the place, 
which determines the distance between feature vectors 1,1 Lg  

and 1,2 Lg , obtained from two "twin" neural networks using 

sigmoid in activation at the output layer. 

))(( 2
1,21,1  

j

j
L

j
L ggs  

where L  is the number of hidden layers. 

C. Orientation prediction 

For orientation prediction, a gated recurrent neural 
network with 25 modules according to the number of latent 
orientation states analyzed was used, which defined 

orientation as a state tс   according to the following 
dependency: 

  1)1(~ t
u

t
u

t ccс  

whrre u - hidden state variation gate, tc~ - intermediate 

state,  1tс - previous state. 

D. Measurement model 

The synthesized algorithm for the construction of DSM 
(Fig.3) made it possible to determine the measurement vector 

ky  as follows: 

  zyxzyxk pppy 000 

Accordingly, the measurement matrix was:  

 111000111DiagH  

 
Fig. 3. Digital subsurface model 

V. EXPERIMENT 

A. Experimental data 

CMU-GPR data [7] contains measurements of 
accelerometers and gyroscopes in three axes, magnetometer, 
encoder and GPR, obtained by a special experimental vehicle 
SuperVision. The dataset with the largest odometric error 
was selected for the experiment. 

B. Experiment results 

To estimate the algorithm for constructing the DMS of 
vehicle route, weight parameters for two neural network 
models were obtained by machine supervised learning. 
Learning quality was reviewed on test data using well-known 
metrics: accuracy, precision and recall. The selected weight 
parameters of the models were used in data processing in two 
modes: with application of only the dead reckoning system 
in the correction step in the Kalman filter and with 
application of GPR and dead reckoning system in the 
correction step. The results obtained from the two modes are 
shown in Fig. 4. 

For quantitative estimation, the standard deviation of the 
vehicle position in the geodetic coordinate system was 
calculated. The results of determination are given in Table 1. 

TABLE I.  STANDARD DIVIATION WITH AND WITHOUT GPR  

Trajectory types 
Standard deviation 

X Y Z 

Without GPR 1,11 м 2.13 м 0.33 м 

With GPR 0.13 м 0.21 м 0.05 м 
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Fig. 4. Comparison of measured, estimated and reference trajectories 

In view of applying Gaussian filtering to the error state, 
the dynamics of position and orientation error were analysed 
in two modes. Comparative graphs are given in Figs. 5 and 6. 

 

Fig. 5. Comparison of position error in two modes (maximum error 
covariance in red, error amplitude in blue) 

 

Fig. 6. Comparison of orientation error in two modes (maximum error 
covariance in red, error amplitude in blue) 

VI. CONCLUSION 

By adding GPR data to the Kalman filter correction step, 
which were processed by the DMS construction algorithm, 
the sensitivity of the system to location and orientation errors 
has been improved as shown in Figs. 5 and 6.   
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Abstract – A method is presented for measuring 

micronavigation parameters in a radar, combined with a view of 
the airspace “against the background of the earth” with quasi-
continuous radiation. The effectiveness of using measurements 
obtained by this method to correct the micronavigation system of a 
radar in case of radio interference to satellite navigation channels 
is shown. 

Keywords – multifunctional radar; quasi-continuous 
radiation; inertial-Doppler micronavigation 

I. INTRODUCTION 

The architecture of modern multifunctional aircraft-based 
radars (MFRs), as a rule, assumes a “built-in” inertial-
satellite micronavigation system (MNS), used to determine 
the trajectory parameters of the antenna phase center (PCA) 
and the orientation of the main beam (MB) of the MFR 
antenna radiation pattern at relatively short intervals (no 
more than 10-15 s) when synthesizing the aperture and 
coherent accumulation of a “weak” signal from an airborne 
object [1-3]. If there is interference with satellite navigation 
systems (SNS), there is a need to use alternative/additional 
noise-resistant and sufficiently high-precision corrective 
sensors in the information structure of the MNS. For 
example, in work [4], the Doppler speed and drift angle 
meter (DSDA) from the carrier’s navigation complex was 
considered in this capacity. However, in a number of 
practical cases, the effective integration of DSDA and MNS 
is difficult due to delays in the interface, measurements, 
asynchrony in complex observations, high 
parametric/statistical uncertainty in the DISS error model, 
the distance of the DSDA measurement center from the PCA 
and due to errors in coordinate transformations. The works 
[1,5,6, etc.] consider the capabilities of the radar itself as a 
sensor of (micro)navigation information in special operating 
modes, similar to DSDA. With a radiation pattern with one 
main beam, such modes are applicable only at those stages of 
flight when the radar is not used to solve its main tasks - 
viewing the ground and airspace. Currently, methods of radar 
measurements and their applications in the aspect of 
micronavigation “against the background” of solving 
problems of viewing the earth's surface – at a low pulse 
repetition rate – are being actively developed. For example, 
works [5,6] show methods for measuring speed towards the 
center of a mapped area of the earth's surface with a potential 
accuracy of up to 0.001 m/s and using such measurements 
for additional correction of the MNS.  

In the MFR, a number of air-to-air tasks are solved when 
detecting / “capturing” the trajectory / tracking a target (air 
object) against the background of the ground, i.e. MB 
directed downwards. There is a known [7] method for 
measuring the speed and range of a PCA to the ground in the 
GL direction, implemented with several bursts of pulses with 
quasi-continuous radiation and with chirp modulation of the 
carrier wave over a burst of pulses. But in many practical 
cases, such problems are solved with typical quasi-
continuous radiation, without the use of chirps. The specified 
method [7], therefore, cannot be applied. The purpose of the 
work is to present: • a method of combined 
(micro)navigation radar measurements of the FCA 
speed/range to the ground in the GL direction, performed 
simultaneously with a review of the airspace “against the 
background of the earth” with typical quasi-continuous 
radiation; • schemes, basic procedures for complex 
processing of inertial radar (micro) navigation information 
using these measurements and MNS inertial channel data. 
The ultimate pragmatic goal is to expand the information 
content/functionality of the MFR due to accompanying 
additional measurements of the PCA (micro)navigation 
parameters; increasing the stability and accuracy of MFR 
micronavigation in conditions of radio interference. 

II. FORMULATION OF THE PROBLEM 

The MNS, starting from the initial alignment mode and 
further in the inertial satellite (micro)navigation mode, 
functions continuously, regardless of the state and operating 
modes of the radar. At the same time, an interface is 
provided for the interaction of the MNS with the standard 
navigation complex and with the radar (including modules 
for controlling the direction and parameters of radiation, 
reception, primary processing and time-frequency changes of 
signals). During the operation of the MNS in flight, long 
intervals are possible when the SNS channels of the MNS 
and the standard navigation complex are inoperative or 
produce unreliable data due to radio interference. As an 
example, Fig. 1 shows the number of satellites recorded by 
the SNS receiver in the MNS during a real flight: with signs 
of reliability of position-velocity data (green); in their 
absence (red). The work examines the “red” sections of the 
flight, starting from the moment the unreliability of SNS data 
is revealed. Options are possible when: the MFR is not 
involved in the main functions, it can be used before/after 
this moment specifically in the interests of micronavigation 
under various radiation, including quasi-continuous radiation 
(hereinafter referred to as standard radiation); at the moment This study was supported by the Russian Foundation for Basic 

Research, project no. 22-19-00058. 
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of “SNS failure”, the MFR performs a line-by-line survey of 
the airspace with a narrow main beam in the standard 
radiation mode at wavelength λ in the X-band or implements 
target observation/tracking procedures. The work considers 
radiation with a high-average pulse repetition frequency 
(PRF) Fr, i.e. in the range of 60-100 kHz [1] and at lower 
PRFs, up to the upper limit of the range for average PRFs of 
10-40 kHz [1]. 

 
Fig. 1.   Number of satellites during the operation of the MNS with signs 
(green)/without signs (red) of information reliability 

In the first and second variants (when the radar operation 
cyclogram includes bursts of pulses specially allocated for 
micronavigation measurements), it is possible to control the 
orientation of the MB and the parameters of emission/ 
reception/processing of signals. In this case, the angle of 
inclination of the MB exceeds half of its width in the vertical 
plane, and the area of the earth’s surface irradiated by the 
MB (“trace” of the MB) is limited.  

In a radar, when viewing airspace “against the background of 
the earth”, a similar orientation of the МВ and radiation 
parameters are set based on the logic/cyclogram of solving 
the main problem. The ability to control them to improve the 
accuracy/stability of related micronavigation measurements 
is no longer available. 

In general, two situations are considered: • a procedure 
for measuring/estimating the specified trajectory parameters 
of the PCA, “built-in” into the cyclogram of the main task, 
with “own” control of the parameters of the orientation of the 
МВ/emission/reception/processing of the signal, independent 
of the main task of the radar; • a procedure for 
measuring/estimating these parameters that is completely 
combined with the main task, performed simultaneously with 
the task, but without the above “independent” control. It is 
also necessary to evaluate the accuracy of radar 
micronavigation measurements, the feasibility of their use 
for additional correction of the MNS in a complex radio 
interference environment, and to determine schemes and 
basic correction procedures based on complex processing of 
inertial and radar measurements.  

In general, the formulation of the problem comes down to 
the development of methodological support for the 
implementation in the radar of an additional channel of 
micronavigation measurements and “in-depth” integration of 
the radar and the MNS. 

III. THEORETICAL AND EXPERIMENTAL 

JUSTIFICATION AND ESSENCE OF THE METHOD OF 

COMBINED MICRONAVIGATION MEASUREMENTS 

In the general case, powerful reflections from the ground 
along the side lobes and the MB appear in all discrete 

samples dτi of the ambiguous signal delay (ASD) in the 
“working” zone of the pulse repetition period (PRP) Tr=1/Fr. 
A signal from a “point” air object (target) at a distance R 
with an ASD τ will be observed only in one discrete ASD. 
As an example, Fig. 2 shows the results of spectral 
processing of a real signal from the ground and the target - in 
the form of a superposition of Doppler spectra obtained over 
all dτi (i=1, …, n) in the “working” zone of the PRP, 
where dτi ≈ τpulse/3, τpulse is the pulse duration. In this case, at 
the half-power level, the width of the MB in the vertical 
plane is ≈80, the azimuthal width is ≈20, and the angle of 
inclination of the MB is ≈60. 

 
Fig. 2.   Superposition of Doppler spectra of signals from the ground and 
the target, received in all discrete dτi of the “working” zone of the PRP. 

Within the boundaries of the MB, based on reflections 
from its trace on the ground in each dτi (i=1, …, n), a 
superposition of signal spectra from several (j>1) bands on 
the surface is carried out, which have different areas dAj and 
correspond to different distances from the PCA to the center 
of band and these distances are multiples of value (с Тr/2), 
where c is the speed of radio waves. 

Ratio of signal C from one section (band) with area dA at 
distance R to noise N [1]: 
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where PAVE is the average transmitter power; GT/GR - gain of 
the transmitting and receiving antenna in the direction of the 
site; 0- backscatter coefficient; LC - collateral losses in 
radar; k – Boltzmann's constant; TS - system noise 
temperature; Bn = Δf – Doppler filter width. The area of such 
a plot: 
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where  is sliding angle;  - MB width in azimuth at half 
power level. In the general case, in each dτi the ratio (C/N) 
will be determined as the integral for equation (1) over the 
Doppler frequency and range for each position of the section 
dAj within the МВ. 

 In general, theoretical aspects and a number of 
experiments have shown: • the maxima in the spectra of all 
dτi (i=1, ..., n) in the “working” zone of the PRP vary in a 
narrow frequency band (see Fig. 2) even with a relatively 
wide MB in elevation; • among these maxima, the presence 
of an “explicit” global amplitude maximum at a certain dτk, 
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corresponding to the distance to the ground in the direction 
of the axis (direction of maximum) of МВ, is not ensured. 
For example, according to the results of processing, a real 
signal from the ground in the direction of the МВ in Fig. 3 
shows the maxima in the spectra for all dτi (i=1, ..., n at 
n=13) in the “working” zone of the PRP. In this case: • they 
appear only in two adjacent filters; in most cases (>60%), the 
serial numbers of these filters are equal to the calculated 
(reference) serial number obtained on the basis of velocity 
estimates in the MNS in the inertial-satellite mode and when 
they are recalculated to the direction of the МВ axis. 

 
Fig. 3. Maxima in the spectra for dτi depending on their serial number i 
(number of discrete distance) in the PRP working area 

An unambiguous estimate of the Doppler frequency (DF) 
FD(i) by the filter number with a maximum in the signal 
spectrum for element dτi (and speed VR(i) = 0.5 λ FD(i)) in the 
general case is not related to a specific distance to the 
ground/inclination angle within the framework of the МВ, 
since it is the result of a superposition of the signal spectra 
from several spaced sections (for j>1). The same is true for 
estimating frequency/speed based on the filter number with a 
global maximum among all spectra observed in the PRP 
working area. In such a situation, direct measurement of the 
distance to the ground along the МВ axis is impossible and it 
is advisable to obtain a nonparametric statistical estimate of 
the frequency FD* from a sample {FD(i), i=1, ..., n}, for 
example, in form of a median, average, α-truncated average 
and etc. When estimating FD* in the form of an average 
frequency value FD*= ave {FD(i), i=1, …, n}, the theoretical 
standard deviation (SD) σfdave for estimation errors: 

1
,fdfdave n

      (3) 

 where σfd=σfd(i)0,3f - SD for instrumental frequency 
measurement errors by filter number with width Δf= Fr/NFFT; 
NFFT - number of samples (base) of the fast Fourier 
transform. 

At different angles of inclination of the МВ, a series of 
experiments were performed with several bursts of pulses for 
each angle and with the determination of velocity values for 
each burst based on: a) the average frequency FDave; b) FDGM 
frequency, determined by the number of the filter with a 
global maximum amplitude within the PRP. At the 
“reference” speed (according to SNS data), the errors in 
determining the speed based on FDave and FDGM, their average 
values and standard deviation were obtained from a series of 
bursts of 2048 pulses at each angular position of the MB. 
The results of these experiments are shown in Fig. 4. In this 
case, the average value of the error in speed measured based 

on FDave is ≈ in the range from 0.1 m/s to 0.23 m/s, and the 
standard deviation is ≈ in range from 0.2 m/s to 0.35 m/s.  

 
Fig. 4. Average values and ±3SD intervals for speed determination errors 
based on the average frequency and global maximum 

It is obvious that a radar corrector in this design is several 
times inferior to the SNS in accuracy, but, as studies have 
shown, in conditions of radio interference it ensures stable 
operation of the MNS even in the long-term absence of 
reliable SNS data. Its potential accuracy can be increased by 
increasing the PRP the number of bursts of pulses emitted in 
one direction of the MB. The work proposes an 
unconventional approach to increasing the accuracy and 
expanding the information content of the radar channel of 
micronavigation measurements - based on adaptive-robust 
control of the direction of the MB, parameters during 
radiation, processing and measurement of signals during the 
interaction of the MNS and the radar. The essence of the 
proposed method is that the current data of the MNS with 
known parameters of the radar radiation pattern make it 
possible to determine: • such a combination of the orientation 
parameters of the МВ axis and the PRP, in which there will 
be a global maximum in the signal spectrum for the dτk band 
corresponding to the distance to the ground along the МВ 
axis, and dτk is guaranteed to be in the working area of the 
PRP; • boundaries for notch filtering of signals from the 
ground along the side lobes of the radar.  

Depending on the height H, orientation, width of the МВ 
and radiation parameters, the size of the МВ trace can be 
such that the superposition of spectra in dτi (i=1, ..., n) is 
absent or does not affect the manifestation of the global 
maximum in dτk. Distances R0 along the МВ axis, along the 
upper Rmax and lower Rmin boundaries of the МВ, as well as 
their difference ΔR = (Rmax-Rmin) and the length L of the 
irradiated area: 
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where r and τ are the PRP and ASD index; β>0 and Δβ>0 – 
the angle of inclination and half the width of the MB at the 
elevation angle. The values of the ASD are needed at           
r0 = rmax=rmin → (τmin= 0; τmax=Tr) or at rmax= r0 +1, rmin=r0 – 1 
→ (τmin= Tr - tbzr; τmax= τpulst + tbzl), where tbzr/tbzl – receiver 
blanking time before/ after radiation. Then from (8) it 
follows: 
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It is necessary to guarantee the position τ0 in the working 
area of the PRP 

τ0[(τpulce+tbzl); (Tr-tbsr)],   (11) 

taking into account the accuracy of MNS data. Error δR0 

distance (5) with a known PRP index: 
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where δτ0 is the ASD error; δβ0, δН – errors in the angle of 
inclination and height; στ0 is the standard deviation of the ASD 
measurement errors. Then condition (11) is represented as 
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where k is the coefficient defining the confidence interval. 

 Thus, it is possible to determine the number of the filter 
fAmax with the global maximum amplitude and the number 
kτAmax of the ASD band dτ in the PRP where this maximum 
was identified. Accordingly, direct primary measurements of 
the ASD τ, frequency FD and the vector of measurements of 
the micronavigation parameters of the PCA are formed: the 
distance R to the ground in the direction of the land area 
giving the maximum echo signal within the MB; speed FD in 
this direction. The same parameters are determined on the 
basis of inertial measurements in the MNS. The observation 
vector – as the difference between inertial and radar 
measurements – is processed based on Kalman filtering 
procedures to estimate/compensate for inertial channel 
errors. 

IV.  CONCLUSION 

A method for (micro)navigation measurements of the 
trajectory of the phase center of a radar antenna with quasi-
continuous radiation based on signals from the ground in the 
МВ is proposed. The method is compatible with the review 
of airspace “against the background of the earth”; it can be 
implemented simultaneously or with an additional burst of 
pulses “built into” the cyclogram during the review. In the 
first case, there is no control of the МВ and radiation 
parameters in the interests of micronavigation. This ensures 

speed measurement with relatively low accuracy. When a 
number of criteria are met, speed is measured with increased 
accuracy, as well as the distance to the area of the earth's 
surface with the most intense signal. In the second case, the 
fulfillment of these criteria and high-precision 
measurements of distance and speed are ensured by 
adaptive-robust control of the МВ orientation and/or 
radiation parameters. 
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Abstract – Methods and algorithmic structures are presented 

for simultaneous solution of problems: active tracking of an air 
target based on adaptive-robust procedures for controlling quasi-
continuous radiation and Kalman filtering of ambiguous 
measurements; measuring micronavigation parameters of the 
radar phase center using echo signals from the ground received 
along the side lobes of the radar radiation pattern. 

Key words – quasi-continuous radar radiation; target 
tracking, interfering reflections from the ground, 
micronavigation, radio interference 

I. INTRODUCTION 

Currently, in «air-to-air» missions solved by 
multifunctional radars, the urgent problem is to increase the 
stability and accuracy of target tracking in a complex signal-
noise/interference environment, when maneuvering the target 
and/or carrier and long intervals between radio contacts. In 
such conditions, as a result of the initial observation – 
detection/identification/measurement of target trajectory 
parameters – there is a high probability of “anomalous” 
range/relative speed measurements, which include: error in 
the pulse repetition period (PRP) index when estimating the 
range; error when estimating speed not from the “fuselage”, 
but from the “rotational” component of the “complex” 
Doppler spectrum of the target. Traditional tracking methods 
[1] are not robust in relation to anomalous initial data 
obtained after the observation stage. Typically, with PRP 
Tr=const, only the “drift” of the ambiguous delay for the 
target signal (ASD) due to the target’s movement is 
monitored, the PRP changes only occasionally to ensure 
observability of the ASD τ in the “working” zone of the 
repetition period, and the error according to the PRP index is 
preserved. Anomalies (“outliers”) are also possible in ASD 
measurements, leading to divergence of standard error 
filtering procedures, for example, the Kalman filter. Such 
destabilizing factors lead to a sharp decrease in accuracy and, 
ultimately, to a breakdown in tracking. There is a practical 
need to develop new methods/algorithms for target tracking 
that are effective in the event of such anomalies in the source 
data and current measurements. In addition, the problematic 
situation during tracking is significantly aggravated by the 
fact that when there is organized interference with satellite 
navigation systems, the accuracy/operability of typical 
inertial satellite micronavigation systems in radars (MNS) is 
quickly lost. Currently, the problem of providing an 
alternative (additional) noise-resistant correction of MNS 

with a sufficient level of accuracy is relevant. As part of its 
solution, a number of works [1-5, etc.] consider the use of 
the radar itself as a corrector for MNS. 

For example, when tracking a target by range: with a 
constant PRP, only the “drift” of the ambiguous delay of the 
target signal (ASD), caused by the relative movement of the 
target, is monitored, and the error of the PRP index is 
preserved. In ASD measurements, “outliers” are also 
possible, leading to practical divergence of traditional 
procedures for statistical filtering of ASD errors. These 
destabilizing factors lead to a significant decrease in 
accuracy and, ultimately, to a “breakdown” of tracking. In 
general, all known methods of (micro)navigation radar 
measurements are based on the use of echo signals from a 
section of the earth's surface irradiated by the main beam 
(MB) of the radar pattern (RP). When tracking a target in the 
“upper hemisphere,” these methods cannot be used 
simultaneously with the tracking step, since echo signals 
from the ground are received only via side lobes (SL), and 
their information content for micronavigation has not yet 
been sufficiently studied. 

The purpose of the work is to present unconventional 
methods/algorithms: • active adaptive-robust (AR) target 
tracking in quasi-continuous radiation (QCR) mode; • radar 
(micro)navigation measurements based on signals from areas 
of the earth irradiated by the SL while tracking a target in the 
“upper hemisphere”. The ultimate pragmatic goal is to 
increase noise immunity, accuracy, expand the information 
content of the radar in the tasks of tracking a MB target in 
the “upper hemisphere” and (micro)navigation support for 
the radar in conditions of radio interference 

II. ESSENCE OF THE METHOD OF ACTIVE 

ADAPTIVE-ROBUT TRACKING AN AIR TARGET 

In air-to-air missions, the logic of radar operation usually 
includes an observation stage followed by a transition to an 
auto-tracking mode or episodic tracking of a target “on the 
route.” The works [2, 6, 7, etc.] present a number of methods 
for adaptive-robust observation with QCR and QCR with 
chirp of a carrier wave in a burst of pulses (QCR -chirp) - in 
a single- and multi-target situation in the МВ, for targets 
with a narrow spectrum and/or dispersed (“complex”), with 
limited or extended ranges of relative speeds. To describe the 
essence of the active AR tracking method proposed in this 
work, it is sufficient to consider a single-target situation in 

This study was supported by the Russian Foundation for Basic 
Research, project no. 22-19-00058. 
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the МВ, with a typical QCR for an approaching target with a 
narrow Doppler spectrum located outside the spectral zone of 
“interfering” reflections from the ground (IRG). All the basic 
methodological provisions and analytical dependencies 
presented below with such a “simplified” formulation of the 
problem, however, can be generalized to solve more complex 
problems of AR tracking - for a variety of different-speed 
targets with different types of spectrum. In the QCR-chirp 
mode, the essence and mathematical content of the proposed 
tracking method does not change. 

In AR observation [2,6-8], the tasks of detecting and 
“capturing” a target at a range with QCR are reduced to a 
single formalized formulation and are solved on the basis of 
unified methods within the framework of the concept of AR 
control of radiation parameters and evaluation of ambiguous 
measurements. The statement and approach to solving the 
tracking problem are similar. In general, the only differences 
are: • in the levels of a priori uncertainty in the distance to 
the target (according to the PRP indices) in the source data; • 
in the different “genesis” of the used estimates of the ASD τ, 
formed on the basis of quasi-measurements and/or real 
measurements of the ASD. 

For example, if the target is not detected at the PRP value 
Tr, then the initial range of PPI indices [rmin; rmax] for the 
current distance R = 0.5 c (r Tr + τ), where c is the radio 
wave speed, r is the PRP index, will be determined from an a 
priori wide range - from the minimum Rmin to the maximum 
Rmax distance of target detection. In this case, the assessment 
of the ASD is based on quasi-measurement, assuming that 
the ASD of the target is located in the “blind” zone of the 
PRP. After the disclosure of “blind distances” with 
uncertainty reduction and a “rough” estimate of the distance 
to the target in the initial data for “capturing” the trajectory, 
there will already be a significantly reduced range of PRP 
indices and one real measurement of the ASD. After capture, 
the source data for tracking also contains a real measurement 
of the ASD, but the range of PRP indices degenerates - the 
PRP index r is theoretically considered to be precisely 
defined. In the general case, AR control of the QCR involves 
maximizing the module of the increment of the PRP, at 
which the ASD τ in the current PRP Tr will be guaranteed to 
be “observed” in the “working” zone of PRP [tBZ1; Tr –tBZ2], 
where tBZ1 and tBZ2 are the blanking time of the receiver after 
and before the start of radiation. The PRP index is considered 
to be precisely determined when, as a result of several 
iterations, an increment of PRP is achieved that exceeds the 
maximum total error for the difference between two 
measurements of the ASD and the prediction of the ASD 
drift in the interval between the emission of bursts of pulses. 
The relationship for predicting the position of the ASD τ* in 
the PRP at a given increment ΔTr i/i-1 =Tr i - Tr /i-1= ΔTr SP i/i-1: 

τ*=τi/i-1-ri/i-1Tr i-1-ri/i-1Tri/i-1,   (1) 

where  τi/i-1, ri/i-1 are the extrapolated values of the ASD and the 
PRP index at a constant PRP, taking into account the drift of 
the ASD due to the movement of the target and the radar in the 
interval between the emission of pulse bursts; ri/i-1=ri -ri/i-1 - 
change in the PRP index due to the increment in PRP.  

 Calculation of the PRP increment at a given τ*= τ*SP: 
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  (2) 

 In case of anomalous completion of the “capture”, the 
obtained estimates for the PPI indices ri-1 and ri/i-1 are 
characterized by an integer error |δr|≥1. 

 Eliminating such errors during active AR tracking 
involves: 

• specified range [rmin i/i-1=ri/i-1 - |δr|; rmax i/i-1= ri/i-1 - |δr||], 
which determines a priori the level of robustness of the target 
AR tracking to anomalous errors according to the PRP index. 
As model/natural experiments have shown, errors in the PКP 
index during AR capture in the worst case are δr = ±1; 

• setting the required position of the ASD τ* = τ*CWZ i in the 
center of the working area in the PRP Tr i at τi/i-1, ri/i-1; 

• search based on expressions (1), (2) of the maximum 
modulo PRP increment: 

Tri/i-1=max|Tri/i-1(NdTr, Mri/i-1)|, 

N=1, 2,…; M=0, 1…,   (3) 

where dTr is the discreteness of the PRP implementation. 
Moreover, all values from the series of ASD forecasts of the 
form (1) 

τ*(J)=τi/i-1-ri/i-1Tr i-1-JTri/i-1; J=rmin i/i-1, …, ri/i-1,…, rmax i/i-1 

must be in the working area of one PRP. The interval Δτ* 
between “neighboring” forecast estimates of the ASD will be 
equal to the increment of the PRP (modulo): 

τ*=|τ*(J+1)-τ*(J)|=|Tri/i-1|.  (4) 

• determination minimum error in forecasting the NPC 
relative to the current measurement of the NPC τi and the 
current PPI index ri corresponding to this minimum: 

| |, min{| *( ) |}i i ir J   .   (5) 

• calculation of variances of forecast errors, measurement of 
the ASD and deviations i, estimation of the ASD based on 
the AR Kalman filtering procedure, for example, using 
statistical criteria 2 - distribution when analyzing the 
quadratic form of the normalized residual [3], determination 
of the current distance based on the obtained estimates of the 
PRP index and ASD. 

 Thus, active AR tracking of a target in range carries out a 
distributed simultaneous forecast of the ASD for several 
trajectories at different PRP indices, while ensuring the 
observability of all ASD within the working area of one 
PRP. The correspondence between the current measurement 
and the ASD forecast is performed according to the criterion 
of the minimum error of the ASD forecast model. Based on 
the selected predictive model and the measurement of the 
ASD, the Kalman-type AR filtering step is implemented. As 
a result, the stability of the tracking is ensured in the 
presence of anomalous errors in the initial data and 
measurements, and the accuracy of range estimation is 
increased to a level exceeding the instrumental accuracy of 
the ASD measurement.  

 Figure 1 shows the characteristic results of modeling 
active AR tracking after target detection/acquisition with 
errors in the PRP index up to ±2 (i.e., up to several km), 
confirming the effectiveness of the proposed method. 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

228



 
Fig. 1. Errors of active AR tracking in range in the presence of anomalous 
estimates at the stage of detecting/capturing the target trajectory 

III. ESSENCE OF THE METHOD OF 

(MICRO)NAVIGATIONAL MEASUREMENTS 

COMBINED WITH TARGET TRACKING 

When observing/tracking a МВ target in the “upper 
hemisphere”, the radar receives signals from areas of the 
ground irradiated only in SL directions. These signals, 
traditionally designated as IRG by SL, with QCR and QCR -
chirp are “powerful” even at high radar altitudes and are 
excluded from processing by notch filtering [2, 6, 7]. Active 
AR tracking of a target in the SOI-chirp mode is considered. 
In works [2, 6, 7, etc.] for QCR -chirp, a technology is shown 
for estimating the position/width of the spectrum of the IRG 
from SLs directed downwards - using data from the MNS 
and the parameters of the orientation/angular width of the SL 
for a calibrated antenna radiation pattern (by level SL and 
directions of their maxima). After calculating the boundaries 
of the spectrum of IRG signals from the SL, their rejection 
was performed. The proposed method of combined 
micronavigation measurements in a radar, on the contrary, is 
based on a “fine” spectral analysis of precisely the IRG 
signals from the SL. Their processing is carried out in 
parallel with the processing of signals received via the МВ 
when searching/observing/tracking a target. The logic of 
solving these main problems of the radar is subject to AR 
control of the direction of the МВ and the parameters of the 
QCR-chirp - PRP Tri, , the slope of the chirp Si, the duration 
τpulse and the number of NFFT pulses in a burst of pulses (the 
basis of the fast Fourier transform (FFT)). To describe the 
essence of the proposed method, a typical pattern of a phased 
array antenna is considered. In Fig. 2 shows the distribution 
of the MB and SL amplitudes depending on the angles in the 
azimuthal and elevation planes with the MB axis directed 
perpendicular to the antenna surface. In Fig. 3 shows a view 
of the spatial radiation pattern of the radar antenna. To 
describe the essence of the proposed method, it is quite 
sufficient to consider the situation when IRG are formed only 
by SLs with downward-directed axes located in the same 
vertical plane. The width of the side lobes in this plane is a 
few degrees, and the azimuthal width is several times 
smaller. For such “narrow and flat” SLs, the influence of the 
azimuthal width is insignificant and is not taken into account 
in the relations presented below. 

 
Fig. 2. Dependence of amplitude on angles in the azimuthal/vertical 
planes 

 

Fig. 3. View of the antenna spatial pattern 

In the normal terrestrial coordinate system OXYZ, the 
phase center of the radar at height H moves with a constant 
horizontal speed W in the direction of the OX axis. The 
azimuthal angle α of the axes of all considered SLs is the 
same. The areas of the earth's surface irradiated by the SL 
(“traces” of the SL) do not intersect, their centers are located 
on the same straight line. The surface of the earth is assumed 
to be flat and homogeneous (in terms of reflection). With 
known parameters of the QCR-chirp and the orientation of 
the SL for the echo signal from each such section, using the 
MNS data, the following can be calculated [2, 6, 7]: “central” 
values of the Doppler frequency (DF) FD(0) and rangefinder-
Doppler frequency (RDF) FRD(0), corresponding to the 
direction of the SL axis (direction of the maximum); 
boundaries of the DF and RDF spectra within a given SL. 
For QCR-chirp mode: 

• the spectrum of powerful IRGs manifests itself in all 
elements of the ASD resolution with a width δτ in the 
working area of the PRP, being the result of a superposition 
of RDF spectra for signals from several strips of the earth's 
surface spaced apart from each other and which intersect the 
“trace” of the SL; 

• in the distance range [Rmin; Rmax] to the near and far 
boundaries of the “trace” of the SL for each j-th strip of the 
RDF value FRD(j)and the difference ΔFRD (k, j) = FRD(k) - FRD(j) 
for the k-th and j-th strips are defined by the expressions: 
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where λ – wavelength; τ – ASD for the “middle” line of the 
band under consideration, and τ=τ(k)=τ(j); β(k) and β(j) – angles 
of inclination to the k-th and j-th stripes located at distances 
R(k) = 0.5 c (ri(k)Tri + τ) and R(j) = 0.5 c (ri(j)Tri + τ). 

From (6) and (7) it is clear that in each discrete element 
of the ASD, due to the overlap of the RDF spectra of signals 
from different strips, in the resulting RDF spectrum local 
amplitude maxima will be observed, significantly separated 
in frequency (due to the difference in distances and 
directions). For example, even without taking into account 
the speed component in expression (7), with typical values of 
PRP Tri = 3*10-5 s and chirp slope Si = 20*106 Hz/s, the 
frequency interval between “neighboring” the maximums 
(ΔFRD (k, k-1) = FRD(k) - FRD(k-1)) will be at least 600 Hz - at least 
70 filters with a width of ≈ 8 Hz for the FFT base 4096. 
This interval significantly exceeds the width of the RDF 
spectrum of the echo signal from each distance band on the 
surface within the SL [1]. This makes it possible to quite 
simply identify local and global amplitude maxima when 
analyzing the resulting RDF spectrum in each discrete 
element of the ASD observed in the PRP. The number of the 
ASD element Nd is determined, in which the largest 
amplitude maximum appeared and the corresponding value 
of the RDF FRDmax (0, Nd) of the form (6), where: ASD τ=τ(0) is 
estimated from the measured Nd and its position in the PRP; 
PPI index ri(j)= ri(0)   is determined using data from MNS: 
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where β(0) is the calculated angle of inclination of the SL 
axis. 

By measuring the ASD and assessing the PRP index of 
type (8), the distance R(0) is determined, the inclination angle 
is adjusted - towards the center of the “working” strip on the 
earth’s surface, corresponding to Nd: 

(0) (0) (0) ,
2 ri i

c
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Based on the measurements of the RDF and ASD, the 
radial speed VR(0) of the radar in a given direction within the 
SL is determined: 

(0) max(0,) )(0 (0) .cos co
2
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In addition, from (7) follows a difference method for 
measuring the projection Vα of the ground speed W of the 
phase center of the radar onto the known azimuthal direction 
of the SL axis and, in fact, estimating the value of the ground 
speed itself in the form W= (Vα / cos α): 
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IV. CONCLUSION 

The proposed method of active AR tracking provides 
resistance to anomalous measurements/estimates of range 
parameters in the initial data (due to errors in trajectory 
capture), and during the tracking process (due to 
extrapolation errors during rare “polls” of the target, delays 
in the interface, and computational failures, anomalous 
primary measurements of the signal). Along with noise 
immunity, the accuracy of estimating target trajectory 
parameters based on AR Kalman filtering of ambiguous 
primary measurements increases. Against the background of 
the implementation of this method when tracking a target in 
the “upper hemisphere”, the possibility of simultaneously 
performing measurements of (micro)navigation parameters 
of the radar phase center at each tracking step is shown. An 
unconventional method is presented for carrying out such 
accompanying measurements of the range/speed of a radar 
relative to the ground - based on clutter signals from the 
earth's surface received by the radar along the side lobes of 
the radiation pattern. This method provides an expansion of 
the information content of the radar, primarily for using the 
radar as a noise-resistant and sufficiently accurate correction 
channel for a typical micronavigation system in the event of 
radio interference. 
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Abstract—The paper is devoted to movement-related 
evoked potentials modeling, which is an important problem for 
the development of brain-computer interfaces. The evoked 
potentials are modeled by the FitzHugh-Nagumo mathematical 
model of neuronal activity and its identification algorithm 
based on the speed gradient method.  

Key words—identification, speed gradient method, neural 
activity modeling, FitzHugh-Nagumo model 

I. INTRODUCTION 

Today one of the main research directions in 
neuroscience is the development of brain-computer 
interfaces [1], which allow the human brain to interact 
directly with external devices (such as computers or robots), 
for example, through the electrical activity of the brain 
obtained using an electroencephalogram (EEG). However, 
due to the noisy and ambiguous nature of the EEG signal, as 
well as the immense complexity of the human brain, the 
problem of identifying patterns indicating a person's 
intentions is extremely challenging. A significant portion of 
existing solutions are based on the application of machine 
learning methods to recognize movement-related evoked 
potentials (or the readiness potential), which are oscillations 
in the EEG signal of a certain type that occur when a subject 
is going to make a movement or even just thinks about it. 

The possibilities of using the FitzHugh-Nagumo model 
[2, 3] of neuronal activity to model evoked potentials are 
studied in this paper. The parameters of the FitzHugh-
Nagumo model are chosen by an adaptive identification 
algorithm [4, 5] based on the speed gradient method [6]. This 
algorithm was applied to fragments of the EEG signal 
corresponding to evoked potentials before moving the right 
or left hand. The biological plausibility of the FitzHugh-
Nagumo model gives hope that detection of relationships 
between model’s parameter values and evoked potentials 
will enable to use the algorithm [4] to improve the accuracy 
of brain-computer interfaces. 

II. MODELING OF EVOKED POTENTIALS 

The transformed FitzHugh-Nagumo model is considered 
[4]: 

* * 3 * * 3 *
1 2 3 4 5" ' ( ) 'y y y y y          , (1)

where y(t) is the electric potential of a single neuron or a 

group of neurons, *
i , i ϵ 1:5 – unknown parameters. The 

problem is to find such unknown parameters estimates of (1), 
θi(t), that would provide the identification goal for an EEG 
signal, ˆ ˆ( ) : ( ) ( ) 0y t y t y t for t   . The EEG 
signal is a difference between signals from two electrodes, 
which are located on a surface of a subject’s head. To solve 
this problem, the identification algorithm from [4] is used. 

The EEG signal fragment corresponding to the movement-
related evoked potential is considered as . This fragment 
starts 1.5 seconds before the movement and ends at the moment 
when the movement begins [1]. The strong noise level of the 
EEG signal and the presence of artifacts (associated, for 
example, with eyes blinking) requires serious preprocessing, 
which is described in detail in [7]. 

Figures 1 and 2 show the results of applying the 
algorithm from [4] to the C1-C2 signal before the left hand 
movement. The graphs show that the identification goal is 
achieved quite fast and with high accuracy.  

Figures 3 and 4 illustrate similar graphs but for the C4-Cz 
signal associated with the subject’s right hand movement. 
The identification goal is also achieved quickly. The issue of 
the relationship between the simulated processes and the 
obtained parameter estimates, , requires further study. 

  

 
Fig. 1.  Adaptive estimates of the model parameters (1) obtained 
using the algorithm [4] when tuning (1) to the C1-C2 EEG signal 
corresponding to the evoked potential before the left hand movement. 
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III. CONCLUSION 

The obtained results show that the application of the 
identification algorithm based on the speed gradient method 
[4, 5] to the FitzHugh-Nagumo neuron model is an efficient 
way for modeling movement-related evoked potentials in the 
EEG signal. However, it should be noted that the algorithm 
does not take into account interference in the signal. It means 
that high-quality preprocessing is required for correct 
parameters estimation. This is a difficult circumstance when 
working with a real-time signal, so the possibility of 
perturbations accounting in the algorithm requires further 
research. Also, the research of the relationship between the 
obtained adaptive estimates and the simulated processes is of 
great interest. The existence of such dependence will allow 
the proposed approach to be used in the problem of 
recognizing a human’s intention to perform a certain action, 
which is extremely important for the development of brain-
computer interfaces. 
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Fig. 2. The fragment of the C1-C2 EEG signal corresponding to the 
evoked potential before the left hand movement (the dotted line) and 
the result of its modelibg by (1) with adaptive parameters (Fig. 1) (the 
solid line). 

 
Fig. 4. The fragment of the C4-Cz EEG signal corresponding to the 
evoked potential before the right hand movement (the dotted line) and 
the result of its modelibg by (1) with adaptive parameters (Fig. 3) (the 
solid line). 

 
Fig. 3. Adaptive estimates of the model parameters (1) obtained using 
the algorithm [4] when tuning (1) to the C4-Cz EEG signal 
corresponding to the evoked potential before the right hand movement. 
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Abstract—The paper presents the results of the 
introduction into regular operation of optimal propellant 
maneuvers of the International Space Station controlled by the 
Russian segment. It was necessary to develop a methodology 
for performing optimal maneuvers of the ISS in such a way 
that the specialists of the Mission Control Center (MCC) could 
independently plan and perform the required maneuvers 
without the need to include specialists in motion control and 
navigation systems, who developed both the onboard software 
and the optimal trajectories of the ISS maneuvers themselves. 
Since its introduction into regular operation, at least ten 
optimal maneuvers of the ISS have been performed. 

Keywords—International Space Station, optimal maneuver, 
propellant consumption, spacecraft, orbital station, angular 
motion control 

I. INTRODUCTION 

From 2017 to 2019, specialists of RSC Energia conducted 
the space experiment MKS-Razvorot, the purpose of which 
was to develop and test alternative algorithms for performing 
ISS maneuvers [1-5]. Typical ISS maneuvers are the following: 
a 180° turn around the local vertical in the orbital coordinate 
system [6] and a reverse maneuver conducted to ensure light-
to-dark conditions before and after the docking of Russian 
spacecraft.  During the implementation of the space 
experiment, a software component for tracking a given 
trajectory was developed and introduced into the ISS onboard 
software. The space experiment was successfully completed, 
and the implementation of optimal propellant consumption 
maneuvers of the ISS by tracking a given trajectory was 
introduced into the ISS regular operation. During the 
experiment, propellant consumption for a typical maneuver was 
reducced to 5-10 kg instead of 50-60 kg. After the docking of 
the Multipurpose Laboratory module Nauka and the node 
module Prichal in 2021, the construction of the Russian 
segment was completed. In this regard, the mass inertia 
characteristics should not change significantly in the future. It 
was proposed to develop a list of optimal maneuvers 
trajectories for typical ISS reorientations, which MCC 
specialists could use during the long-term operation of the ISS. 
This paper presents the results of the work carried out. 

II. DEVELOPMENT OF THE ISS OPTIMAL MANEUVERS 

TRAJECTORIES 

Since the construction of the ISS Russian segment is 
currently considered completed, the private segment Axiom 
is under development; the change in mass inertia 
characteristics depends on the docked cargo and transport 
spacecraft: the Soyuz MS manned transport spacecraft, the 

Progress MS transport cargo spacecraft, Cygnus, SpaceX 
Dragon and Dragon Crew, Boeing Starliner, Dream Chaser, 
and HTV. Various possible combinations of docked 
spacecraft to various docking sites lead to hundreds of 
different ISS configurations. Since spacecraft dock to the ISS 
mainly in one plane – the plane of the orbit, the torque 
equilibrium attitude of the ISS changes practically only in 
pitch. Thus, all configurations were averaged into eight 
configurations with torque equilibrium attitudes about one 
and a half degrees apart. The list of ISS configurations is 
presented in Table 1. The list of torque equilibrium attitudes 
corresponding to the ISS configurations in the "acceleration" 
and "deceleration" positions is presented in Table 2. 

For the presented configurations of the ISS and the 
corresponding torque equilibrium attitudes, motion control 
and navigation systems software developers obtained optimal 
propellant consumption maneuvers trajectories for typical 
turns of the ISS from the "acceleration" position to the 
"deceleration" position and back with a duration of 5500 
seconds. Sixteen ISS reorientation trajectories have been 
obtained, which should be sufficient for the coming years of 
operation. All trajectories were worked out at the ground-
based development complex [7] using all permissible jet 
configurations and were allowed to operate normally. 

TABLE I.  AVERAGED ISS CONFIGURATIONS FOR THE DEVELOPMENT 
OF OPTIMAL MANEUVERS TRAJECTORIES. JXX, JYY, JZZ – ISS DIAGONAL 

ELEMENTS OF THE INERTIA TENSOR, JXY, JXZ, JYZ – OFF-DIAGONAL MOMENTS 
OF INERTIA WITH A NEGATIVE SIGN. THE DIMENSION – KG·M2 

 JXX JYY JZZ 

К1 142256416 191330160 81546568 

К2 142046336 194799904 84795616 

К3 141949632 198996912 88879448 

К4 141505888 200807872 90237440 

К5 139817120 199651968 87399136 

К6 138726720 199555600 86213552 

К7 138701456 200945728 87570016 

К8 138723136 201136112 87782240 

 JXY JXZ JYZ 

К1 10711161 4356336 443796 

К2 9930085 4320057 441938 

К3 9062321 4292516 446268 

К4 7753397 4268089 456441 

К5 6092651 4205908 520286 

К6 4494287 4157578 556886 

К7 3004080 4133860 549067 

К8 1443159 4114245 530280 
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TABLE II.  THE TORQUE EQUILIBRIUM ATTITUDES FOR THE ISS 
CONFIGURATIONS FROM TABLE I REPRESENTED IN KRYLOV ANGLES IN THE 

YAW-PITCH-ROLL SEQUENCE IN DEGREES 

 “Acceleration” position 
 Yaw Pitch Roll 

К1 -176.0 11.47 -0.85 
К2 -176.0 10.11 -0.85 
К3 -176.0 8.7 -0.85 
К4 -176.0 7.27 -0.85 
К5 -176.0 5.76 -0.85 
К6 -176.0 4.29 -0.85 
К7 -176.0 2.9 -0.85 
К8 -176.0 1.52 -0.85 
 “Deceleration” position 
 Yaw Pitch Roll 
К1 4.0 11.08 -0.85 
К2 4.0 9.74 -0.85 
К3 4.0 8.34 -0.85 
К4 4.0 6.92 -0.85 
К5 4.0 5.41 -0.85 
К6 4.0 3.94 -0.85 
К7 4.0 2.56 -0.85 
К8 4.0 1.18 -0.85 

 
Thus, the MCC specialists need to perform the following 

steps: 

 select the required turn trajectory in advance, the one 
that is closest to the initial torque equilibrium 
attitude of the ISS from Table 2, and upload it to the 
onboard memory; 

 start performing a maneuver by tracking a given 
trajectory and wait for the end of the maneuver; 

 complete the ISS rotation to the standby attitude in 
the standard way along the shortest trajectory. 

III. RESULTS OF PERFOMING ISS OPTIMAL MANEUVERS 

At least ten maneuvers have been performed since the 
introduction of the ISS optimal propellant maneuvers into 
regular operation. Their results on propellant consumption 
are presented in Table 3. All the maneuvers were completed 
successfully. All propellant consumption results are less than 
eight kilograms per maneuver. 

TABLE III.  THE RESULTS OF PERFORMING OPTIMAL PROPELLANT 
MANEUVERS OF THE ISS FOR 2022 AND 2023.  

Date Type Direction Consumption, kg 
09.21.2022 К3 Forward 7.28 
10.27.2022 К5 Forward 6.58 
10.28.2022 К6 Reverse 4.03 
02.19.2023 К5 Reverse 3.75 
02.25.2023 К5 Forward 6.12 
02.26.2023 К6 Reverse 4.38 
05.24.2023 К4 Forward 4.94 
05.25.2023 К4 Reverse 4.1 
09.15.2023 К3 Forward 5.04 
09.16.2023 К3 Reverse 4.09 

IV. CONCLUSION 

Sixteen trajectories have been developed for regular 
operation to perform optimal propellant maneuvers of the 
ISS. Of these, eight are from the "acceleration" position to 
the "deceleration" position and back. The trajectories were 
developed based on eight averaged ISS configurations, 
taking into account various combinations of docked visiting 
spacecraft. MCC specialists can use the proposed list of 
trajectories to perform maneuvers of the ISS in the coming 
years of operation. In 2022 and 2023, optimal maneuvers of 
the ISS were successfully carried out, which provided 
favorable conditions for docking and undocking spacecraft. 
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Abstract— The article discusses the navigation complex 

built on the basis of the Integral LLC products. We consider 
the composition of the complex and describe the algorithm of 
its operation; the results of the navigation system tests on a 
light-engine aircraft are also presented, giving an idea of its 
accuracy.  

Keywords: navigation system, air data system, 
magnetometer, navigation algorithm, UAV 

I. INTRODUCTION 

Modern unmanned aerial vehicles (UAVs) rely on 
navigation systems to determine their current position when 
performing flight tasks along a given route. These navigation 
systems are usually very compact, based on 
microelectromechanical systems (MEMS) sensors, and are 
often part of UAV flight controllers such as Pixhawk 
(Fig. 1), SpeedyBee, BetaFlight, and others. 

 

 

Fig. 1. Pixhawk flight controller with Cube Orange navigation system  

In addition, similar controllers, such as the Pixhawk, 
already include a three-component magnetic field sensor and 
it is possible to connect a total airflow pressure gauge with 
simple air tube (Fig. 2). 

 

Fig. 2. Airspeed sensor for the Pixhawk control controller  

It should be noted that, despite the abundance of 
measurement sensors in such controllers, the accuracy of the 
navigation problem solution in the event of loss of the 
satellite navigation system (SNS) signal, which is also 
included in the control controller, is extremely low. There are 
two reasons for this: 

– The system sensors (gyroscopes, accelerometers, magnetic 
field sensors and pressure sensors) in such devices have 

extremely low accuracy and are only subject to simple 
calibration procedures. In most cases, the only procedure 
performed on them is to remove static sensor bias. The 
sensors still have large in-run bias instabilities that are not 
compensated by the software. 

– The Extended Kalman Filter (EKF) in the controller's 
navigation algorithm is in most cases implemented in 
Attitude and Heading Reference System (AHRS) mode, i.e. 
it is only used to plot the UAV angular position.. 

The poor quality of the navigation solution provided by 
standard flight controllers, especially in SNC signal loss 
mode, makes it necessary to develop an additional navigation 
complex capable of solving this task. 

This paper proposes an additional (external to the flight 
controller) navigation complex connected to the UAV 
controller via a CAN interface using the UAVCAN 
(droneCAN) communication protocol. Thus, when 
connecting the proposed complex to the UAV controller, the 
algorithms and software for UAV control remain unchanged 
and the navigation solution is replaced by a better one. 

II. COMPLEX COMPOSITION 

The navigation complex proposed in this paper (Fig. 3) 
consists of several devices connected by a single CAN 
interface:  

 Strapdown Inertial Navigation System (SINS) 

 Air data system (ADS) 

 Digital magnetic heading sensor (DMHS). 

 

 

Fig. 3. Navigation complex for UAV 

The basis of the complex is AHRS NV-1 which forms a 
common high-frequency navigation solution of the whole 
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complex, including angular velocities, accelerations, angles, 
linear velocities and geographical coordinates of the UAV.  

In order to eliminate the accumulation of errors of linear 
velocities of the complex, it includes the air data system 
ADS-1, which provides the whole complex with information 
on static and total pressures, air velocities, and barometric 
altitude of the UAV.  

In order to eliminate the accumulation of errors in the 
azimuth channel of the AHRS NV-1, the complex includes a 
digital magnetic heading sensor DMHS-1, which makes it 
possible to measure the UAV's magnetic field components, 
magnetic heading and magnetic declination.  

In addition, it is possible to use the data logger DR-1 in 
the complex to store all the data from all the devices on an 
SD card for further analysis. 

The navigation system proposed in this article has a 
number of distinctive features: 

– Flexibility in the placement of its components on the 
UAV: the navigation system is placed in a location with the 
least amount of vibration (vibration-isolated shocks can also 
be used), the ADS is placed as close as possible to the 
incoming airflow, and the magnetic heading sensor is placed 
in a location with the least amount of magnetic disturbance 
(wing or tail for an airborne UAV). 

– It is possible to make some or all of the components of 
the set in an uncased version, which allows not only a 
significant reduction in the size of the set, but also in its 
weight (up to 150 g in the uncased version). 

– Easy switching between individual components of the 
complex. Data exchange between the units and signal 
transmission to the UAV controller is via a single CAN 
interface using the standard UAVCAN version 0 
(DroneCAN) protocol. 

III. AHRS NV-1 

It is well known that one of the peculiarities of using 
MEMS sensors as part of the navigation system on small 
UAVs is the strong influence of external vibration and 
temperature on their readings.  

To eliminate vibration errors, shock-absorbing vibration 
mounts with a certain cut-off frequency are usually used to 
limit the penetration of high-frequency vibrations into the 
UAV navigation system. 

Again, to eliminate sensor temperature errors, in most 
cases designers are limited to performing temperature 
compensation of errors according to the sensor temperature 
model given below (1): 


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where (T )ii Gi  и (T )ii Ai  - temperature dependent scale 

factors errors of gyroscopes and accelerometers; 
(T )ii Gi  и (T )ii Ai  - temperature dependent non 

orthogonality errors of gyroscopes and accelerometers; 
(T )i Gi  и (T )i Ai  - temperature-dependent biases of 

gyroscopes and accelerometers. 
Each of the coefficients of the sensor error model 

presented above (1) can, in turn, be represented as a high-
order power function, the coefficients of which are to be 
determined during the calibration procedure (2): 

 1
, , 1 ,0( ) ...N N

j i j N i j N i jf T K T K T K-
-= ⋅ + ⋅ + +  

Such a mathematical error model requires special 
technological equipment for the identification of its 
individual coefficients - the equipment should be able to 
change the orientation of the system (to change the effect of 
the Earth's free fall acceleration on the sensitivity axes of the 
gyroscopes and accelerometers), to rotate the system at 
different angular speeds (to identify the error coefficients of 
the gyroscopes) and, most importantly, to change the 
temperature of the navigation system in a wide range (from -
40 °C to +70 °C).  

To exclude such a complicated complex in the production 
of the system, another principle of compensation of sensors 
temperature errors–temperature stabilization– is used in the 
AHRS NV-1 (Fig. 4, Table 1). 

 
 

Fig. 4. Enclosed and uncased version of the AHRS NV-1  

The peculiarity of this stabilization circuit can be seen in 
the presence of two heaters at the same time (Fig. 5), which 
ensures the best maintenance of the sensor readings at the set 
temperature of +50 ⁰С.  

TABLE I.  AHRS NV-1 TECHNICAL CHARACTERISTICS 

Parameter Value 

Size 
75 x 102 x 41 mm – enclosed,  
39 x 65 x 16 mm – uncased 

Weight 
200 g - enclosed,  
30 g - uncased 

Voltage  = 12 … 36 V 

Power 
3 W during warm up,  
350 mW stabilization 

Interface 1 х RS-422, 1 x CAN 
Frequency 50…400 Hz 
Temperature - 50 ⁰С …+ 70 ⁰С 
Humidity 5% … 98 % 

Gyroscopes range 
± 250 ⁰ / sec  
(can be changed to ± 500 ⁰ sec, ± 1000 ⁰ / sec or ± 
2000 ⁰ / sec) 

Accelerometers 
range 

± 2g (can be changed to ± 4g, ± 8g or ± 16g) 

GNSS receiver One frequency, one antenna, installed inside 
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The use of the above temperature stabilization of the 
sensors not only simplifies the system calibration procedure, 
but also increases the stability of the sensor readings (mainly 
zero offset and scaling factors) over the entire temperature 
range of the system application. 

 
Fig. 5. AHRS NV-1 temperature stabilization system 

IV. AIR DATA SYSTEM ADS-1 

 
The air data system ADS-1 (Fig. 6, Table 2) is a device 

designed to measure the barometric height of an object and 
its speed relative to the air flow. The device consists of 2 
pressure sensors: static and total, united in a single housing 
with a calculator of parameters inside. In addition, the device 
can be connected to the P-104M brake temperature sensor to 
improve its accuracy characteristics. 

 

Fig. 6. Enclosed and uncased version of the ADS-1  

A characteristic feature of the system should be the 
presence of a factory calibration of the system sensors 
according to the following mathematical model (3): 


(t) (t)
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where (t)SS  and (t)DD  are errors in the scaling factors of 

the static and total pressure sensors respectively. 
(t)S  and (t)D  - zero offset error of static and total 

pressure sensors respectively. 

StP and DnP  are true values of static and total pressure 

respectively. 
Err

StP  and Err
DnP  - errors in static and total pressure sensor 

readings respectively.  
 

TABLE II.   ADS-1 TECHNICAL CHARACTERISTICS 

Parameter Value 

Size 
122 x 55 x 26 mm– enclosed,  
70 x 40 x 18 mm– uncased 

Weight 
200 g - enclosed,  
40 g - uncased 

Voltage  = 12 … 30 V 
Power 350 mW 
Interface 1 х RS-422, 1 x CAN 
Frequency 50…100 Hz 
Temperature - 50 ⁰С … + 70 ⁰С 
Humidity 5% … 98 % 
Speed range 3…750 km/h 

 
By analogy with gyroscopic sensors, each of the 

coefficients in model (3) can be represented as a degree 
function (2) whose temperature-dependent coefficients must 
be identified. 

Unlike the AHRS NV-1, which uses ultra-compact 
micro-mechanical angular velocity and acceleration sensors, 
the air data system ADS-1 uses very large pressure sensors. 
This circumstance does not allow to build a high quality and 
compact system of temperature stabilization of these sensors, 
which leads to the necessity of classical temperature 
compensation of errors of pressure sensors. Within the 
framework of the presented mathematical model of sensor 
errors (3), the company Integral Ltd has developed a 
technological bench for calibration of pressure sensors, 
which is a system of pressure adjusters, tubes and a heat-cold 
chamber, united in a common automated system with 
software control. With the help of this stand it is possible to 
identify the error model (3) even up to high order 
polynomials, which provide high accuracy of pressure 
measurements after calibration of sensors. 

V. DIGITAL MAGNETIC HEADING SENSOR DMHS-1 

The Digital Magnetic Heading Sensor DMHS-1 (Fig. 7) 
is a device designed to measure the magnetic heading of an 
object (the angle between the longitudinal axis of the object 
and the direction of the Earth's magnetic north, counted in 
the plane of the local horizon). In addition, the DMHS-1 
measures the object's roll and pitch angles, as well as the 
three components of the magnetic field around its location. 
The instrument consists of several sensors: a multi-
component angular velocity and acceleration sensor, and 
three magneto-induction magnetic field sensors arranged 
orthogonally to each other. 

 

Fig. 7. Enclosed and uncased version of the DMHS-1  

As in the case of the AHRS NV-1, this device also 
undergoes a factory calibration of the sensor readings. In 
addition to the mathematical error model (1) introduced for 
the identification of errors of gyroscopes and accelerometers, 
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this device introduces an additional mathematical model (4) 
for the identification of errors of magnetic field sensors: 

(t) (t) (t) (t)
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where (t)ii - errors of scale factors of magnetic field 

sensors; 
(t)ij - errors of non-orthogonality of magnetic field sensor 

axes; 
( )i t - zero offset errors of magnetic field sensors. 
Tr
BM


 - vector of true magnetic field values. 
Err
BM


- magnetic field measurement error vector. 
 

TABLE III.  DMHS-1 TECHNICAL CHARACTERISTICS 

Parameter Value 

Size 
95 x 45 x 25 mm– enclosed 
50 x 35 x 15 mm– uncased 

Weight 
200 g - enclosed,  
25 g - uncased 

Voltage  = 12 … 30 V 
Power 300 мW 
Interface 1 х RS-422, 1 x CAN 
Frequency 20 Hz 
Temperature - 50 ⁰С … + 70 ⁰С 
Humidity 5% … 98 % 
Magnetic field range ± 800 mTesla 

 
In most cases, magnetic field sensors are calibrated by 

rotating the device about three axes and recording data at the 
moment of rotation (Fig. 8). 

 

Fig. 8. Magnetic field sensor readings during rotation around three axes 

The coefficients estimated by this method are 
characterized by a high level of error and do not allow their 
estimation as a function of temperature variation. For this 
reason, company Integral Ltd. has developed a technological 
stand for the calibration of magnetic field sensors, consisting 
of a magnetically shielded case and a system of 3 orthogonal 
inductors that allow the creation of a magnetic field of 
different strength and direction. Using this stand, it is 
possible to identify the error model (4) with high accuracy in 
order to ensure qualitative measurements of the magnetic 
field after calibration of the sensors. 

VI. NAVIGATION COMPLEX ALGORITHM 

The augmentation of inertial navigation systems with 
various external systems (such as global positioning systems, 
airspeed sensors, magnetometers, etc.) is in most cases 
carried out using Kalman-type filters. In this case, the 
classical mathematical model of inertial navigation system 
errors (5) is considered as a mathematical model of the filter, 
whose parameters should be identified in order to improve 
the accuracy of the SINS output signal:  
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In addition to the error model of the inertial system (5) in 
the Kalman filter in the case we are considering, it is also 
necessary to introduce as a mathematical model the errors of 
external devices - the system of airborne devices and the 
magnetic heading sensor, which are themselves complex 
devices and have their own very complex and extensive error 
models. This situation will lead to the fact that the introduced 
Kalman filter will be quite cumbersome and will require a 
very large number of settings for its correct and qualitative 
work. Without detracting in any way from this approach to 
the construction of navigation system software, in this paper 
we propose an alternative variant that requires a smaller 
number of settings. 

This method is based on the classic SINS algorithm, 
which calculates coordinates by double integration of 
accelerometer accelerations, which are recalculated into the 
navigation coordinate system using the cosine guide matrix 
updated in the Poisson equation (Fig. 9).  

In order to eliminate accumulating SINS errors in the 
calculation of angles, velocities and coordinates, three 
control angular velocities are introduced into the algorithm 
through feedback coefficients K1, K2 and K3: coefficients 
K1 and K2 are introduced to eliminate SINS linear velocity 
errors, and coefficient K3 is introduced to reset the 
accumulating heading error. 

The introduction of such feedbacks leads to a 
modification of the classical SINS error equations (5) to the 
following form (6): 
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Fig. 9. Navigation complex algorithm 
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where ADS
EV and ADS

NV  - errors of air velocity projections 

on the east and north axis, respectively. 

MAGNH  - error of magnetic heading measurement by the 

DMHS-1 sensor. 
Solution of the above system of equations in terms of 

velocity error and azimuthal channel gives the following 
equations (7): 
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The first two equations of the error system presented are 

second order oscillatory links, the third equation is a first 
order aperiodic link. Both these terms give damped transients 

(with the correct choice of coefficients) which tend to the 
following steady state error values (8): 
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As can be seen from the equations presented, the 
calculation errors of linear velocities and heading angles are 
determined by the accuracy of the external systems - the air 
signal system and the magnetic heading sensor.  

In order to obtain the errors of the ADS velocities, it is 
possible to use the equations describing the airspeed 
transformations (9): 
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where AIRV  - air data system readings 

WE  and WN  - values of the wind speed in projection on 
the east and north axes respectively. These components are 
taken into account because the airborne signal system 
measures the speed relative to the airflow, and to calculate 
the current coordinates of the object it is necessary to 
integrate the speeds relative to the Earth's surface. Thus, the 
use of SINS correction from the air data system implies the 
initial determination of wind speed projections using air and 
ground speed signals, i.e. the resolution of the velocity 
triangle (Fig. 10) in the presence of both GNSS and ADS 
signals. 

Varying equations (9) from the airspeed projections 
themselves on the east and north axes, we can go to their 
errors (10): 
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where AIRV  - residual error in airspeed measurement by the 

air signal system after calibration. 
WE , WN  - errors in the wind speed projections on the 

east and north axes. These errors are caused both by incorrect 
initial values at the stage of their estimation at the resolution 
of the velocity triangle (Fig. 10), and by changes in wind 
speed and direction during the integration process. 

 
Fig. 10. Aircraft speeds in projection to the horizon plane 
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The total error in the determination of the coordinates is 
thus determined by three componentsи: 

0

t t t
SINS SINS

AIR AIR

o o

S V dt V H dt Wdt              (12) 

The first component is the integral of the airspeed error. 
This in turn is determined by both the design accuracy of the 
airspeed signal of the airspeed indicator system and the loss 
of accuracy during the pressure transfer from the air pressure 
instrument (API) to the ADS in the pipe system. The second 
component is the lateral deviation from the trajectory caused 
by integrating the speed with the heading error. The third 
component is the integral of the wind speed calculation error 
or its change during the integration process. Equation (12) is 
very useful in practice - on its basis it is possible to make a 
preliminary theoretical estimate of the accuracy of the whole 
complex.  

Thus, the residual speed error of the air data system 
ADS-1 is in the order of 1 m/s. The error of magnetic 
heading measurement by the DMHS-1 instrument is in the 
range of 1°, but this instrument is located in the UAV and is 
influenced by the electronics of the UAV itself. Despite the 
additional procedure of writing off magnetic deviations as 
part of the object, practice shows that the residual error of 
magnetic heading measurement can be within 2°. Holding 
these values constant and substituting them into formula 
(12), at a UAV speed of 100 km/h, the following error in the 
calculation of complex coordinates can be expected during 
the first 10 minutes of loss of communication with the 
GNSS: 

600 1 / s 600 sin(2 ) 27 / s

1100

SINSS s m s m

m

     




            (13) 

At the same time, the range in this mode will be in the 
order of 600 27 / s 16s m km  . Thus, the error in 
determining geographic coordinates in this mode of motion 
will be about 7% of the path travelled by the UAV. 

This value indicates the high accuracy of the proposed 
complex - the equivalent accuracy of geographic position 
determination using only the inertial navigation system is 
possible only with the use of more accurate fibre-optic 
gyroscopes  (FOG) and quartz accelerometers, which will 
lead to a significant increase in the size of the system, its 
weight and, most importantly, its price. 

VII. FIELD TESTS 

Field tests of the navigation complex were carried out as 
part of the navigation unit VPNP-1M (Fig. 11) of the company 
Navigator on the aircraft AN-2 TVS 2MS (Fig. 12). 

 
Fig. 11. External view of the navigation unit VPNP-1M 

 
Fig. 12. AN-2 TVS 2MS airplane 

This unit combines the AHRS NV-1 and the air data 
system ADS-1. In addition, it is possible to connect a digital 
magnetic heading sensor DMHS-1 to the unit in order to 
organize a heading-air mode of coordinate calculation 
according to the algorithm described in this article. 

In total, three flights of the aircraft described above were 
carried out, during which the aircraft turns were performed 
with roll and pitch angles of about 30 degrees at a speed of 
about 150...200 km/h (Fig. 13, 14). 

To simulate the loss of the GNSS signal, a special 
command was sent to the AHRS NV-1, causing the 
algorithm to switch to the Heading-Air mode of coordinate 
calculation. The GNSS was not physically switched off, 
which made it possible to compare the accuracy of the 
complex's coordinate calculation with the actual GNSS 
coordinates (Fig. 16). 

 
Fig. 13. Attitude angles behavior during the flight 

 
Fig. 14. Behaviour of airspeed (black) and ground speed (green) in one of 
the flights 
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Fig. 15. Trajectory of the aircraft in one of the flights 

 
Fig. 16. Behaviour of the navigation complex error in the calculation of 

coordinates in comparison with SNS readings in one of the flights 

VIII. TEST RESULTS 

The results of the three flights are summarized in Table 
4. As can be seen from the table, the navigation system 
shows an acceptable accuracy for aerobatics even when 
performing active aerobatics with large values of orientation 
angles. 

TABLE IV.  NAVIGATION COMPLEX ACCURACY 

Parameter Test 1 Test 2 Test 3 
Without GNSS time, 
sec 

605 612 608 

Coordinates error, m  1702  1814  1762 
Distance travelled, m 23595 25784 24512 
Error, % 7,2 7,0 7,1 

 

As can be seen from the presented data, the obtained 
values of coordinate errors exceed the theoretical values 
calculated by formula (13). This is explained by the fact that 
the speed of the aircraft movement exceeded the calculated 
one by 1.5-2 times. If we judge the results by the error as a 
percentage of the travelled path, the obtained values are close 
to the theoretically calculated values. 

IX. CONCLUSION 

The navigation system presented in this paper is compact 
in size and weight and has the potential to be easily installed 
on board virtually any modern aircraft-based UAV. The 
navigation system combines several devices and provides the 
UAV's autopilot system with all the necessary information, 
including altitude-air parameters and magnetic heading 
angle. 

The algorithm of the proposed navigation system uses the 
classical SINS algorithm with control signals proportional to 
the difference of the SINS, ADS and magnetic heading 
sensor errors. Changing the correction coefficients of the 
signals during the operation of the algorithm allows us not 
only to obtain optimal results in terms of accuracy, but also 
to calculate the parameters of the navigation algorithm with 
minimum delays in order to obtain the highest dynamic 
performance. 

Field tests on a light aircraft have demonstrated the high 
dynamics and accuracy of this navigation system in the 
compact equipment segment. 
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Abstract—A comparison of direct and indirect methods for 
gravity anomaly determination on the sea using a strapdown 
gravimeter was carried out. The results of the bench test for 
direct and indirect processing methods are presented, which 
did not show significant advantages of any of the considered 
methods for marine applications. The variability of the 
accelerometer bias caused by the vertical accelerations has 
been revealed, which should be taken into account in the 
inertial measurement unit error model. 

Keywords—strapdown gravimeter, marine gravimetry, gravity 
anomaly, smoothing algorithms 

I. INTRODUCTION 

Strapdown gravimeters are increasingly used for the 
gravitational field surveys [1–18] due to their smaller weight 
and size, as well as lower energy consumption as compared 
to their platform counterparts [9, 15–16]. In this case, we are 
mainly talking about scalar gravimetry, i.e. determination of 
gravity anomaly (GA). It is known that strapdown 
gravimeters are widely use in aerogravimetry; currently, the 
work is also underway aimed for their marine applications 
[8, 11, 16]. When using strapdown technologies, it is 
common to distinguish two methods of data processing, 
which, following [13], will be referred to as direct and 
indirect methods. The direct method involves calculation of 
the orientation matrix by processing data from the inertial 
measurement unit (IMU) and global navigation satellite 
systems (GNSS) [4, 8, 10–11, 13, 15, 18] and subsequent use 
of the matrix to obtain the full value of the vertical specific 
force using the readings of the IMU accelerometers. It 
consists of two stages. At the first stage, the vertical specific 
force is formed; at the second stage, this vertical specific 
force is used to calculate the GA estimate in much the same 
way as is done when processing data in platform gravimetry. 
In contrast, the indirect method combines all available 
measurements generated by a strapdown inertial navigation 
system (SINS) built on the basis of IMU and GNSS, in a 
Kalman filter wherein the GA estimate is generated, which is 
included in the SINS error model along with IMU errors [7]. 
Note that a similar technique used to estimate horizontal 
components of the gravity disturbance vector is called an 
inertial-geodesic method [19]. 

The paper compares direct and indirect methods of GA 
determination for solving the problem of strapdown scalar 
marine gravimetry. Sections 2 and 3 present the problem 
statement and discuss the features of strapdown scalar 
gravimetry in comparison with platform gravimetry. The 
features of the two methods for GA determination are also 
analyzed here. Section 4 discusses the results obtained during 
the comparison of the methods based on simulation and 
bench test data. We do not use GNSS high-accuracy altitude 
measurements in this research, because, unlike 
aerogravimetry, in marine gravimetry, the problem of GA 
estimation at sea can be solved with the required accuracy 
without this information [9, 20, 21].  

II. THE DIRECT METHOD OF GA DETERMINATION 

Projections of the gravity disturbance vector on the axes 
of the local horizontal frame ENU 

THNE ggg ][gn    can be represented as [18]:  

bn
b

nn
eot

bn
b

n fCgfCr   ng , (1) 

where nr  are projections of the carrier kinematic 
acceleration on the axes of the local horizontal coordinates 
ENU, usually obtained from GNSS; fb – specific force 
measured by the IMU accelerometers in the projection on the 

carrier principal axes XYZ; n
bC  – orientation matrix 

characterizing the transition from the carrier principal axes 

XYZ to local horizontal coordinates ENU; n
eotg – Eotvos 

correction; γn – projection of the normal gravity vector on the 

ENU; bf  – accelerometer errors. Equation (1) in vector 
form allows us to determine both the horizontal and vertical 
components of the gravity disturbance vector. In the scalar 
gravimetry problem considered here, only the vertical 

component GA ( Hg ) is determined.  

In the direct method, the orientation matrix n
bC  is 

preliminarily determined, which is necessary to transform 
accelerometer readings to the local horizontal axes ENU. For 
this purpose, an SINS algorithm is implemented with 
correction from GNSS velocity and position measurements, 
based on the use of a recursive extended Kalman filter 
(EKF). After this, the problem is reduced to standard 
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processing of scalar GA measurements using smoothing 
algorithms used in platform marine or aerogravimetry [4, 8, 
10–11, 13, 15, 18, 21]. When solving the problem of marine 
strapdown gravimetry, similar to platform gravimetry, GNSS 
high-accuracy altitude measurements are not required to 
succesfully estimate GA, as shown below. It is important to 
take into consideration the fact that specific force 
measurements fb also contain errors of the IMU 
accelerometers δfb. If the white noise component of the error 
can be successfully suppressed using filtering and smoothing 
algorithms, then the biases and scale factor errors of 
accelerometers are difficult to separate from the GA and, as a 
result, they must be carefully calibrated before and after the 
survey [5, 14, 16–18]. The direct method in this work is 
implemented using the SINS-GNSS filtering algorithm 

described below to calculate the orientation matrix n
bC . The 

GA estimate was calculated by a smoother that was used for 
processing of the platform gravimetry data [9, 21].  

The possibility of using the experience with integrated 
algorithms for SINS and GNSS as well as filtering and 
smoothing algorithms for GA based on data from platform 
gravimeters makes this method widespread [1, 4, 6, 8–9, 11, 
15].  

III. THE INDIRECT METHOD OF GA DETERMINATION 

The indirect method [4], also called the inertial 
navigation method [5], estimates GA when solving the 
problem of joint processing of data from the SINS algorithm 
and the GNSS. Integration of SINS and GNSS data, as in the 
previous method, is carried out using the recursive EKF [23, 
24]. Figure 1 illustrates a block diagram of the indirect 
method for GA estimation. 

 

Fig. 1.  Block diagram of the indirect method for GA estimation. 

The SINS algorithm based on angular velocity b
ib  and 

specific force fb measurements calculates the orientation 

matrix n
bC  characterizing the transition from carrier 

principal frame XYZ (denoted by index b) to the local 
horizontal frame ENU (denoted by index n); attitude angles 

 ,,K ; linear velocities 
INSn

ebV  and geographic 

coordinates  TINSINSINS hp ,, . Navigation 
parameters (geographic coordinates and linear velocity 
components), calculated by the SINS and received from 
GNSS, enter the EKF to generate differential velocity and 
position measurements. The EKF state vector includes 

attitude errors  ~,
~

,~ , linear velocity errors n
ebV

~ , 

coordinate errors h
~

,
~

,~  , and accelerometer biases 

ZYX fff  ,, . The formation of Coriolis acceleration here 
corresponds to the calculation of the Eötvos correction:  

n
eb

n
ie

n
en V)2(gn

eot  . Estimates of the system state 

vector are fed back to the corresponding blocks of the SINS 
algorithm.  

This is exactly the EKF used in the direct method. 

When the indirect method is used, the components that 
describe the GA model are added to the state vector. In this 
work, we used the widespread Jordan model of GA [25].  

To obtain a better GA estimate, also due to reduced phase 
delay, we need to use a smoothing algorithm. In this work, a 
smoother is implemented for this purpose by weighted 
averaging of state vector estimates obtained when solving the 
filtering problem in forward and reverse time [26, 27]. To 
obtain estimates in reverse time, it is necessary to invert the 
sign of measurements of the inertial sensors, linear velocity, 
Earth's angular rate, and gravity. Though the EKF structure 
(Fig. 1) is remains the same, the GA estimate will also have 
an inverted sign. The proposed scheme differs from the 
smoother in [13], however, in general, they are similar in 
accuracy [27]. 
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IV. COMPARISON RESULTS 

To compare direct and indirect methods, a modeling 
program for complex processing of IMU and GNSS data was 
developed using recurrent filtering algorithms based on the 
extended Kalman filter. At the first stage, comparison of 
methods was carried out through simulation. The results 
were similar for GA estimation in both cases without high-
accuracy GNSS data on altitude when simulating the motion 
of a marine vessel. The second stage was a preliminary check 
of the operation of the direct and indirect methods on a 
vertical displacement stand. The IMU used in the experiment 
included a triaxial accelerometer and a triad of navigation-
grade fiber-optic gyros. GNSS data were simulated, for 
which errors corresponding to code measurements were 
added to the reference coordinates. The coordinates of the 
vertical displacement stand were taken as reference latitude 
and longitude, and the altitude was recorded with a laser 
distance meter. The IMU was installed on the stand platform, 
and data recording started. The stand was kept motionless for 
0.5 –1.5 hours. After that, harmonic vertical displacements 
started with a displacement amplitude of 2 m and various 
periods inherent in marine objects. The vertical pitching 
lasted for 1.5 – 2 hours. Then, the stand returned to its initial 
position and the IMU data continued to be recorded in a 
stationary position. At the same time, it is obvious that the 
GA will be constant in test. Therefore, to compare methods, 
we used an estimate of accelerometer bias projected on the 
vertical axis, which has a similar character in the time 
domain as the GA on a moving vessel, and is practically 
inseparable from the useful signal. The results of estimating 
the vertical component of the accelerometer bias by using the 
direct and indirect method for movements with a heave 
period of 18 s and 51 s are presented in Fig. 2. 

 
a) 

 
b)  

Fig. 2.  Estimates for the vertical component of the accelerometer bias by 
using the direct method (smoothing) and indirect method (filtering and 
smoothing) a) heave period 18 s; b) heave period 51 s. 

Disturbances in the estimates obtained by the direct 
method during the beginning and end of the heaving are due 
to the choice of a stationary smoother. Replacing the 
stationary filter with a recursive Kalman filter eliminates the 
disturbances caused by the change of the mode, as shown in 
[21]. It can be seen that the estimates obtained by the indirect 
method in the filtering mode have a phase delay. When 
solving the smoothing problem by the indirect method, GA 
estimates do not have a phase delay, and the oscillatory 
component is smaller than in the filtering or when using the 
direct method, which is more consistent with the behavior of 
the accelerometer bias. 

The tests on the stand have made it possible to identify 
the accelerometer bias component, which depends on the 
parameters of vertical motion and has a value greater than 
that of platform gravimeters with a quartz damped sensitive 
element [22]. The higher is the heave frequency, the greater 
is the displacement. The discovered dependence of the bias 
should be further taken into account in the error model of the 
accelerometers used in the IMU or eliminated 
technologically. 

V. CONCLUSIONS 

A comparison of direct and indirect methods in solving 
the problem of GA determination at sea using a strapdown 
scalar gravimeter has been carried out. 

The direct method is implemented by joint processing of 
SINS and GNSS data using recursive filtering algorithms 
based on the recusive EKF, which allows obtaining 
orientation data with the required accuracy and vertical 
specific force signal. The GA estimate was calculated by 
processing the specific force signal using standard smoothing 
filters applied in marine platform gravimetry without 
involving high-accuracy GNSS altitude data. 

The indirect method was implemented by joint 
processing of SINS and GNSS data using smoothing 
algorithms and was based on the same data from the GNSS 
as the direct method, i.e. without involving high-accuracy 
altitude data. In this case, GA were included in the estimated 
state vector. 

Computer simulation and testing of direct and indirect 
processing methods were carried out based on the bench test 
data, which did not show significant advantages of any of the 
methods under consideration for marine applications. At the 
same time, based on the results of the bench tests, variability 
in the vertical accelerometer bias caused by vertical 
accelerations of the carrier was revealed, which is planned to 
be described and taken into account in the future in the IMU 
error model.  
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Abstract—The article is devoted to the description of the 

mathematical modeling results of a correlation-extreme 
navigation system with the use of real cartographic micro-
relief data regarding the urban development area and the area 
with natural object composition.  

Keywords – micro-relief, a laser rangefinder, correlation-
extreme navigation system. 

I. INTRODUCTION 

Currently, the urgent task is to provide autonomous 
navigation for aircraft (AC), for which correlation-extreme 
navigation systems (CENS) by physical fields of the Earth 
can be used. Practical realization has been implemented 
Масло помаслили….only for the correlation-extreme 
navigation systems that are applied in relation to relief of the 
earth's surface, however, these systems are not operable 
when aircraft is flying over uninformative terrain and their 
accuracy is estimated at a level of 100-200 m. Due to the 
development of production technologies for reception of 
micro-relief data with high resolution (terrain topography 
with consideration of heights regarding object composition 
of artificial and natural origin) it has become possible to use 
the data for high-precision correction of aircraft coordinates. 
A laser rangefinder is used as a micro-relief sensor, which 
provides a high-precision measurement of physical height. 
The remote sensing data of the Earth are used to generate 
maps with micro-relief. The results of aerial or aerospace 
photography processed by the stereophotogrammetry method 
[1] or the results of air-laser scanning can be applied. 

II. THE PURPOSE OF THE STUDIES 

The purpose of the studies was to assess the accuracy 
characteristics of CENS by micro-relief with artificial and 
natural object composition via mathematical modeling. 

III. MATHEMATICAL MODELING OF CENS BY MICRO-RELIEF 

During mathematical modeling we used real cartographic 
data of the urban development area of Kolomna and the area 
with natural object composition near Nizhny Tagil, which 
were prepared based on the cosmophotographic results 
processed by stereophotogrammetry. Information of micro-
relief was prepared in Gauss-Kruger projection and stored in 
MTW format. Recording discrete is 1 m, mapping error in 
plan is 1-2 m, as per height - 2 m.  

Micro-relief within the areas of Kolomna (Fig, 1) had a 
size of 5100x5900 sq. m 

Micro-relief near Nizhniy Tagil (Fig, 2) had a size of 
9650х10350 sq. m. 

Evaluation of the informative value of the navigation 
field has shown that the root mean square deviation of micro-
relief for these areas is the same - about 6 m, but correlation 
radius for area of Kolomna (38 m) is almost half as small as 
compared to area near Nizhny Tagil (65 m). 

 

Fig. 1.  Micro-relief within the areas of Kolomna 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  Micro-relief near Nizhniy Tagil 

The laser rangefinder (designation: LRF03C01S, 
supplier: “STC “LEMT” of the BelOMO”) [2] was 
considered as a micro-relief sensor, which measured the 
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underlying surface profile with an error of 1 m at altitudes up 
to 3000 m in simple weather conditions (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Fig.3. The laser rangefinder LRF03C01S 

At mathematical modeling, aircraft flight at 500 m 
altitude and at speed of 65 m/s was simulated within the 
conditions of inoperability of satellite navigation system. In 
this case, root mean square errors (RMSE) regarding 
determination of the navigation system parameters took the 
following values: 

 RMSE for determination of orientation angles 
(heading, roll, pitch) - 1º; 

 RMSE for determination of ground speed - 3 m/s; 

 RMSE for determination of coordinates (a priori 
error) regarding 100 m and 300 m 

The following parameters have been evaluated during the 
mathematical modelling: 

- number of performed corrections Nc; 

- average length of correction area in relation to micro-
relief Lc; 

- CENS accuracy by micro-relief σc (circular RMSE); 

- average calculation time for one tact of correction tc. 

The CENS micro-relief algorithm is based on the 
function that calculates a square of difference between the 
reference and the current value, while introducing the 
"attenuation" regarding weight of the functions calculated in 
the previous steps, which is very relevant at unsteady micro-
relief. In the course of the algorithm’s operation, selection 
regarding the gross sensor errors is carried out based on the 
knowledge of minimum and maximum reference micro-relief 

values within the confidence square and errors of the laser 
rangefinder [3]. 

At implementation of mathematical modeling, maximum 
of the confidence square size was 900x900, the confidence 
square discretes (readout discretes, hereinafter - di) took the 
following values:  

di = 2 m, 3 m, 4 m, 5 m, 6 m. 

Table 1 summarizes the main results for CENS based on 
micro-relief for the areas of Kolomna (K) and near Nizhniy 
Tagil (NT). 

T A B L E  1 .  The CENS results based on micro-relief.  

Reg 
σa,  
m 

di, m Nc Lс, m σc, m tс, mc 

K 

100 

2 228 331 2,6 0,37 
3 225 270 2,8 0,25 
4 225 252 3,1 0,22 
5 148 259 3,8 0,17 
6 115 269 4,2 0,14 

300 

3 134 299 4,6 1,48 
4 115 274 4,2 0,91 
5 86 274 4,2 0,62 
6 50 277 4,3 0,51 

NT 

100 

2 292 582 3,5 0,24 
3 328 432 3,9 0,17 
4 422 358 4,1 0,16 
5 418 313 4,8 0,16 
6 420 274 5,5 0,16 

300 

3 294 452 4,3 0,95 
4 295 382 4,6 0,74 
5 275 341 5,5 0,52 
6 249 297 5,0 0.48 

 

IV. CONCLUSION 

Thus, mathematical modeling has shown that CENS 
based on micro-relief can be implemented in real time with 
the characteristics that are comparable to differential mode 
accuracy of satellite navigation systems. 

For practical implementation of the CENS by micro-
relief it is necessary to solve the problem of organizing and 
promptly updating a micro-relief database created by 
processing high-resolution satellite images using 
stereophotogrammetry. 
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Abstract—When employing conventional particle filtering 
method for gravity aided navigation, the phenomena of particle 
swarm impoverishment and inadequately precise importance 
distribution functions manifest. In this paper, a gravity 
matching method based on optimal importance differential 
particle filtering is proposed to solve this problem. In the 
particle update process, this method follows the principle of 
local linearization, introduces previous estimation and gravity 
anomaly measurement, and employs optimal importance 
sampling to obtain the particle distribution. This approach 
fundamentally reduces the degradation of the particle swarm 
and maintains its diversity. Moreover, this method utilizes the 
differencing of particle information at different time steps to 
mitigate the impact of zero drift in gravity meter, which 
improves the positioning accuracy of gravity aided navigation.  
Through post-processing simulation experiments with ocean 
test data, the results indicated that the proposed gravity 
matching method has better positioning accuracy and stability 
than the traditional particle filtering method, and has reduced 
the frequency of resampling phenomenon. 

Keywords—Bayesian Estimation, Particle Filtering, Optimal 
Importance Sampling 

I. INTRODUCTION  

The navigation of underwater vehicles often relies 
primarily on inertial navigation system (INS) due to the 
requirements for concealment, independence, and autonomy 
[1]. However, INS is generally unsuitable for prolonged and 
long-distance underwater navigation due to the accumulation 
of errors [2]. In recent years, gravity aided navigation that 
use gravity anomaly measurements and pre-stored gravity 
map to correct the INS position has received widespread 
attention from scholars both domestically and internationally 
[3]. In this case, the particle filtering (PF) method is a 
commonly used gravity aided navigation algorithm. PF 
method is a Bayesian filtering technique based on Monte 
Carlo method, which is advantageous in dealing with 
nonlinear and non-Gaussian state estimation problems [4]. 

The PF algorithm effectively addresses nonlinear filtering 
problems but exhibits inherent limitations, particularly 

concerning particle depletion and the construction of 
importance distribution functions [5]. Particle depletion 
refers to the loss of diversity in the particle swarm, resulting 
in estimation deviations. To tackle this, the resampling 
technique is typically employed [6], with common methods 
including polynomial resampling [7], systematic resampling 
[8], and residual resampling [9]. Importance distribution 
functions relate to how particles and their weights are 
updated iteratively. Literature [10] introduced particle jitter 
in the state transition process and additional process noise in 
the particle update process, aiming to improve particle 
diversity. Additionally, literature [11] proposed a Gaussian 
sum PF without a resampling process, with playback 
simulation experiments indicating its effectiveness in 
approximating the Bayesian filtering model. However, these 
methods overlook particle distribution patterns and error 
propagation. Gordon [12], [13] proposed local linearization 
of the model and used optimal importance sampling to 
distribute particles. 

This paper proposes an optimal importance and 
differential particle filter (ODPF) algorithm for gravity aided 
navigation. This algorithm introduces an optimal importance 
sampling method which can fundamentally reduce the 
number of particle degradations during the filtering process. 
Simultaneously, addressing the impact of measurement 
accuracy caused by the zero drift of gravity meter, the 
algorithm presents particle position differencing method, 
which corrects the current particles based on the estimation 
of the previous moment. By conducting post-processing 
simulation experiments from ocean test data, it is 
demonstrated that the ODPF method is superior to the typical 
PF method in the gravity aided navigation. 

II. METHODOLOGY 

A. Traditional Particle Filter Method 

Due to the high number of integration operations 
involved in Bayesian estimation and the non-normal 
distribution of observations, obtaining integration values for 
posterior probabilities is challenging. Therefore, the Monte 
Carlo method is commonly employed to obtain estimates. Its 
recursive iterative versions are also known as particle This work is supported by the National Key R&D Program of China 

under Grant Nos. 2023YFC2907004. (Corresponding author: Ying Liu) 
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filtering or sequential Monte Carlo methods. As the sample 
size increases, the values obtained through sequential Monte 
Carlo methods converge towards optimal Bayesian 
estimation. To provide a detailed description of the algorithm, 
Let xt  denote the INS position at time t , ty  indicate the 

gravity measurement at time t , tu  represent the relative 
displacement of the INS position between adjacent instants, 

tv  be the process noise in the state update process of particle 

swarm between adjacent instants,  xth  means the nonlinear 

process that derives gravity map values of the position vector 

tx , and t  be the gravity measurement noise. Assuming that 

the tv  and t  are mutually independent and follow Gaussian 
distributions with known variances. The state equation and 
observation equation for the nonlinear stochastic system are 
respectively represented as: 

 1

( )

x x u v

x
t t t t

t t ty h 
   
 

 (1) 

The gravity matching algorithm based on traditional PF 
method includes the following steps: 

1. Initialization of particle swarm: a set of discrete points 
with Gaussian distribution is generated around the initial INS 
position. Each point represents a possible true position of the 
vehicle at current moment and has the same weight. The 
weighted average of the discrete particles is the position 
estimate at the initial time. 

2. Particle update and measurement acquisition: 
following the state equation in Eq. (1), update the particles 
based on the tu . The ty  is obtained from the gravity meter. 

3. Weight update: utilize the  xth  and the weights from 

the last instant to update the weights at this instant, and 
normalize the weights. 

4. Position prediction: perform a weighted average of 
particle positions and weights to obtain the predicted position 
of the vehicle. 

In the actual navigation process, constant iteration of 
steps 2-4 can continuously provide the trajectory of the 
vehicle. 

B. Resampling 

In the gravity matching algorithm based on the PF 
method, the weights assigned to individual particles can 
sometimes lead to a phenomenon known as particle 
impoverishment during the iterative process. Particle 
impoverishment occurs when certain particles have weights 
that become exceedingly small, nearly negligible, while a 
few particles retain significant weights. This situation arises 
when only a minority of particles significantly contribute to 
the final estimation, resulting in a loss of diversity within the 
entire particle swarm. Consequently, the filter's performance 
may be compromised, leading to inaccurate estimation 
results. 

In such situations, the algorithm incorporates a 
resampling step to address the particle impoverishment issue. 
The specific approach is as follows: when the effective 
number of particles in the swarm meets certain conditions, 
indicating particle depletion, resampling is triggered. 

 
( ) 2

1

1

( )eff thresN i
i t

N N


 


 (2) 

where thresN  represents the threshold value for effective 

particles, typically set as 2 / 3N . 

 When resampling is required, the weights of all particles 
can be uniformly redistributed. This approach is effective in 
preventing significant estimation biases caused by particle 
depletion. 

C. Resampling 

Equation (1) highlights that once the initial position 
distribution of the particles is determined, subsequent 
updates during the iterative process do not alter the 
distribution patterns. However, the weight distribution of the 
particle swarm changes as measurements are updated. If 
there's a significant deviation in measurements at a specific 
moment, it will also affect the weight distribution of the 
particle swarm, potentially leading to substantial 
discrepancies between estimated and true positions, 
indicating algorithm failure. 

Moreover, when the particle swarm experiences a 
significant offset due to INS divergence or gravity anomaly 
measurement noise, subsequent updates, being related to the 
previous state, may introduce erroneous offsets, rendering all 
subsequent estimations unreliable. In such cases, the filter 
becomes invalidated, regardless of whether resampling is 
performed. 

During the particle state update process, the estimation 
results from the previous moment and the gravity anomaly 
measurements from the current moment are incorporated. 
Utilizing a local linearization method, a Gaussian 
distribution is employed to generate diverse particles. This 
approach effectively mitigates the impact of erroneous 
measurements and reduces the frequency of resampling.  

The mean and variance of the particles at moment t  are 
calculated as follows: 

 

( ) ( ) ( ) ( ) 1 ( )

( ) ( ) 1 ( )
1 1

( ) ( ) ( ) ( ) 1
1 1 1

( )

( ( )

( ( ) ( )) )

Σ Q Qh h Qh h Q

μ Σ Q x u

h x h x u

T T

T

i i i i i
t t t t t

i i i
t t t t

i i i i
t t t t t ty h








 


  

  

  

  

 (3) 

where ( )i
tΣ  represents the mean of the Gaussian distribution 

for the i  particle at time t , ( )i
tμ  is the variance of the 

Gaussian distribution, ( ) ( )( )i i
t th h x  means the gravity 

gradient value at location i
tx , and Q  is the covariance 

matrix of the state noise. 

To update the particle weights, the position of each 
particle from the previous moment is also considered. The 
updating process is as follows: 

( ) ( ) ( )
( ) ( ) 1 1

1 ( ) ( ) ( )

( ( ), ) ( ( ), )

( , )

x x x u Q

x μ Σ

i i i
i i t t t t t

t t i i i
t t t

N y h N

N


   



  



 (4) 

where ( , )N a b  represents the likelihood function, calculated 
as follows: 
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( , ) exp( )

2(2 ) det
T

n
N a b a b a
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   (5) 

where  n  represents the dimension of matrix b . 

D. Differential Particle Filter Method based on Optimal 
Importance Sampling  

Based on the PF algorithm, this paper proposes the 
Optimal Importance and Differential Particle Filter (ODPF) 
algorithm for gravity-aided navigation. The detailed steps are 
as follows: 

1. Initialization of particle swarm: use the Gaussian 
distribution to distribute the particles at the initial position 

0x of the INS. Define the initial error covariance matrix as 

0P . The particle set is 0 0 0{ } ~ ( , ), 1, 2,...,x x Pi i NN , with 

initial weights for each particle being 1 / N . The initial 
position estimate ( ) ( )

0 1 0x̂ xN i i
i w  . 

2. Particle update and measurement acquisition: utilizing 
the relative displacement of INS between the last and current 
instants, the method outlined in Eq. (3) is employed to 
compute the mean and variance of particles. This process 
establishes potential positions for each particle. Following 
this, the gradient sequence on the gravity map is calculated 
based on the positions of individual particles. 

3. Weight Update: update weights according to Eq. (4) 
and normalize them. 

4. Position prediction: perform a weighted average of 
particle positions ( ) ( )

1x̂ xN i i
t i tw   based on their weights to 

obtain the predicted navigation position. 

In the actual navigation process, constant iteration of 
steps 2-4 can continuously provide the trajectory of the 
vehicle. 

The ODPF algorithm's procedure indicates that the 
particle distribution is no longer uniformly updated. Instead, 
each particle is individually updated with its own estimated 
mean and variance, ensuring diversity while incorporating 
information from the previous moment. Regarding weight 
updating, both the particle information from the previous 
moment and the directly updated particle values are utilized, 
effectively mitigating the impact of measurement errors. 

The template is used to format your paper and style the 
text. All margins, column widths, line spaces, and text fonts 
are prescribed; please do not alter them. You may note 
peculiarities. For example, the head margin in this template 
measures proportionately more than is customary. This 
measurement and others are deliberate, using specifications 
that anticipate your paper as one part of the entire 
proceedings, and not as an independent document. Please do 
not revise any of the current designations. 

To mitigate the impact of the zero drift of the gravity 
meter, the ODPF employs a differential method. Throughout 
the optimal importance sampling process, both the particle 
update and weight update stages utilize estimation 
information from the previous moment. The particle update 
and weight update processes are outlined as follows: 
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where ( )i
t
h  represents the difference in gravity gradient 

values from the previous k  instants. 

III. EXPERIMENT 

The simulation experiment data were obtained from 
marine gravity anomaly measurement tests. The parameters 
of the test equipment are as follows: The gyro zero bias 
stability of the INS is 0.003 °/h, with a random walk of 
0.0005 °/h. The accelerometer bias is less than 5 mg, and the 
output frequency is 200 Hz. The marine gravity meter 
continuously measures gravity with an accuracy better than 
1.5 mGal, and the gravity data output frequency is 1 Hz. The 
resolution of the gravity anomaly map is 1′×1′. GPS 
receivers record the real-time position of the carrier for 
precision evaluation of navigation. 

It was experimentally determined that the gravity 
matching algorithm with 1000 particles effectively balanced 
real-time performance and reliability. The parameter settings 
for the gravity matching method based on traditional PF 
method and the ODPF method remained consistent. 
Trajectories generated by the PF and ODPF methods are 
depicted in Fig. 1, while Fig. 2 illustrates the error variation 
curve of navigation distance over time. The average position 
error for the PF method is 679.37 m, whereas for the ODPF 
method, it reduces to 354.97 m. 

 
Fig. 1.  Navigational trajectory. 

Fig. 2 clearly illustrates that the positioning accuracy of 
the ODPF method surpasses that of the PF method. 
Particularly in the later stages of navigation, the matching 
results generated by the ODPF method closely approximate 
the real position compared to those of the PF method. The 
oscillations observed in the position error curve of the PF 
method in Fig. 2 can be attributed to the frequent resampling 
events during the matching process. In contrast, the ODPF 
algorithm experiences fewer resampling occurrences and 
maintains superior particle diversity throughout the 
navigation process. 
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Fig. 2.  Positioning errors 

Given that both the PF method and the ODPF method 
incorporate Gaussian distributions in their particle updating 
processes, inherent randomness exists within the algorithms 
themselves. To assess their reliability and stability, several 
experiments were conducted. After performing 10 repeated 
experiments under identical conditions, the results 
consistently demonstrated that the average position error of 
the ODPF algorithm remained below 500 m, indicating 
remarkable stability. 

IV. CONCLUSION 

In this paper, the traditional PF method is enhanced and 
evolved into the ODPF method. By incorporating optimal 
importance sampling, the ODPF method effectively 
addresses the issue of particle degradation. Additionally, the 
differential method is employed to mitigate the impact of 
gravity measurement drift. Experimental studies conducted 
using real trajectory data highlight the high accuracy and 
great stability of the ODPF method. These findings 
underscore its efficacy in leveraging gravity information to 
facilitate navigation for long-duration underwater vehicles. 
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Abstract—The use of a multilayered feedforward neural 

network for the task of vessel position fixing on the basis of 
preliminary measured depths is proposed. The results of the 
tests with the use of simulated and real data are in favor of the 
feasibility of the proposed method. 
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I. INTRODUCTION 

The task of terrain-aided positioning can be solved by 
different ways. By the moment, two different approaches are 
widely used: TERCOM and SITAN. TERCOM [1] is based 
on the search of a similar to measured terrain height 
sequence throughout a general database generated on the 
basis of preliminary measurements. SITAN [2] uses the 
Kalman Filter. The measurement equation of the filter is 
derived on the basis of the linearization of a terrain surface 
nearby an approximate position which can be got, for 
example, with an inertial navigation system. TERCOM 
requires significant computational resources as the search is 
carried out in real time mode. SITAN does not perform the 
search procedure directly. Nevertheless, divergency 
problems remain relevant for it because the Kalman Filter is 
a linear estimation algorithm. 

In order to improve computational performance of 
search-based methods, it is reasonable to use neural networks 
for terrain-aided navigation. Such ideas have already been 
proposed. For instance, in [3], Adaline predicts the 
coordinates and the flight bearing angle of an aerial vehicle 
on the basis of a height sequence given as an input to the 
network. LSTM is used to solve a similar task in [4]. 

The above and many other researches do not contain test 
results in the form of numerical indicators of the accuracy to 
be estimated in the operating mode of the neural network 
systems. This research is a development of [5]. It is intended 
to eliminate the above-mentioned drawbacks.                            

II. NETWORK ARCHITECTURE 

A. Input and output signals 

A p-dimensional vector is given to the network input. 
Each element of the vector is a sequentially measured value 
of sea depth. 

Vessel geodetic coordinates (latitude and longitude) are 
considered as the network output. 

A general scheme of the system operation is presented in 
Fig. 1. 

 

Fig. 1. A general scheme of the operation of the bathymetric navigation 
system 

 Moving alongside one of the reference meridians with 
longitude λ*, the vessel takes spot soundings at its 
intersections with the reference parallels with latitudes φ1, 
φ2, ..., φp, ..., φlim, where φlim is a limited latitude value in the 
area for bathymetric navigation. It should be noted that 
latitudes φ1, φ2, ..., φp-1 refer to data collection area (letter A 
in Fig. 1) whilst φp, φp+1, ..., φlim refer to system working 
area (letter B in Fig. 1). 

B. Neural network configuration 

A feedforward multi-layered and fully-connected neural 
network is used as the basic configuration. The hidden neurons 
have hyperbolic tangent activation functions, while the output 
neurons have linear ones. It is known that such a network can 
perform continuous multidimensional «input-output» mappings 
[6]. Figure 2 shows the architecture of the network. 

 

Fig. 2. Neural network architecture (M – the number of hidden layers, N – 
the number of neurons) 

III. TRAINING SET 

There are two ways to get bathymetric data for the 
network training. The first way is to obtain training data as 
the result of preliminary measurements. The second way is to 
extract them from a database which was not intentionally 
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collected for the purposes of terrain-aided navigation. Let us 
consider these ways in more detail. 

For the first case, it is possible to take soundings strictly at 
reference points. A hydrographic vessel visits the mentioned 
points in accordance with a predefined program, that is, it 
moves by a route with waypoints equal to the points. 

For the second case, it is possible to use the data contained, 
for example, in vector electronic navigational charts (ENC). 
Spot soundings in these charts, in general, are known not for all 
nodes of the regular grid. Therefore, it is necessary to use 
interpolation methods to fix the problem. Besides ENCs, 
sounding data may be obtained on the basis of a digital terrain 
model, e.g., GEBCO, ETOPO, IBCAO, etc.           

For all the above cases, sounding steps for latitude Δφ 
and longitude Δλ are parameters of the data preparation 
algorithm. 

IV. TRAINING AND TESTING 

A. Training 

After forming the training set, the task of the neural 
network training arises in order to achieve the mapping 
capability. 

Traditionally, the whole data set for training is divided 
into two subsets: training and validation sets. The training set 
is directly used in the optimization task, that is, it is used to 
correct the weights of a neural network. The validation set is 
used to mitigate overfitting. The later means that the neural 
network simply remembers certain data. For the certain case, 
such approach appears to be acceptable because the task is to 
map only chart data, and they are available in details enough. 
In connection with the above, the validation set is not used in 
this research. 

During the training process, the mean squared error is 
minimized traditionally. At each epoch, the Adamax 
optimization method [7] is used and the distance between the 
true and predicted positions on the WGS-84 ellipsoid is 
calculated. A better network condition corresponds to the 
minimum value of the above distance. The size of the mini-
batch is an important parameter of the Adamax method.    

 

B. Testing 

Testing is mainly conducted in order to check how 
adequately the neural network will predict vessel coordinates 
if the input signals are different from those used at the 
training stage. The differences result from different factors. 
Let us consider the main of them below. 

Firstly, input samples can be distorted at the stage of the 
use of the model because of errors in soundings taken with a 
single-beam echosounder. Secondly, modifications of input 
samples may be interpreted as sea-level fluctuations which 
cannot be predicted in a certain case. Thirdly, the vessel may 
track in a recommended direction in a bathymetric system 
area only with finite accuracy. The last factor will be 
considered in more details below. 

Underwater terrain may be featured differently in 
different directions. For instance, it changes significantly in 
the south-north direction, but in the west-east direction, 
practically, it does not. Therefore, within a bathymetric 

navigation area, recommended track directions may be 
established. These directions are to be followed up as terrain 
profiles are known only for them. It is clear that a deviation 
from the recommended direction will result in the additional 
distortion of the input signal of the neural network. 

V. SIMULATION 

To verify the performance of the proposed method, 
computer simulation was conducted with the use of the 
Python programming language and the TensorFlow library, 
as well as some other libraries. The simulation was 
conducted as follows.  

Within a sea-area with the size of approximately 50x50 
nautical miles, a functional dependency of the depth d on 
coordinates φ, λ was modelled in the following way: 
d = 10 + 30(φ – φS)2 + 200(λ – λW), where the indexes «S» 
and «W» refer to the southern and western boundaries of the 
area correspondently. The number of depth values is p = 51. 
Step sizes for latitude and longitude are Δφ ≈ Δλ ≈ 185 m. It 
is assumed that the vessel goes strictly along the meridians 
from south to north.       

Several variants of the neural network configuration are 
considered. They differ both the number of hidden layers M 
and neurons N. Each such neural network is trained in a 
mini-batch mode with 10 samples per the batch. The results 
of the training after 1000 epochs are performed in the table 
below. Each cell of the table contains a minimal value of the 
maximum positional error obtained during the training 
process. 

On the basis of the data given in the table, the most 
precise configuration is chosen. For that configuration, the 
training process continues up to 10000 epochs. As the result, 
the positional error has been reduced to 912 m. 

TABLE TRAINING RESULTS 

N 
M  

1 2 3 4 5 

10 1219 1102 1037 1058 1000 
20 1139 1095 997 975 1024 
30 1090 1168 1077 1042 1022 
40 1213 1018 1054 966 1044 
50 1223 1076 1164 1076 1020 

100 1195 1158 1020 1207 1030 

 

After the training, a test procedure of the neural network 
performance was conducted. During the test, it is assumed 
that the vessel moves alongside meridians that do not match 
precisely with those for which the sounding data are 
available and used for the creation of the training set. 
Firstly, some intermediate meridians are considered. Their 
longitudes are calculated as mean values of longitudes of the 
adjacent meridians. Secondly, 1000 random meridians are 
used. The longitude of the random meridian is taken with 
the use of a uniform random number generator from an 
interval of possible values within the sailing area. The 
neural network demonstrates 985 m in maximum positional 
error after the test has been performed. 

ENC US3SC10M is also used to obtain the training data. 
With the ogrinfo command-line utility from the GDAL 
package, a depth array was extracted from a corresponding 
layer of the chart. Each component of the array contains 
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three values: the WGS-84 latitude, longitude of the point, 
and depth at it.  

A sea-area of about 50x50 nautical miles is considered on 
the chart. The samples are obtained while moving alongside 
imaginary sounding tracks spaced with the distance of about 
1 nautical mile. The number of depth values is p = 21. That 
is, the first bathymetric-based position fix is available after 
proceeding 20 miles in the direction from south to north. The 
value of depth at each point is considered as the value of 
depth in the nearest charted point. The training procedure has 
been conducted. The maximum positional error is 239 m for 
the samples in the training data. 

VI. CONCLUSION 

An underwater terrain-based navigation solution on the 
basis of a neural network is proposed. The network takes a 
sequence of depth values as its input and predicts the 
corresponding latitude and longitude. The network is 
preliminary trained on the basis of bathymetric data that are 
obtained for a certain sea-area in advance. Underwater 
terrain modelling and real navigational chart data used for 
training allows us to consider that the proposed method has 
acceptable navigational accuracy. 

Further studies may be performed in the direction of the 
modernization of the algorithms for testing the bathymetric 
neural navigation system; navigational application of 

underwater terrain; and the use of information on sea level 
fluctuations due to tidal and/or wind factors. The assessment 
of potential accuracy of the system taking into account the 
most significant uncertainties is also considered as un 
important line of further research.               
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Abstract—This paper describes a method for correction of a 
strapdown navigation system by determining spatial position 
and angular orientation from information received from a 
technical vision system. This method allows obtaining 
corrections with accuracy comparable to the accuracy of 
corrections from a satellite navigation system. To test the 
method, a model of the system which makes it possible to fix 
and process the information received from the technical vision 
system has been developed. The requirements for geolocated 
landmarks were defined to form corrections. Based on these 
requirements, a training set was assembled, and a neural 
network was trained to classify landmarks. The results of 
model tests confirmed the accuracy characteristics of the 
corrections and the suitability of using the system as a source 
of integrated information.  

Keywords—SINS correction, technical vision, autonomous 
navigation, neural networks, geolocated landmarks 

I. INTRODUCTION 

Primary means of determining spatial position and 
angular orientation are strapdown inertial navigation systems 
(SINS). SINS determine coordinates and orientation of 
vehicles with high accuracy, solving the problem of 
autonomous navigation. However, due to the integrating 
nature of the navigation algorithm, SINS incline to 
accumulate errors over time. This is caused by stochastic 
errors of gyroscopes and accelerometers, errors during 
initialization of algorithms at the stage of initial alignment, 
as well as errors of numerical integration methods. The 
accuracy characteristics of SINS are typically provided by 
means of various algorithms that compensate for errors using 
information from external sources. In this case, the main 
advantage of SINS - autonomy - is lost [1]. 

There are many sources of compensating information, 
such as Doppler navigation systems, magnetometer, and 
satellite systems [2]. The use of satellite-based differential 
correction systems is the most widespread. Information from 
the satellite navigation system, being integrated with inertial 
system readings, allows high-accuracy corrections to SINS. 
At the same time, the satellite signal has low resistance to 
interference and is subject to "spoofing" - signal substitution. 
In some areas the received signal can be quite weak and 
unstable. In the light of this, there are several scenarios 
where forming corrections based on the information from a 

satellite navigation system presents a problem, which makes 
it necessary to use autonomous information sources 
integrated into the onboard equipment complex. 

A significant number of modern technically complex 
devices are equipped with technical vision systems (TVS) as 
part of their onboard equipment. Correlation-extreme 
navigation systems using visual information based on the 
calculation of the mutual or autocorrelation function of 
random processes characterizing the state of the object being 
located and determination of the coordinates of the main 
extremum of this function are widely used in aviation [3]. 
Typically, the developed methods assume that the technical 
vision system is oriented downward along the terrain’s 
vertical [4, 5]. The use of information from the technical 
vision system directed at an acute angle with respect to the 
terrain horizon allows obtaining much more information 
about observed objects and solving problems inherent in 
classical correlation-extreme systems. Furthermore, the 
development of artificial intelligence systems has enabled 
processing the information obtained from such technical 
vision systems [6]. At the same time, there has been 
widespread study on application of artificial intelligence 
methods to improve the accuracy characteristics of 
navigation systems of different nature [7, 8].  

Thus, the task arises to develop a navigation system that 
utilizes information from the technical vision system, 
oriented at an acute angle to the horizon. This system would 
enable autonomous navigation without reliance on external 
sources of corrective information. 

II. SCHEME OF ALGORITHM CONSTRUCTION IN THE PRESENCE 

OF CORRECTIVE INFRORMATION FROM TVS 

Technical vision systems provide image acquisition, 
processing, and analysis of the frame configuration with 
subsequent transfer of information to the control device. This 
allows creating a correction method based on video 
information analysis. 

Image processing implies selecting unique features, 
classifying them according to a database of known 
geolocated features, determining their relative coordinates 
with respect to the location object, and calculating corrective 
measurements of coordinates and heading. Some objects of 
natural and anthropogenic origin serve as such features. 
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Solving the problem involves creating a catalog of 
geospatial data, with each object having known geographic 
coordinates. The task of landmark detection and 
classification is solved using machine learning methods, 
including artificial neural networks. 

A camera angled to horizon offers much larger coverage 
compared to traditional way of capturing terrain images.  
This orientation allows interaction with both horizontal and 
vertical projection of objects. Application of this method 
allows to reduce the requirements for camera orientation and 
height of its location.  

With two cameras pointing toward the horizon, it is 
possible to determine the distance to a landmark and the 
azimuth angle relative to it from the acquired images. Each 
camera processes its own two-dimensional image. Based on 
the known orientation of the cameras b and the distance L 
between them, the distance d to the landmark and the 
azimuth angle α relative to it are calculated (Fig. 1). 

Fig. 1. Determination of the distance to a landmark using two cameras. 

The algorithm operates by sequentially forming range and 
azimuth measurements based on the information from the TVS 
while moving along the trajectory. The information transmitted 
by the TVS is discrete, the transmission speed depends on the 
frame rate. The algorithm calculates corrections of geolocated 
landmarks based on the TVS data in the area. 

The landmark base element is characterized by longitude 
λi and latitude φi. In the developed algorithm, a flat 
rectangular system is used as the base coordinate system. 
Since solving the TVS task takes place on a conditional plot 
of the Earth's surface no larger than 10 km by 10 km, the 
transition to a planar rectangular coordinate system (RCS) 
assumes that longitude is independent on latitude, and the 
relationship between linear displacements and coordinate 
changes remains constant. Transition to the rectangular 
coordinate system is carried out in accordance with GOST 
32453-2017 with the GSK-2011 in Gauss-Krueger projection 
as the coordinate system. The error of coordinate 
transformation does not exceed 0.001 m [9]. 

Consider the situation when a frame contains information 
about several landmarks (Fig. 2). 

Fig. 2. Frame containing information about multiple landmarks. 

Let point O1 with coordinates λ1, φ1 be the center of a 
circle with radius d1, and let point O2 with coordinates λ2, φ2 
be the center of another circle with radius d2. These two 
circles intersect at point O3 with coordinates λ3, φ3 
corresponding to the coordinates of the object. To find the 
intersection point, we need to solve the system of equations:  

2 2 2
3 1 3 1 1

2 2 2
3 2 3 2 2

) ( )

) ( )

d

d

     

     

 (1) 

The solution of the system of equations (1) will yield 
two equally probable points. The choice of which point 
contains the object’s coordinates is based on current SINS 
readings. 

Assume the coordinates of the obtained point are [0, 0] 
and draw a straight line perpendicular to the axis to the 
north (Fig. 3). 

Fig. 3.  Determination of the heading of an object by a single landmark. 

According to (2), we determine the relative coordinates 
φ1’, λ1’, φ2’, λ2’. 
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According to (3), we determine the angles β and γ. 

'
1

1

'
2

2

arcsin

arcsin

d

d

  
      


  
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 (3) 

Then the heading can be determined according to (4): 

1 2

2

   
   (4) 

When the frame contains only one landmark, the 
coordinates are determined sequentially at set time intervals. 

During the first measurement, the distance to the 
landmark d1 and azimuth angle α1 are determined, with the 
angle ψSINS transmitted by SINS representing the object 
heading. At the second measurement, the object’s 
coordinates are determined by integrating the path traveled 
since the first measurement, and calculating where it should 
have appeared following the heading ψSINS. The difference 
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between the result of integration and the actual coordinates 
of the object allows to determine the heading correction. 

Let O be the center of a circle with radius d with 
coordinates xO, yO corresponding to the object’s coordinates. 
Let d be the distance to the landmark. Let L represent the 
landmark with coordinates xL, yL. OL is the line connecting 
object and the landmark with length d. ON is the line 
connecting object and the direction to the north with length 
d (Fig. 4). 

Fig. 4.  Determination of the coordinates of an object by a single 
landmark. 

The angle β between the direction to the north and the 
axis to the landmark is defined as: 

     (5) 

where α is the angle between the heading ψ and the axis 
to the landmark. If the landmark is located to the left of the 
heading axis, α > 0, otherwise α < 0. Then the y coordinate 
of the object is found according to (6): 

2

2 sin
2O Ly d d y
    

 
 (6) 

The coordinate x is determined according to (7). The 
result of (7) yields two equally probable points. The selection 
of which of these coordinates corresponds to the object’s 
coordinate is made based of current SINS readings. 
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 (7) 

III. LIBRARY OF GEOLOCATED LANDMARKS 

Geolocated landmarks are prominent objects on the 
ground with a precise geographical reference, detectable by 
visual methods and unambiguously identifiable. They may 
include natural (water basins, landforms, forests, etc.) as well 
as anthropogenic objects (roadways, urban structures, power 
lines, clearings, agricultural facilities). 

The solution of the problem involves creating a 
specialized library containing information about a set of 
geolocated landmarks. For each landmark in the library, a set 
of images is created to capture as many features as possible. 
Due to the horizontal orientation of the camera, each element 

of the library can be described in much greater detail than 
with vertical orientation. Consequently, classification of 
landmarks by computer vision becomes possible. 

IV. TESTING 

Based on the results of the theoretical study, a model of a 
video navigation system has been developed. The model 
includes an NVIDIA Jetson Nano microcomputer, a stereo 
camera and a program module written in Python that 
implements the described algorithms. 

A dataset containing distinguishable objects from 
Ramenskoye was collected to work out the navigation 
algorithm. Each object is described by a set of photos from 
different angles and its geographical coordinates. A neural 
network was trained on this dataset to perform landmark 
detection and classification. The classification accuracy 
achieved 0.96 using the Precision metric. Figure 5 shows an 
example of detection and classification of a landmark from 
the set, as well as determination of the distance to it. 

Fig. 5.  Landmark detection, classification and distance determination. 

For the model test, a dataset was prepared including: 

 video recordings containing images from a 
stereo camera mounted on a moving car. A 
number of frames contain landmarks, and 
corrections are generated using these frames; 

 navigation solution from LINS-100RS 
navigation system installed on the vehicle, 
measurements from satellite navigation system, 
integrated navigation solution; 

 map with geolocated landmarks corresponding 
to the vehicle movement.  

Corrective measurements are formed based on 
information from the stereo camera with periodicity of 10-30 
seconds. The accuracy of corrections is limited by map 
accuracy and is within 10-20 meters. Figure 6 shows the 
graph of geographic coordinates determination error in 
meters relative to the combined inertial and satellite readings. 
The accuracy of geographic coordinates determination was 
between 10-30 meters, with the greatest influence of the 
error in determining the distance to the landmark. The 
obtained results demonstrate the suitability of the developed 
system layout for solving autonomous navigation problem. 
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Fig. 6. Navigation algorithm test results. 

V. CONCLUSION 

This paper presents a method for creating corrections for 
SINS with an accuracy depending on the accuracy of the 
landmark distance determination, its geo-referencing and 
resolution of the vision system.  

To test this algorithm, a system model realizing it was 
developed. Tests have shown the accuracy in determination 
of geographic coordinates in the region of 10-30 meters. 

The developed method can be used as a source of 
corrective information in the absence of signals from 
external sources.  
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Abstract—To the demands for gravity gradient-assisted 
navigation and the construction of gravity gradient reference 
maps, this study introduced a method for developing a gravity 
gradient reference map based on the Earth's gravity field 
model. Initially, by defining the gravity gradient, the 
relationship between gravity potential and gravity gradient 
tensor in the geographic coordinate system was established. 
The study then derived the calculation formulas for all 
independent components of the gravity gradient based on the 
EGM2008 Earth gravity field spherical harmonic model. 
Subsequently, within a 5°×5° region, a gravity gradient 
reference map with a spatial resolution of 5′ was meticulously 
constructed. The correctness of the construction was validated 
through Laplace constraint conditions. Furthermore, a 
comprehensive statistical analysis of the gravity gradient 
reference map in the selected region was conducted, offering 
substantial data support for the allocation of weight to 
matching quantities in gravity gradient-assisted navigation. 
The analysis revealed that among the six components of the 
gravity gradient tensor, the vertical component encapsulated 
the most diverse features of the Earth's gravity field. Its 
matching characteristics significantly surpassed the other five 
components, establishing it as the pivotal matching component 
in gravity gradient-assisted navigation. Consequently, in the 
realm of gravity gradient-assisted navigation research, 
assigning the highest weight to the vertical component was 
deemed crucial. 

Keywords—gravity gradient reference map; Earth's gravity 
field model; EGM2008; vertical component 

I. INTRODUCTION 

Gravity gradient is the second-order spatial derivative of 
gravity potential. Compared to traditional gravity anomaly 
signals, gravity gradient signals possess higher spatial 
resolution and provide more dimensions of information 
about the Earth's gravity field. In the field of gravity-assisted 
navigation, gravity gradient-assisted navigation theoretically 
offers higher combined navigation accuracy and can increase 
the matching adaptation areas, thus enhancing the practical 
level of gravity gradient-assisted navigation compared to 
solely gravity anomaly-assisted navigation. A gravity 

gradient reference map is a crucial component of gravity 
gradient-assisted navigation. A high-resolution and high-
precision gravity gradient reference map forms the basis for 
achieving high-precision gravity gradient-assisted 
navigation. Due to the scarcity of mature commercially 
available dynamic gravity gradient sensors worldwide, 
conducting extensive gravity gradient survey work is 
challenging. As a result, research on gravity gradient-assisted 
navigation currently remains limited to theoretical 
simulations and has not yet progressed to physical validation. 

In response to the application demands for constructing 
gravity gradient reference maps in gravity gradient-assisted 
navigation, a method for developing a gravity gradient 
reference map based on the Earth's gravity field model was 
proposed in this study. The study initially established the 
relationship between perturbed gravity potential and 
perturbed gravity gradient tensor components in the 
geographic coordinate system based on the definition of 
gravity gradient. Calculation formulas for all independent 
components of the perturbed gravity gradient based on the 
EGM2008 Earth gravity field spherical harmonic model 
were derived. Subsequently, a gravity gradient reference map 
with a spatial resolution of 5′ for all components of the 
perturbed gravity gradient within a 5°×5° region was 
constructed. The correctness of the constructed gravity 
gradient reference map was validated through Laplace 
constraint conditions. Lastly, a statistical analysis and 
matching adaptability analysis of the gravity gradient 
reference map for each component of the perturbed gravity 
gradient in the selected region were conducted, providing 
data support for the allocation of weight to matching 
quantities in gravity gradient-assisted navigation[1]. 

II. DEFINITION AND CALCULATION FORMULA OF 

GRAVITY GRADIENT 

A. Definition of Gravity Gradient 

Gravity gradient is the spatial second derivative of 
gravity potential, representing the spatial rate of change of 
the gravity vector. In the geographic coordinate system (the 

This work is supported by the China Geological Survey Project (Grant 
No.DD20191004). 
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East-North-Zenith system chosen in this study), the gravity 
vector can be decomposed into three components in the x, y, 
and z directions, each having a gradient along the axis 
parallel to the coordinate axes. Therefore, the gravity 
gradient tensor has a total of nine components and can be 
represented as: 



   
        
                     
 
    

  

x x x

xx xy xz
y y y

yx yy yz

zx zy zz
z z z

g g g

x y z

g g g

x y z

g g g

x y z

 

Where  , , , ij i j x y z  represents the corresponding 

directional component in the gravity gradient tensor matrix, 
indicating the rate of change of the gravity component gi in 
the j direction. Each component can be expressed as the sum 
of the corresponding normal gravity gradient component and 
the perturbed gravity component, as shown in the following 
expression: 

  ij ij ijU T  

Where  , , ,ijU i j x y z  is the corresponding normal 

gravity gradient component in the direction, and 
 , , ,ijT i j x y z  is the corresponding perturbed gravity 

gradient component in the direction. The various components 
of the normal gravity gradient can be obtained through 
normal gravity calculations, while the components of the 
perturbed gravity gradient are derived through the expansion 
of the Earth's gravity field model. 

B. Normal gravity gradient 

Under the assumption of a rotating ellipsoid, the 
projection of the normal gravity vector gg  at the sea level 
onto the geographic coordinate system can be represented as: 

  30 sin 2   Tg
Lhg h L g  

In the equation, h  is the altitude, L  is the geographic 
latitude, 3  is a constant typically taken as 9 2

3 8.08 10 s    , 

Lhg  is the value of normal gravity near the Earth's surface 
that varies with latitude and altitude. It is commonly 
calculated using the formula: 

 2 2
1 2(1 sin sin 2 )     Lh eg g L L h  

In the equation, eg  is the normal gravity value at the 

equator, typically taken as 29.780325eg m s ,  , 1 , and 

2  are constants related to the shape of the Earth, typically 
taken as 0.00530240  , 1 0.00000582   , and 

6 2
2 3.08 10 s     respectively. 

By spatially differentiating the gravity vector gg , we can 
obtain that the values of xxU , xyU , xzU , yxU  and zxU  in the 

normal gravity gradient tensor in the geographic coordinate 

system are all zero. The formulas for the remaining 
components can be expressed as: 
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In fact, the normal gravity gradient is mainly determined 
by the corresponding parameters of the rotating ellipsoid, and 
its numerical variation is very slow when the parameters are 
fixed. Therefore, the perturbation gravity gradient is crucial 
for obtaining the reference map of oceanic gravity gradients. 

C. Disturbance Gravity Gradient 

The perturbed gravity potential subtracts the influence of 
centrifugal force from gravity, making the perturbed gravity 
field a conservative field that satisfies the constraint of the 
Laplace equation, given by: 


 , , , ;

0

   
   

ij ji

xx yy zz

T T i j x y z i j

T T T
 

The perturbed gravity potential function T  based on the 
spherical harmonic model can be expressed as[2]: 
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In the equation, N  is the degree of the spherical 
harmonic model, which can go up to 2190, r  is the distance 
from the target point to the center of the coordinates,   is the 
longitude,   is the residual latitude, =GM  is the 
gravitational constant, eR  is the equatorial radius of the 

Earth's reference ellipsoid, m
nC  and m

nS  are the spherical 
harmonic coefficients, and ( )nmP  are the normalized 
associated Legendre functions. By taking the first derivative 
of the perturbed gravity potential function, we can obtain the 
expression for the projection of the perturbed gravity vector 
in the geographic coordinate system[3]. 
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Taking the derivative of the above equation, we can 
obtain the expression for the projection of the perturbed 
gravity gradient in the geographic coordinate system. 
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Substituting equation (7) into equation (9), the formula 
for calculating the perturbed gravity gradient can be 
obtained[4]. 
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In the equation, the Legendre polynomials for each 
component are: 
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This enables the calculation of the six components of the 
perturbed gravity gradient tensor, thereby completing the 
construction of the marine gravity gradient reference map. 

III. CONSTRUCTION OF THE GRAVITY GRADIENT REFERENCE 

MAP 

In this paper, the sea area with a longitude range of 
112°E to 117°E and a latitude range of 10°N to 15°N was 
selected for the construction of the perturbed gravity gradient 
tensor reference map. The Earth's gravity field model was 
expanded to the 2190th order, with a spatial resolution of 
approximately 5 arc-minutes. The results are shown in Fig.1. 
to Fig.6. 

 
Fig. 1. Calculation results of disturbance gravity gradient xxT  component 

 
Fig. 2.  Calculation results of disturbance gravity gradient xyT  component 

 
Fig. 3.  Calculation results of disturbance gravity gradient xzT  component 
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Fig. 4.  Calculation results of disturbance gravity gradient yyT  component 

 
Fig. 5. Calculation results of disturbance gravity gradient yzT  component 

 
Fig. 6. Calculation results of disturbance gravity gradient zzT  component 

Given that the perturbed gravity potential satisfies the 
Laplace equation, i.e., 0  xx yy zzT T T . To validate the 

reliability and accuracy of the perturbed gravity gradient map 
constructed in this study, the sum of the co-axial components 
of the gravity gradient in the constructed sea area (i.e., xxT , 

yyT , and zzT ) was calculated, and the results are shown in 

Fig.7. Statistical analysis of the calculation results is 
presented in Table I. 

 
Fig. 7. Calculation results of the sum of coaxial components of 
perturbation gravity gradient 

TABLE I.  STATISTICAL ANALYSIS OF THE SUM OF COAXIAL 
COMPONENTS OF PERTURBATION GRAVITY GRADIENT 

Number Statistical subjects Statistical value (E) 
1 Maximum value 1.4×10-8 
2 minimum value -1.3×10-8 
3 Peak to peak value 2.7×10-8 
4 average value 6.6×10-12 

From Fig.7 and Table I, it can be seen that the sum of the 
co-axial components of the perturbed gravity gradient 
fluctuates around zero with a very small range of variation. 
The difference between the maximum and minimum values 
is only 2.7×10-8E. Therefore, the perturbed gravity gradient 
map calculated in this study satisfies the Laplace condition at 
any grid point in the sea area. Hence, the perturbed gravity 
gradient reference map obtained in this paper provides a 
reliable background for gravity gradient navigation 
simulation studies. 

IV. ADAPTABILITY ANALYSIS OF GRAVITY GRADIENT 

MATCHING 

The positioning accuracy of gravity gradient-assisted 
navigation is closely related to the characteristic distribution 
of the navigation area. In regions with significant gravity 
gradient variations, better positioning accuracy can usually 
be achieved. The characteristic parameters of gravity 
gradient distribution are typically used to describe the degree 
of gravity gradient variation or the richness of gravity 
gradient features in a region. Currently, research on gravity 
gradient-assisted navigation is not yet mature, so adaptability 
analysis for gravity gradients draws inspiration from 
characteristic parameters of gravity-assisted navigation, 
including standard deviation, roughness, information 
entropy, correlation coefficient, and average change. These 
parameters characterize different attributes such as the local 
gravity gradient distribution fluctuations, smoothness, and 
discreteness, reflecting the richness of information in the 
local gravity gradient distribution. Therefore, one or multiple 
characteristic parameters can serve as effective means for 
selecting navigation-adaptive zones. Assuming the size of 
the gridded region of gravity gradient distribution is m×n 
(where m is the number of rows in the data matrix and n is 
the number of columns),  ,T i j  represents the gravity 

gradient value at coordinate  ,i j , the calculation formulas 

for each characteristic parameter are as follows. 
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A. Standard Deviation 

The standard deviation reflects the dispersion of data 
samples, and the specific calculation formula is: 
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Where   is the standard deviation of the gravity gradient 
distribution. 

B. 3.2 Roughness 

Roughness is used to describe the average smoothness of 
the trend surface of the gravity gradient distribution, 
capturing finer local fluctuations. The larger the value, the 
more pronounced the gravity gradient changes in the region. 
The specific calculation formula is: 
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Where xr  and yr  are the roughness of the gravity 

gradient distribution in the x and y directions respectively, 
and r  is the roughness of the gravity gradient distribution. 

C. Information Entropy 

Information entropy is defined as the probability of 
occurrence of discrete random events, where a higher 
probability implies greater uncertainty and thus a higher 
entropy value. Therefore, a lower value represents a more 
unique data value and a higher level of information richness. 
The specific calculation formula is: 

 2
1 1
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 

 
m n

ij ij
i j

H p p  

Where H  is the information entropy of the gravity 
gradient distribution, and ijp  is the probability of  ,T i j  

occurring in a local region of the gravity gradient 
distribution. 

D. Correlation Coefficient 

The correlation coefficient reflects the correlation 
between data. The closer its value is to 0, the poorer the 
correlation between the data, indicating more drastic changes 
in the gravity field in that data region. Conversely, the closer 
its value is to 1, the stronger the correlation between the data, 
indicating smoother changes in the gravity field in that data 
region. The specific calculation formula is: 
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Where xR  and yR  are the correlation coefficients of the 

gravity gradient distribution in the x and y directions 
respectively, and R  is the correlation coefficient of the 
gravity gradient distribution. 

E. Average Change 

The average change describes the average difference in 
gravity gradient values between adjacent grid points in the 
gravity gradient data. A larger value indicates a more 
pronounced change in the gravity gradient distribution in the 
region. The specific calculation formula is: 

  1

2
 x yA r r  

Where A  is the average change in the gravity gradient 
distribution. 

F. Feature Parameter Calculation 

The characteristic parameter values of the gravity 
gradient different components distribution in the sea area 
were calculated according to the above formula, and the 
results are shown in Table II. 

TABLE II.  THE CHARACTERISTIC PARAMETER VALUES OF THE 
DISTRIBUTION OF DIFFERENT COMPONENTS OF GRAVITY GRADIENT 

Gravity 
Gradient 

Component 
xxT  xyT  xzT  yyT  yzT  zzT  

Average 
Value(E) 

-0.1 0.0 -0.4 -4.6 4.7 8.8 

Peak to peak 
Value(E) 

185.1 95.6 209.4 164.9 208.1 271.2 

Standard 
Deviation(E) 

13.6 8.3 16.5 13.8 16.5 23.3 

Roughness(E) 2.9 1.9 3.6 2.9 3.6 5.1 

Information 
Entropy(bit) 

11.82 11.56 11.75 11.68 11.73 11.89 

Correlation 
Coefficient 

0.9733 0.9709 0.9724 0.9722 0.9713 0.9619 

Average 
Change(E) 

2.0 1.3 2.5 2.0 2.5 3.6 

 

This indicates that several characteristic parameter values 
of the perturbed gravity gradient  zz  component were the 
best among the six components. This suggests that the 
vertical component contains the richest features of the Earth's 
gravity field, with matching features far superior to the other 
five components. It can be considered the most important 
matching component in gravity gradient-assisted navigation. 
Therefore, in the research of gravity gradient-assisted 
navigation, the  zz  component should be assigned the 
highest weight. 
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V. CONCLUSION 

Through analysis, it was found that the perturbed gravity 
gradient is crucial for calculating the gravity gradient. The 
perturbed gravity gradient is the second derivative of the 
perturbed potential, thus deriving the formula for calculating 
the six components of the perturbed gravity gradient by 
deriving the second derivative of the perturbed potential in 
the local north-oriented coordinate system. Subsequently, a 
benchmark diagram of the full-tensor perturbed gravity 
gradient was constructed for the sea area ranging from 
longitude 112°E to 117°E and latitude 12°N to 17°N. The 
correctness of the constructed gravity gradient benchmark 
diagram was verified through Laplace's constraint. Statistical 
analyses such as standard deviation, roughness, information 
entropy, correlation coefficient, and average change were 
conducted on the benchmark diagram of the perturbed 
gravity gradient in the selected area. It was clearly identified 
that the  zz  component in the gravity gradient contains the 
richest information, providing data support for the weight 

allocation of the matching quantity in gravity gradient-
assisted navigation. 
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Abstract—The problem of searching for a water opening in 

the ice conditions by an autonomous underwater vehicle for its 
observation for safety purposes is considered. Due to the time-
accumulated error in the navigation data of the on-board iner-
tial navigation system of the vehicle, observation by signals 
from satellite navigation systems is required, since the vehicle 
can enter navigation danger zones due to deviation from the 
given route. The difficulty of finding an ice hole lies in the con-
stant drift of ice and the influence of the environment on its 
formation and condition. In this case, the time it takes for the 
vehicle to find a hole of suitable size affects its safety. The tra-
ditional use of an echo sounder is ineffective due to the narrow 
inspected zone. To search for an ice hole, it is proposed to use 
computer vision equipment located in the lower part of the 
vehicle body and intended for examining the sea bottom. The 
use of this equipment for examining the lower surface of the ice 
can significantly increase the width of the inspected zone. The 
authors present an algorithm for examining the ice using a 
wide range of computer vision equipment and give an estimate 
of the reduction in time for finding an ice hole of the suitable 
size. The example shows the advantage of the proposed solu-
tion, which accelerated the inspection of ice and the path trav-
eled by the vehicle by more than 10 times, that, in turn, leads to 
significant vehicle energy saving. To transfer computer vision 
equipment from the lower part of the vehicle body to the upper 
part, the authors propose a method for controlled change of 
roll using four ballast tanks specially equipped on board the 
vehicle. An algorithm for controlled roll change is presented. 
Using the example of the Hugin vehicle (Norway), based on the 
results of simulation modeling, a controlled change in the vehi-
cle roll and its transfer to the “overkeel” position is shown. The 
proposed solution makes it possible to examine, along with the 
bottom topography, the lower part of the ice surface and in-
clined surfaces of obstacles arising in front of the vehicle, 
which helps to increase its safety. 

Key words— autonomous underwater vehicle, ice conditions, 
roll change control, overkeel position, computer vision equip-
ment. 

I. INTRODUCTION 

At present, the research of sea ice in the Arctic and Ant-
arctic zones is relevant because in the Arctic zone there is a 
shelf with large reserves of hydrocarbons and the Northern 
Sea Route; in the Antarctic zone, changes in the state of a 
great ice swarm due to warming have a significant impact on 
the climate of the entire planet. Marine polar research using 
autonomous underwater vehicles (AUVs) allows us to better 
understand and assess the impact of processes occurring in 
the Arctic and Antarctic on climate change on the Earth and 
the marine ecosystem. 

In the Arctic zone, the underwater observation by a single 
AUV [1] or a group [2] requires periodical surfacing of the 
vehicle to carry out observations by signals from satellite 
navigation systems (SNS), conduct a communication session 
with a coastal point or an escort ship in order to ensure its 
navigational safety. Observation of AUV by SNS signals in 
ice conditions is only possible either by “attaching” a special 
antenna to the lower edge of the ice, or by surfacing in an ice 
hole [3]. 

The observation is planned in the route mission of the 
AUV for the purpose of its safety: its deviation from the giv-
en route path can lead to the situation when the vehicle gets 
into navigation danger zones or fishing nets, collides with 
obstacles, etc. Timely observation helps to increase naviga-
tional safety of the vehicle. 

In this regard, for the AUV it is necessary to survey the 
ice in order to find a suitable site for attaching an antenna or 
an ice hole during the predetermined period of time for ob-
servation [4-8]. The navigational safety of the AUV depends 
on how quickly a hole suitable for its surfacing is found. 

Searching for an ice hole consists in examining the lower 
edge of the ice and estimating the size of the discovered hole 
for the safe surfacing of the AUV. The minimum size of the 
hole that can be considered safe for the AUV surfacing 
should be five to ten times its length, and even more in unfa-
vorable conditions. 

Usually [4], to survey the ice, the upper part of the AUV 
body is equipped with a single-beam or multi-beam echo 
sounder (MBE) or an under-ice sonar. That is why to esti-
mate the size of the ice hole and determine the surfacing 
point, the AUV has to perform maneuvering on several tacks 
along and across the discovered ice hole. This leads to signif-
icant time and energy costs. 

When examining the ice, a profilograph (PF) is also used 
to assess the thickness and structure of the ice. 

The observation is difficult because it is impossible to 
predict the ice hole position in advance due to the continuous 
drift of ice and the influence of weather conditions on its 
formation and state. At the same time, ensuring the naviga-
tional safety of the AUV significantly depends on the time 
spent on detecting the ice hole and its size, since its location 
quickly changes when the ice moves. In this regard, the goal 
of the work was to reduce the time of finding the sites for 
observation – a site for attaching an antenna or an ice hole 
for the AUV to surface. 

II. REDUCING THE TIME TO SEACRH FOR AN ICE HOLE 

Currently, to survey the bottom, AUV are equipped with 
a wide range of computer vision equipment (CVE), using 

The study was supported by the Russian Science Foundation grant No. 
23-29-00803, https://rscf.ru/project/23-29-00803/. 
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various physical principles of operation and applied to search 
for objects on the seabed or in its mass [9]. Along with MBE 
and PF, side-scan sonars (SSS) and video cameras are used. 
The use of SSS for examining the lower surface of the ice 
allows us to significantly increase the width of the inspected 
zone (Fig. 1). In addition to the listed CVE, it is also pro-
posed to use a thermal imager and a Doppler log directed 
vertically upward towards the lower surface of the ice. 

 

Fig. 1. Multual position of zones being observed by MBE and SSS 

The operation of MBE and SSS is based on assessing the 
difference in the delays of high-frequency and low-frequency 
components of sonar signals reflected from the ice-air and 
water-ice interfaces. The MBE examines the surface directly 
above itself; the SSS examines the surface on the sides 
(Fig. 1). The combined use of MBE and SSS makes it possi-
ble to increase the areal productivity of surveying the lower 
ice surface by increasing the width of the surveyed zone 
from 160 m to 800 m as compared to the traditionally used 
echo sounder. 

Optical equipment (video cameras) can detect an ice hole 
by recognizing images on a video picture: a bright spot on a 
darker background of pack ice during daylight hours. In the 
night time a thermal imager can be used to find an ice hole 
by the temperature difference between the water in the hole 
and the surrounding ice. 

According to emission/reception of low-frequency acous-
tic signals the PF estimates the ice thickness and structure 
(packed/rotten ice) to determine the possibility of its safe 
punching by the AUV without damaging its body and out-
board instruments and actuators protruding beyond the body. 

In addition to the listed CVE, it is also proposed to use a 
Doppler log, directed vertically upward towards the lower 
surface of the ice, to estimate the speed of ice movement and 
take it into account when planning the point of safe surfacing 
of the AUV in the ice hole. 

The additional use of a profilograph, video camera, and 
thermal imager will provide more accurate information about 
the age of ice, its structure and mechanical properties. 

The use of various CVE will not only significantly re-
duce the time for examining the ice, but also predict changes 
in the state and position of the ice over time. 

III. THE ICE SOUNDING PROCEDURE 

If observation is required, the ice sounding is carried out, 
first of all, by the most productive CVE, in terms of the sur-

veyed area, – MBE and SSS. They are capable of forming a 
hydroacoustic map of the ice relief at a distance of 200 m 
from it; the swath width when MBE and SSS are used simul-
taneously ranges from 160 m to 800 m (Fig. 1). 

When a fragment of the ice surface, looking like a plat-
form or an ice hole, is detected, the AUV approaches this 
fragment and turns on the PF, video camera and thermal im-
ager. The video camera data specify the classification criteria 
of the ice hole (light spot, temperature difference between 
water and ice); the PF data are used in estimating the ice 
structure: if the ice is thin or loose, breaking through the ice 
will be safe for the AUV. The combined use of all the listed 
CVE also makes it possible to quickly estimate the size of 
the ice hole. The Doppler log will estimate the speed of ice 
movement and reasonably determine the AUV surfacing 
point for safe observation according to the algorithm given in 
[3]. 

To evaluate the benefit from the proposed solution, con-
sider the method of finding an ice hole [3] (Fig. 2). 

 

Fig. 2. Trajectory of AUV motion when using a traditional single echo 
sounder for searching for an ice hole  

From Fig. 2 it follows that with the use of an under-ice 
sonar the AUV had to travel 8 tacks from the search start 
point, that is, to examine a total zone with a width of 178 = 
136 m. Using the solution proposed in this paper, the same 
result can be obtained in one AUV pass with a swath width 
of 200 m, provided by the combined use of MBE and SSS. 

Thus, the gain along the distance traveled, taking into ac-
count transverse tacks and maneuvering when moving from 
tack to tack, can be no less than 10 times. Saving the distance 
traveled leads to saving time `for examination and saving the 
AUV energy resource spent on examination. This, in turn, 
makes it possible to improve the safety of AUV surfacing for 
observation and, hence, enhance the navigational safety of 
AUV. 

Installation of CVE in the upper part of the body is pos-
sible by duplicating the CVE located in the lower part of the 
body. Another method is a controlled change of the AUV 
roll, wherein the CVE located in the lower part of the AUV 
body, after the AUV rolls, will be directed towards the sur-
face being examined. 
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IV. CONTROLLED CHANGE OF AUV ROLL 

The change in the AUV roll occurs due to origination of 
the moment Mx, shown in Fig. 3 in the Oxyz coordinate system 
with the center located at the point of the center of buoyancy 
(CB) of the AUV, to which the buoyancy force (Archimedes 
force) is applied. 

 

Fig. 3. Position of rolling moment Mx. 

To create a rolling moment Mx we assume that the AUV 
has cross-shaped or X-shaped stern hydroplanes; the AUV 
body is a figure of rotation about the longitudinal axis to 
ensure uniform distribution of the AUV body and equipment 
mass; devices inside the AUV body are arranged so that their 
mass is distributed uniformly in the AUV body. 

Let's consider an AUV equipped with four ballast tanks 
1,2,3,4 (Fig. 4), whose centers of gravity (CG) are located in 
a plane transverse to the centerline plane, and the ballast 
tanks themselves are located as follows: one at the bottom of 
the body, the second – on the starboard side, the third – at the 
top of the body, the fourth – on the port side; the ballast 
tanks are connected to each other by pipelines for distilling 
water from one tank to another using pumps in order to 
maintain constant buoyancy of the AUV. Some cargo is in-
stalled so that it can be moved vertically, for example, freely 
suspended in the center of the AUV. 

 
Fig. 4. Position of ballast tanks (at the left – before rolling). 

Let the initial value of the AUV roll angle before roll 
0=0; the preset value of the roll angle *=180°. At the initial 
moment of time, the current value of the roll angle agrees 
with the initial value. 

The AUV roll algorithm is as follows. 

1. Calculation of the mismatch Δ between the current 
roll angle  and the preset one *. 

2. Calculation of the required rolling moment Mx*. 

3. Determination of ballast tanks for water distillation in 
order to create a given rolling moment Mx* in a preset direc-
tion. 

4. Distillation of water between tanks, taking into account 
restrictions on the distilling rate. 

5. Calculation of the rolling moment Mx, which occurs 
under the influence of: hydrodynamic forces, the force of 
initial (operational) excess buoyancy and the buoyancy force 

resulting from compression of the AUV body [10], the buoy-
ancy of ballast tanks. 

6. Calculation of the coordinates of the new position of 
the AUV gravity center. 

7. Calculation of the metacentric height of the AUV. 

8. Calculation of the moment of inertia of the AUV. 

9. Calculation of changes in the angular rate of the AUV 
body rotation. 

10. Calculation of roll change rate. 

11. Determination of the current roll angle . 

12. Go to step 1. 

The described algorithm for changing the AUV roll is re-
peated by the AUV control system [11,12] until the current 
value  matches with the specified value *. 

Figure 5 shows the results of simulation modeling [13] of 
water distillation in tanks for a controlled change in AUV 
roll according to the proposed algorithm. 

 

 
Fig. 5. Sequence of filling-drying the ballast tanks after water distillation. 

When carrying out calculations, the “Hugin” (Norway) 
with the following characteristics was adopted as the AUV 
prototype [14]: weight 750 kg; length H = 4.50 m; diameter 
D = 0.75 m. The volume of each ballast tank was taken equal 
to 0.008 m3. 

At the initial instant, the AUV is in the steady state; the 
filling of the tanks is shown in Fig. 4. The moment of inertia 
of the AUV was Ix=52.7 kgm2, the total underwater dis-
placement was V=5.3 m3. As water is pumped from ballast 
tank 1 to ballast tank 2, and then from ballast tank 2 to bal-
last tank 3, a controlled change in the AUV roll occurs. After 
the AUV is transferred to the “overkeel” position, to give the 
AUV a steady state, the load from the AUV gravity center 
moves to the lowest position (Fig. 5). 

Based on the results of simulation modeling, the depend-
ences of the change in rolling moment Mx over time (Fig. 6 
on the left) and the change in the roll angle over time (Fig. 6 
on the right) were obtained. 

The results presented in Fig. 6 show that the change in 
rolling moment Mx first increases smoothly, then reaches its 
maximum and then smoothly decreases. As a result, the roll 
gradually increases from 0° to +180°, and at  = +180° the 
rolling moment and angular rate take zero values (Fig. 6 on 
the left). The function of the roll change from 0° to +180° is 
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close to the form of hysteresis (Fig. 6 on the right). The roll 
change time from 0° to +180° was 1.5 hours. 

 
Fig. 6. Change of rolling moment (left) and roll angle (right) over time 

The obtained simulation modeling results confirm the 
feasibility and reliability of the proposed method of AUV 
roll. 

V. CONCLUSION 

A method for examining the ice has been developed by 
using a wide range of different computer vision tools used to 
examine the bottom and search for objects on the bottom and 
in its mass. The procedure of using the computer vision 
equipment to examine the ice has been determined. The ben-
efit from the proposed solution was assessed in comparison 
with the existing approach to searching for and inspecting the 
ice hole using a single- or multi-beam echo sounder. The 
resulting tenfold reduction in the inspection time and the 
distance traveled leads to an increase in the navigational 
safety of the autonomous underwater vehicle and saving its 
energy. To transfer the computer vision equipment from the 
AUV keel location to the top, a method for controlled change 
of the AUV roll to the specified roll angle is proposed, ensur-
ing a stable position of the AUV. 
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Abstract—With the development of inertial devices, gravity 
disturbance has gradually become the main reason restricting 
the accuracy of high-precision inertial navigation. Because the 
measurement of gravity disturbance is greatly affected by the 
attitude, an aircraft with smooth flight is mainly used as the 
measurement carrier of the disturbance vector, that is, the 
airborne gravimetry. Due to the influence of the height and 
speed of the carrier, the resolution of airborne gravimetry is 
low, and the gravity results need to be extended to the ground, 
the accuracy will also be reduced, which is not conducive to the 
construction of the earth's gravity field information. In this 
paper, aiming at the problems encountered in traditional 
gravity measurement, combined with the Strapdown Inertial 
Navigation System (SINS) and Laser Doppler Velocimeter 
(LDV) developed by our team, a vehicle-borne gravity vector 
measurement method based on SINS/GNSS/LDV integrated 
system is proposed. By analyzing the gravity error model, the 
requirements of the equipment accuracy are obtained, and the 
integrated system is built for experiments. Without post 
smoothing, the internal coincidence accuracy of results of 
vehicle-borne gravity vector measurement are within 
3.3mGal/1.7km. Therefore, the feasibility of the method is 
illustrated.  

Keywords—vehicle-borne gravity vector measurement, 
integrated navigation, internal coincidence accuracy  

I. INTRODUCTION  

 In the inertial navigation solution, the earth's gravity field 
is usually based on the normal gravity field determined by 
satellite altimetry. This method ignores the difference 
between normal gravity and real gravity, that is, gravity 
disturbance. The gravity disturbance is called deflection of 
the vertical (DOV) in the direction, which is the deviation 
between the normal line of the reference ellipsoid and the 
vertical line of the geoid [1]. The horizontal component of 
the normal gravity field is zero, but the projection of real 
gravity in the horizontal direction of the reference ellipsoid is 
usually non-zero. Therefore, the horizontal component of the 
gravity disturbance is equivalent to the gravity vector. 

 Inertial Navigation System (INS) adopts the positioning 
method of dead reckoning. Due to the gravity disturbance, 
INS is not error-free even with non-drift gyros and perfect 
accelerometers [2,3]. In recent years, with the significant 
improvement of INS, especially in inertial sensors, horizontal 
gravity disturbance has become the most important error 
source in navigation solutions [4]. According to the different 
terrain and geology, the DOV can reach the maximum of 
100 ''  orders of magnitude, and the magnitude of the error is 
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significantly higher than the zero bias of modern 
accelerometers (about 10 g , corresponding to the DOV of 
2 '' ), which will directly affect the alignment process, and 
then affect the subsequent positioning [5]. In [6], Gao uses 
the Back Propagation Neural Network (BPNN) algorithm 
and combines the highest-order data of the existing spherical 
harmonic model EIGEN-6C4 to predict the gravity 
disturbance at the fine position, making up for the lack of 
resolution. He utilizes the results of gravity disturbance 
prediction to compensate. Compared with pure inertial 
solution, the position accuracy is improved by about 26% 
(1300m/6h). In [7], Tie gives a method to calculate the 
gravity disturbance by using the EGM2008 gravity field 
model and the fully normalized Legendre function formula. 
The calculated results are compared with DOV grid data of 
National Geospatial Intelligence Agency (NGA), and the 
average difference can be ignored. He uses the calculated 
disturbance value to compensate the ship-borne experiment, 
and the inertial navigation accuracy was increased by 
1.5nmile/24h. It can be seen that the compensation of gravity 
disturbance plays an important role in improving the 
positioning accuracy.   

 In fact, there is still no mature gravity vector 
measurement technology, which is mainly limited by the 
accuracy of attitude measurement. Assuming that there is an 
attitude angle error of 1'' , the influence on the horizontal 
component is as high as 5 mGal [8]. Consequently, airborne 
gravity vector measurement with low dynamic attitude 
variation was primarily chosen [9,10]. At present, the 
disturbance accuracy of airborne gravimetry without post-
processing is 7 mGal, and after post-processing, it is 2 mGal. 
[11]. Considering the closer to the earth's surface, the richer 
the gravity information of different frequency bands, and the 
more high-resolution disturbance information can be 
measured [12]. Therefore, vehicle-borne gravity vector 
measurement is an effective way to obtain high-precision and 
high-resolution earth gravity field database.  

 In this paper, according to the practical needs of gravity 
vector, a measurement system based on SINS/GNSS/LDV is 
given. By establishing the model of gravity vector, the 
measurement error caused by attitude, velocity and 
acceleration error are decoupled and analyzed. The 
SINS/GNSS/LDV integrated gravity vector measurement 
system is constructed, and the information calculation 
process is designed. Through relevant experiment, it is 
proved that the designed vehicle-borne scheme can achieve 
effective gravity vector measurement. 

II. ERROR CHARACTERISTIC ANALYSIS OF VEHICLE-BORNE 

GRAVITY VECTOR MEASUREMENT 

 By transforming the velocity differential equation of 
strapdown inertial navigation, the gravity disturbance can be 
expressed as: 

 (2 )n n n b n n n n
e b ie en e    g = v C f ω +ω v γ   (1) 

 By expanding the vector of (1), the form of components 
can be obtained: 
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In the expression, E N Ug g g  , ,  are the east, north 

and vertical components of the gravity disturbance vector at 
the location of the carrier; E N Uv v v  , ,  are the east, north and 

vertical acceleration of the carrier motion; E N Uf f f, ,  are the 

east, north and vertical specific force information provided 
by IMU; ie  is the angular velocity of the earth’s rotation; 

L  is the latitude of the carrier position; E N Uv v v, ,  are the 

east, north and vertical speed of the carrier motion; ,M NR R  

are the radius of the meridian circle and the radius of prime 
vertical circle of the carrier position; h  is the height of the 
carrier position; U  is the normal gravity value calculated 

according to different gravity models. 

 The mathematical equation of gravity disturbance is 
differentiated and transformed, and the error model of 
gravity disturbance can be obtained as follows: 
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 (3) 

      The error model includes: term of carrier acceleration 
measurement error n

e v ; term of specific force measurement 

error n b
bC f ; term of attitude measurement error [ ]nf ψ ; 

correlation term of centrifugal acceleration and Coriolis 
acceleration calculation error caused by earth rotation 
[ ](2 )n n n

e ie en  v ω ω ; correlation term of carrier velocity 

measurement error (2 )n n n
ie en e ω ω v ; correlation term of 

time synchronization error ( )n b n b
b b dT C f C f ; calculation 

error of normal gravity n γ . 

 Through simulation experiments, Cai found that the key 
error sources of gravity vector measurement are divided into 
two aspects: the attitude, velocity and acceleration 
measurement errors in the horizontal direction have a great 
influence on the horizontal component of the disturbance, 
and the velocity and acceleration measurement errors in the 
vertical direction have a great influence on the gravity 
anomaly [14]. The key error sources are analyzed below, and 
the requirements of the equipment accuracy of vehicle 
gravity vector measurement are obtained. 

A. Gravity Error Caused by the Attitude 

At present, relevant research has analyzed the influence 
of attitude error in airborne gravimetry, and it is considered 
that the aircraft is in a stable flight state without lateral 
acceleration. Different from the airborne gravimetry, there 
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will be a change in the running speed during the vehicle-
borne gravimetry, which will lead to a change in the external 
acceleration and then affect the change of the specific force 
measurement value. The horizontal specific force in the 
carrier operation cannot be regarded as zero. Therefore, the 
attitude estimation for a vehicle-borne system needs to 
design simulation experiments. The relative term of attitude 

error in (3) is    2n n n n
ie en           f ψ ω ω v ψ , which 

is expanded, as shown in (4). 
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The IMU sampling frequency of the integrated 
navigation system is very high. In a short time, the attitude 
error is generally within a few arc seconds. After conversion 
to radian, it is on the order of 510 , and reaches 1110  after   

MR h  and NR h  attenuation. Thus, (4) can be simplified 
as: 
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  (5) 

Unlike airborne gravimetry, it is difficult to maintain 
uniform motion during vehicle operation, so the horizontal 
direction specific force cannot be regarded as zero. 
Therefore, all terms of ,E Nf f  will be retained in (5). 

Assuming that the vehicle is traveling at a speed of 20 /m s , 

Uf g , the correspondence between the 1 mGal gravity 
measurement error and the attitude error can be obtained 
according to (5) as shown in Table 1. 

It can be seen from the Table Ⅰ, in order to keep the 
gravity vector measurement error better than 1 mGal, the 
horizontal attitude error should be kept in the order of 
seconds. Wang carried out time-frequency analysis of the 
misalignment angle error propagation equation and 
concluded that the attitude error is mainly caused by the 
zero-bias instability of gyro and accelerometer [14]. The bias 

instability of accelerometer is mainly affected by 
temperature, and the bias characteristics will change slowly 
with time. Before the experiment, the IMU will be fully 
preheated by continuous power supply, and the integrated 
navigation system will be in a relatively stable temperature 
environment in the experiment. After the calibration of IMU 
bias error, scale factor error and installation error, the 
influence of accelerometer bias instability on attitude error 
can be ignored in short time experiment. Therefore, the 
simplified attitude error model is shown as follows [14]: 

 sin s
s

t


 gb
ψ   (6) 

TABLE I.  1 MGAL VEHICLE-BORNE GRAVITY MEASUREMENT ERROR 
CORRESPONDS TO ATTITUDE ERROR 

Horizontal 
specific force 

Vector measurement 
Horizontal attitude  

angle error 
Heading angle error 

0.30g  

0.50"  1.65''  

0.60"  1.99"  

0.20g  
0.50"  2.48''  

0.60"  2.98"  

0.10g  
0.50"  4.96 ''  

0.60"  5.96"  

0.05g  
0.50"  9.92 ''  

0.60"  11.92"  

0.01g  
0.50"  49.64"  

0.60"  59.64"  

 

In the expression, gyro drift gb ; Schuler angular 

frequency 3/ 1.24 10 /s g R s    . According to the 
pre-sequence experiment, the actual horizontal acceleration 
in the vehicle measurement experiment is about 0.3g . When 
the horizontal attitude angle accuracy error is about 0.60 ''  
and the heading angle error is about 2.98'' , the 
corresponding gyro accuracy is: 

 0.00074 hg s    b ψ   (7) 

B. Gravity Error Caused By the Velocity 

The calculation error of gravity disturbance vector caused 
by velocity error is: 

 (2 )n n n
ie en ed   g ω ω v   (8) 

Expand it into (9): 
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It can be seen from (9) that for gravity measurement, in 
the north-south survey line, the speed projection of the 
vehicle is concentrated in the north direction, and the east 
speed is relatively small. All the terms containing the radius 
of the meridian circle and the unitary circle will be reduced 
due to the position of the radius in the denominator. The 
coupling term itself is on the order of Gal , and the re-
multiplication speed error will be further reduced. Therefore, 
the (9) can be simplified to: 
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According to the simplified (10), it can be seen that the 
north and vertical components of gravity disturbance are 
mainly affected by the east velocity error, and the east 
component is mainly affected by the vertical and north 
velocity error. The simulation analysis sets the latitude as 
28  and the earth rotation as 57.29 10 /ie rad s   . The 

results are shown in Table Ⅱ and Table Ⅲ. 

TABLE II.  THE INFLUENCE OF EASTWARD VELOCITY ERROR ON THE 
NORTH AND VERTICAL COMPONENTS (UNIT: MGAL) 

Eastward 
velocity error 

(m/s) 

Disturbance of  
north component 

Disturbance of  
vertical component 

0.01 0.0685 0.1283 

0.05 0.3425 0.6415 

0.10 0.6850 1.2831 

0.20 1.3701 2.5662 

TABLE III.  THE INFLUENCE OF NORTHWARD AND VERTICAL VELOCITY 
ERROR AND ON THE EAST COMPONENT (UNIT: MGAL) 

         Vertical error 
North            (m/s) 
Error  (m/s) 

0.01 0.05 0.1 0.2 

0.01 0.0598 0.5730 1.2145 2.4975 

0.05 0.2142 0.2990 0.9405 2.2235 

0.10 0.5567 0.0435 0.5980 1.8810 

0.20 1.2417 0.7285 0.0870 1.1960 

 

It can be seen from Table Ⅱ and Table Ⅲ that under the 
conditions of north-south survey line and latitude 28 , when 
the east velocity error is 0.1 /m s , it will cause about 1 mGal 
errors to the gravity anomaly. When the vertical velocity 
error is 0.1 /m s  and the north velocity error is 0.05 /m s , it 
will cause an error of about 1 mGal to the east component of 
the gravity disturbance. 

C. Gravity Error Caused By the Acceleration 

The acceleration is usually obtained by the difference of 
the velocity signal measured by GNSS, and the influence of 
the error on the gravity disturbance is directly superimposed: 

 n n b
bd  g C v   (11) 

In order to ensure that the influence of acceleration on 
gravity disturbance is less than 1 mGal, the calculation error 

of acceleration in navigation system should be less than 1 
mGal, at least. There is a coupling between the errors of 
velocity and acceleration, and it is necessary to analyze the 
influence of the two according to the concrete experiment. 

III. CALCULATION METHOD OF GRAVITY VECTOR 

MEASUREMENT BASED ON SINS/GNSS/LDV INTE-GRATED 

NAVIGATION SYSTEM 

At present, the commonly used GNSS single point 
horizontal positioning accuracy is about 1.5 m , the 
differential horizontal positioning accuracy is 0.4 m , the 
theoretical velocity measurement accuracy is about 
0.03 /m s and the data output frequency is 5Hz . However, 
the velocity information obtained by position difference will 
bring additional high-frequency error [15]. The measurement 
error will be greater when the signal is occluded. According 
to the previous experiments of this unit, after smooth 
filtering processing, the velocity measurement error is about 
0.16 /m s  and the acceleration measurement error is about 

20.082 /m s . The accuracy of the two-dimensional Laser 
Doppler velocimeter developed by our team is 0.05  
(mileage ten thousand meters error in 5 meters). If the carrier 
is running at a speed of about  11.1 /  (40 / )m s km h , the 

estimated speed accuracy is about 35.6 10  /m s , and the 
external acceleration measurement accuracy is about 0.62 
mGal. The data output frequency is 100 Hz . Its speed 
measurement accuracy, external acceleration measurement 
accuracy and data output frequency are better than GNSS 
and theoretically meet the requirements of gravity vector 
measurement for high-precision velocity measurement. In 
addition, the bias instability of the new high-precision laser 
gyro used in the SINS developed by our team is better than 
0.0005 / h , and the bias instability of the accelerometer 
used is better than 10 g , which also meets the 
requirements of high-precision attitude measurement. The 
system equipped with high-precision equipment can 
accurately obtain the high-precision gravity vector directly 
output, which is more conducive to the subsequent 
processing of the data. Therefore, GNSS is used as position 
correction, LDV provides velocity information and is used to 
calculate acceleration, SINS provides attitude information, 
and constructs SINS/GNSS/LDV integrated system for 
vehicle gravity vector measurement. The schematic diagram 
of the vehicle-borne gravity vector measurement system is 
shown in Fig. 1. 

 

Fig. 1. Structure diagram of vehicle-brone gravimetry 

For gravity measurement, the original data obtained from 
the experiment can be processed later. The process of 
calculating the gravity information mainly includes the 
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calibration of the installation error of the velocimeter, the 
calculation of the gravity disturbance, and the accuracy 
evaluation of the multi-line. The gravity data processing flow 
is shown in Fig. 2. 

 

Fig. 2. Data processing procedure 

IV. VEHICLE GRAVITY VECTOR MEASUREMENT EXPERIMENT 

After selecting the equipment that meets the 
requirements, install it according to Fig. 3. The GNSS 
antenna and the LDV are installed in the upper and lower 
regions of the vertical line of the IMU respectively, and the 
remaining lever arm errors are compensated according to the 
need in subsequent data processing. The raw data are 
synchronized and stored in the host computer using UTC 
time after each sensor is turned on. 

 

Fig. 3. Installation diagram of experimental equipment 

The zero-bias error, scale factor error and installation 
error of gyro and accelerometer are calibrated and warmed 
up in a relatively constant temperature environment before 
the experiment starts, and the initial attitude error can be 
ignored by reaching the starting point of the measurement 
line for a long period of static alignment. 

Three repeated line gravity measurement experiments 
were carried out in Heimi Mountain, Changsha City. The 
gravity change of the mountain is obvious, which is 
convenient to eliminate the illusion of high internal 
coincidence accuracy caused by the small range of gravity 
change. The length of a single line is about 9 km, and the 
altitude change is about 328 m .The experimental trajectory 
is shown in Fig. 4. 

 

Fig. 4. The diagram of experimental trajectory 

The gravity solution of the integrated navigation system 
SINS/GNSS and SINS/GNSS/LDV is carried out, and the 
results are shown in Fig. 5 to Fig. 10 and Table Ⅳ to Table 
Ⅸ below. Since the integrated navigation system performs 
relative gravity measurement and the correlation of random 
errors between different measurements is low, the internal 
coincidence accuracy is used for evaluation. The calculation 
method of internal coincidence accuracy is (12) and (13), and 
the value is usually used to describe the stability of the 
system and the repeatability of the measured data [16]. 
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j is the internal coincidence accuracy of the line j ; ij is 

the difference between the measured value of the position 
point i  on the repeated line j  and the average of all 
measured value on the same position point; n  is the number 
of points of repeated lines; m is the number of repeated lines, 
and total is the total internal coincidence accuracy. 
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V. VEHICLE GRAVITY VECTOR SOLUTION RESULTS 

 

Fig. 5. Measurement results of gravity anomaly based on SINS/GNSS 

TABLE IV.  THE INTERNAL COINCIDENCE ACCURACY OF GRAVITY 
ANOMALY MEASURED BY SINS/GNSS (UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 4.47 -2.58 2.15 

1.62 Line 2 1.96 -2.75 1.41 

Line 3 1.93 -2.27 1.14 

 

Fig. 6. Measurement results of the eastern component of gravity 
disturbance based on SINS/GNSS 

TABLE V.  THE INTERNAL COINCIDENCE ACCURACY OF THE EAST 
COMPONENT OF GRAVITY DISTURBANCE MEASURED BY SINS/GNSS 

(UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 10.68 -7.27 6.48 

4.88 Line 2 6.62 -3.34 2.34 

Line 3 5.69 -9.15 4.91 

 

 

Fig. 7. Measurement results of the northern component of gravity 
disturbance based on SINS/GNSS 

TABLE VI.  THE INTERNAL COINCIDENCE ACCURACY OF THE 
NORTH COMPONENT OF GRAVITY DISTURBANCE MEASURED BY 

SINS/GNSS (UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 5.65 -10.22 4.20 

3.17 Line 2 2.76 -3.94 1.97 

Line 3 7.57 -6.85 2.94 

 

After calculation, it can be obtained that the maximum 
value of the root mean square (RMS) of the internal 
coincidence accuracy in a single line of gravity anomaly 
solved by SINS/GNSS is 2.15 mGal, the minimum value is 
1.14 mGal, and the total RMS is 1.62 mGal. 

The maximum RMS value of the internal coincidence 
accuracy of the single line of the east component of the 
gravity disturbance solved by SINS/GNSS is 6.48 mGal, the 
minimum value is 2.34 mGal, and the total RMS is 4.88 
mGal. 

The maximum value of the RMS of the internal 
coincidence accuracy in the single line of the north 
component of gravity disturbance calculated by SINS/GNSS 
is 4.20 mGal, the minimum value is 1.97 mGal, and the total 
RMS is 3.17 mGal. 

 

Fig. 8. Measurement results of gravity anomaly based on 
SINS/GNSS/LDV 
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TABLE VII.  THE INTERNAL COINCIDENCE ACCURACY OF GRAVITY 
ANOMALY MEASURED BY SINS/GNSS/LDV (UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 3.02 -2.41 1.80 

1.35 Line 2 2.50 -1.91 1.22 

Line 3 2.23 -1.22 0.88 

 

 

Fig. 9. Measurement results of the eastern component of gravity 
disturbance based on SINS/GNSS/LDV 

TABLE VIII.  THE INTERNAL COINCIDENCE ACCURACY OF THE EAST 
COMPONENT OF GRAVITY DISTURBANCE MEASURED BY 

SINS/GNSS/LDV (UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 6.58 -5.16 3.82 

3.24 Line 2 2.88 -2.48 1.38 

Line 3 5.34 -6.09 3.86 

 

 

Fig. 10. Measurement results of the northern component of gravity 
disturbance based on SINS/GNSS/LDV 

After calculation, it can be obtained that the maximum 
value of the root mean square (RMS) of the internal 
coincidence accuracy in a single line of gravity anomaly 
solved by SINS/GNSS/LDV is 1.80 mGal, the minimum 
value is 0.88 mGal, and the total RMS is 1.35 mGal. 

 

TABLE IX.  THE INTERNAL COINCIDENCE ACCURACY OF THE 
NORTH COMPONENT OF GRAVITY DISTURBANCE MEASURED BY 

SINS/GNSS/LDV  (UNIT: MGAL) 

Route Max Min 
RMS 

(single) 
RMS 
(total) 

Line 1 3.96 -3.47 1.74 

1.98 Line 2 4.80 -4.18 2.70 

Line 3 2.89 -1.86 1.18 

 

The maximum RMS value of the internal coincidence 
accuracy of the single line of the east component of the 
gravity disturbance solved by SINS/GNSS/LDV is 3.82 
mGal, the minimum value is 1.38 mGal, and the total RMS is 
3.24 mGal. 

The maximum value of the RMS of the internal 
coincidence accuracy in the single line of the north 
component of gravity disturbance calculated by 
SINS/GNSS/LDV is 2.70 mGal, the minimum value is 1.18 
mGal, and the total RMS is 1.98 mGal. 

VI. CONCLUSIONS 

By comparing the results of different integrated methods, 
it can be found that the gravity disturbance vector measured 
in this experiment has certain repeatability. The velocity and 
external acceleration measurement accuracy of LDV is 
higher than that of differential GNSS, so the internal 
coincidence accuracy of SINS/GNSS/LDV integrated system 
solution is also better. The accuracy of the inertial device 
used is very high, so the measurement results of the 
traditional method are also good. Compared with the 
SINS/GNSS solution, the gravity anomaly is increased by 
about 0.27 mGal (17%), the east component of the gravity 
disturbance is increased by about 1.64 mGal (34%), and the 
north component of the gravity disturbance is increased by 
about 1.19 mGal (38%).  

Since the accelerometer is sensitive to temperature, the 
change of temperature will affect the measurement of 
specific force which will affect the calculation of gravity 
disturbance. In this experiment, the total internal coincidence 
accuracy of the three directions of gravity disturbance vector 
is better than 3.3 mGal without strict system temperature 
control and low frequency error compensation of data 
processing (the influence of attitude error and residual 
accelerometer bias on gravity disturbance mainly exist in the 
low frequency stage, which has been analyzed in [16,17]), 
which shows the feasibility of SINS/GNSS/LDV integrated 
vehicle gravity vector measurement. 
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Abstract – The development of modern inertial systems for 
offline (autonomous) positioning and navigation substantially 
depends on the progress in the sphere of gyro design, based on 
the new physical principles. Among these a rather promising 
solid-state wave gyro (SSWG) could be distinguished in 
particular. The report demonstrates the experience in new-
generation gyro design for modern air-space objects and 
represents  the engineering solutions in design of the new-
generation SSWG, based on a high-Q quartz hemispherical 
resonator, for low-dynamic and high-dynamic objects of air-
space applications. 

Key words — hemispherical quartz resonator, solid-state wave 
gyro, inertial sensors test, tilt-rotation dinamic simulator. 

 

1. INTRODUCTION 

“SSWG-30” sensor basic accuracy parameters in known 
operational modes – force-to-rebalance (FTR or Close-Loop) 
and integrating gyro (WA or Open-Loop) were tested in 2023-
2024 by means of a precise 3-axis tilt-rotation dynamic 
simulator with a built-in temperature chamber by JSC 
“Medicon” specialists. 

High-precision FTR: the drift value of SSWG pilot model 
of new design (device decimal № D013) was tested. The tests 
were carried out at the ambient temperature of +40°C. No 
preliminary thermo-control or compensation of the SSWG 
was performed. The wave rotation angle was equal to 1.2 
degrees. The bandwidth was equal to 1.5 Hz; sensor 
parameters sampling rate was 4Hz. The test lasted Т=480 
minutes (8 hours approximately) and was carried out in a day-
time. SSWG systematic drift was estimated two hours after 
the temperature chamber was switched on. Test conditions for 
SSWG № D013 were as follows: initial temperature of the 
specimen was approximately 22°C; its basic parameters were 
estimated at 40°C, wave rotation angle 1.1 deg. Gyro warm-
up, drift estimation, resonant frequency f0=6550 Hz, 
temperature 42°C, and gyro control unit temperature 52°C. 
For the environmental conditions mentioned above SSWG 
systematic drift (FTR mode) was equal to 0.00327 deg/h, 
standard root-mean-square deviation (MSD) of the angular 
velocity noise σω = 3.3 deg/h.  

Night-time test with duration approximately Т=15 h was 
performed. SSWG warm-up time was T=5 h before the 
measuring. Y-axis SSWG № D013 output was equal to 5.738 
deg/h, noise root-mean-square value std(w0)=1.56 deg/h, 
SSWG systematic drift was 0,00073 deg/h, angular velocity 
measuring range was 5 deg/sec. Noise and angle random walk 
(ARW) in FTR mode were: SIGMA(1s) =0,23 deg/h, 
ARW=/60=0,00383 °/√h. 

WA (open-loop) mode: SSWG-30ig integrating gyro is a 
promising inertial sensor and used for highly-dynamic objects. 
It has a digital output and multichannel “push-pull” control 
system that operates according to algorithm designed by PhD 
V.F. Zhuravlev [1–3]. Digital part of electronic control unit 
comprises dedicated signal processor, ADC buffers, 
frequency synthesizer, and asynchronous serial interface 
controller. By means of special data handling algorithms the 
digital processor estimates wave angular position, oscillation 
amplitude and quadrature components and using this 
information calculates appropriate weight factors necessary 
for standing wave control. Data handling and control 
algorithms [2,3] are implemented simultaneously by a 
dedicated processor in FPGA of a new generation. Every 
control channel comprises a set of digital-analog converters 
(DAC); Every DAC gets following input digital data: control 
weight factors, and as bearings, sine/cosine signals and their 
derivatives from the pick-off electrodes [3,4], i.e. analog-
digital converter (ADC) outputs. Control and data handling 
algorithm for every ADC has been implemented in modern 
FPGA of “Kintex-7” type with the technological topology 
level 28 nm. 

2. WHOLE  ANGLE  OPERATIONAL  MODE 

WA (open-loop) mode: SSWG-30ig integrating gyro is a 
promising inertial sensor, which is used for highly-dynamic 
objects. It has a digital output and multichannel “push-pull” 
control system that operates according to algorithm [3,5] 
designed by Academician V.F. Zhuravlev. Digital part of 
electronic control unit comprises a dedicated signal processor, 
ADC buffers, frequency synthesizer, and an asynchronous 
serial interface controller. By means of special data handling 
algorithms, the digital processor estimates wave angular 
position, oscillation amplitude and quadrature components 
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and, using this information, it calculates appropriate weight 
factors necessary for standing wave control [4,5].  

Data handling and control algorithms are implemented 
simultaneously by a dedicated processor in fast-acting FPGA 
of a new generation. Control and data handling algorithm [3,5] 
for every ADC has been implemented in FPGA Artix-7 [4,5]. 

 
3. DATA  HANDLING  RESULTS    

3.1. Bryan scale factor estimation  
Bryan scale factor [3,8] was calculated as a ratio of wave 

angular precession, specified over the entire data array 
(approximation factor at the first power of time), to the 
simulator absolute angular velocity [9]. 

The latter (absolute angular velocity) was calculated as a 
sum of relative angular velocity of simulator and vertical 
component of that of Earth rotation, taken as a well-known 
value for our latitude equal to 12,3423⁰/h.  
The Bryan factor calculation results are shown below in 
Table 1. 

TABLE I.   

Simulator 
absolute angular 

velocity   
⁰/h (⁰/sec) 

Simulator 
angular 
velocity 

MSD  (⁰/h) 

Wave 
precession 
angular 
velocity  
(⁰/h) 

Wave 
precession 
angular 

velocity MSD 
(⁰/h) 

Bryan 
factor 

18012.207 (5)  510‐5  4941.329  0.00072  0.2743323 

7212.288 (2)  210‐5  1978.571  0.00034  0.2743333 

3612.314 (1)  110‐5  990.979  0.00049  0.2743337 

1812.329 (0.5)  510‐6  497.453  0.0012  0.2744830 

732.337 (0.2)  310‐6  201.044  0.00096  0.2745247 

372.3395 (0.1)  0.710‐6  102.229  0.0019  0.2745579 

192.341 (0.05)  0.510‐7  52.814  0.00068  0.2745861 

‐167.656 
(‐0.05) 

0.910‐7  ‐45.965  0.0012  0.2741591 

‐347.655 
(‐0.1) 

0.710‐6  ‐95.408  0.0017  0.2744324 

‐707.652 
(‐0.2) 

310‐6  ‐194.259  0.0014  0.2745125 

‐1787.644 
(‐0.5) 

510‐6  ‐490.665  0.0022  0.2744757 

‐3587.630 
(‐1) 

110‐5  ‐984.279  0.0014  0.2743535 

‐7187.603 
(‐2) 

210‐5  ‐1971.738  0.001  0.2743248 

‐17987,523 
(‐5) 

510‐5  ‐4934.542 
0.00043 

0.2743314

a. Note: In the first column, the simulator relative angular velocity values are shown in brackets. 

3.2 Wave angular amplitude and angular velocity 
precession vs. angular velocity dependence estimation. 

Table 2 shows the results of harmonic components detection 
from angular detector data. 

TABLE II.   

Relative 
input 

velocity, 
⁰/s 

First harmonic  Second harmonic  

Frequency, 
rad/s 

Amplitude, 
ang.min. 

Frequency 
rad/s 

Amplitude, 
ang.min. 

5 0.096 0.97  0.01755 0.8

2 0.03875 0.37  ‐  ‐

1 0.01922 1.275  ‐  ‐

0.5 0.0096465 3.54  0.0118 0.62

0.2 0.003899 7.95  ‐  ‐

0.1 0.001979 19.77  0.004 0.62

0.05* 0.0010238 29.7  0.00207 1.1

‐0.05* 0.0008915 55.09  0.00176 1.16

‐0.1 0.00185 25.19  0.00365 0.61

‐0.2 0.00376 11.59  ‐  ‐

‐0.5 0.009503 6.41  0.0118 0.62

‐1 0.0191 4.11  ‐  ‐

‐2 0.03825 2.83  ‐  ‐

‐5  0.09586  2.02  ‐  ‐ 

b. Note: At the input angular velocities larger than |0.05|⁰/s the rest of the components are omitted due 
to their small value in comparison to the first one. 

c.  

As it can be seen from the information above. the second 
and additional harmonics only become apparent at relatively 
small input velocities, and have one order less amplitude than 
that of the first one. Hence it is the first harmonic that has the 
primary effect on stability of the wave angular position 
relative to the resonator, and the further analysis will be 
performed for it. It is worthy of note that the full phase of this 
harmonic, including initial wave angular position and product 
of frequency and time, corresponds to actual wave angular 
position relative to the resonator. It gives an opportunity to 
register and compensate this harmonic. 

The plot of amplitude of the wave angular position first 
harmonic vs input angular velocity is shown in Fig. 1. 

 

 
Fig. 1.  

Data analysis of Table 2 and diagram represented in Fig. 2 
below show that the wave angular position first harmonic is 
apparently asymmetrical relative to the positive and negative 
input angular velocity values. Besides, its amplitude increases 
rapidly at the small values of input velocity. Let us consider 
how the wave angular velocity first harmonic amplitude 
depends on input angular velocity. There are two ways of the 
angular velocity harmonics detection out of the initial 
information: 1) to get them from the wave angle increment 
initial values and approximate them; 2) to estimate the angular 
velocity first harmonic amplitude by multiplying the 
frequency by wave angular position amplitude. Calculations 
have shown that the estimates coincide with an accuracy of 
0.11⁰/h, which seems quite sufficient.  

The plot of the wave angular velocity first harmonic 
amplitude vs input angular velocity is illustrated in Fig. 2. The 
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plot of its approximation is represented in the same plot as 
well in the following form: Aω=10.53-6.097ωinput. 

 
Fig. 2.  

Thus, the wave angular velocity first harmonic amplitude 
has a constant component that corresponds to the theory and a 
component that linearly depends on input angular velocity, the 
origin of which is not found yet. The approximation accuracy 
of the negative area of the input angular velocities is higher 
than that of the positive one. The wave angular position first 
harmonic amplitude asymmetry may be caused by amplitude 
dependence on the input velocity. Apparently, this fact 
complicates the error compensation considerably. The cause 
of this dependence will have to be further researched. 

3.3 SSWG accuracy parameters in WA mode. 
The device test results are shown in Table 3. 

TABLE III.   

Absolute  
angular  
velocity 
(⁰/h) 

 

Estimated  
angular 

velocity(⁰/h) 

Approximated  
angular velocity 

 (⁰/h) 
 

Difference  
between ppr. 
and estimated 

values 

-72 -73.289 -72.549 0.74 
-36 -36.621 -36.422 0.199 

-21.6 -21.987 -21.971 0.016 
-10.8 -10.986 -11.133 -0.148 
-7.2 -7.288 -7.520 -0.232 
-3.6 -3.594 -3.908 -0.314 

0 0.104 -0.295 -0.398 
3.6 3.639 3.318 -0.321 
7.2 7.192 6.931 -0.262 
10.8 10.864 10.543 -0.320 
21.6 21.339 21.381 0.043 
36 35.557 35.832 0.275 
72 71.237 71.960 0.723 

 
The approximation of estimated angular velocity was made 

as follows:	߱௘௦௧= 0.295+1.00353߱݅݊݌ over the entire range 
of measure.	߱௘௦௧ ൌ 0.0898 ൅ 0.9874߱௜௡௣ over the positive 
area, 	߱௘௦௧=0.056+1.0189∙ ߱௜௡௣	over the negative one. 

The approximations were made for both positive and 
negative parts because the error form over entire range 
suggests the asymmetry of the measuring characteristic. The 
diagram of errors for these approximations is demonstrated in 
Fig. 3 below. 

The implication of these results is that the device 
measuring characteristic in the range of ±0.02⁰/s has a scale 
factor asymmetry equal to 0.0157⁰/h relative to the mean 
value. Bias asymmetry (half-difference of the biases in 
negative and positive parts), is 0.0165⁰/h. 

 

 
Fig. 3.  

3.4 Insensitivity zone: presence/absence check-up.  
The results of two runs, carried out for the insensitivity 

zone detecting, are shown in Tables 4 and 5. 

TABLE IV.   

Simulator 
axis angle 

[⁰] 
 
 
 

Estimated 
angular 
velocity  
[⁰/h] 

 
 

Bias drift  
[⁰/h]  

 

Calculated 
angular 
velocity  
increment 

[⁰/h] 

Estimated 
angular 
velocity  
increment 

[⁰/h] 

Angular 
velocity  

estimation 
error [⁰/h]

 

55.15 0.161972 0 0 - - 

55.3 0.106 -0.01289 -0.04 -0.04308 0.003082 

55 0.148788 -0.02578 0.04 0.012597 0.027403 

55.45 0.031181 -0.03867 -0.08 -0.09212 0.012119 

54.85 0.161685 -0.05156 0.08 0.051276 0.028724 

55.15 0.084628 -0.07734 - - - 

           

TABLE V.   

Simulator 
middle 

axis angle 
[⁰] 

Estimated 
angular 
velocity   
[⁰/h] 

Bias drift  
[⁰/h]  

Estimated 
angular 
velocity 
increment  

[⁰/h] 

Angular 
velocity 

estimation 
error  [⁰/h] 

55.15 -0.05626 0 - - 

55.3 -0.09013 0.002907 -0.03677 -0.00323 

55 -0.04391 0.005814 0.006542 0.033458 

55.45 -0.1368 0.008721 -0.08926 0.009256 

54.85 0.025514 0.011628 0.070151 0.009849 

55.6 -0.13311 0.014535 -0.09138 -0.02862 

54.7 0.072464 0.017442 0.111287 0.008713 

55.15 -0.03301 0.023256 - - 

SSWG bias drift is considered linear, time of device 
changing position is taken the same. The effect of insensitivity 
was not found upon the obtained data. Angular velocity 
estimation error does not exceed 0.033 ⁰/h.  

 
3.5 Data handling results 

Analysis of pulse-wide modulated (PWM) signals for 
amplitude and quadrature control systems as a function of 
input angular velocity was performed. The technique is 
similar to that of the angular detector information analysis. 
PWM-signal harmonic set of the amplitude control system is 
different from that of the quadrature control one, though the 
first harmonics frequencies correspond to the same ones of the 
angular detector information. While the first and second 
harmonics are significant over the entire range of input 
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angular velocities for amplitude control system, the set of 
significant harmonics for quadrature control alters as a 
function of velocity. At the input angular velocity ±0.1⁰/s, the 
significant harmonics are at basic, doubled, quadruped and 
intermediate frequencies. As the input velocity increases, the 
harmonics with intermediate frequencies disappear, then 
quadruped harmonic disappears at the level of ±0.2⁰/s and 
higher, and doubled one disappears at more than ±1⁰/s. As the 
input angular velocity increases the full spectrum MSD of the 
quadrature control system PWM-signal increases from 0,04-
0.07 to 0.38 relative units.  

The initial information and associated discrepancies are 
shown below.  

 

 
Fig. 4.  

 
Fig. 5.  

 
Fig. 6.  

The residual discrepancy of the amplitude control PWM-
signal is close to white noise. Its form is typical for input 
angular velocity from range in question. 
 

 
Fig. 7.  

 
Fig. 8.  

 

Fig. 9.  

 
Fig. 10.  

Even after quadruped harmonic detection the discrepancy of 
quadrature control PWM-signal does not have a form of 
white noise.  
 

 
Fig. 11.  

 
Fig. 12.  

The discrepancy form represented in Fig. 12 suggests signal 
modulation. It implies the noise additivity ratio upset, so 
further decrease of approximation MSD in the applied 
technique is impossible. There is a modulation at even less 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

280



input velocities. It apparently accounts for the form of finite 
discrepancy looks far from white noise. The plots of the first 
harmonics amplitude of both systems vs input angular 
velocity are illustrated in Figs. 13 and 14. 
 

 
Fig. 13.  

 
Fig. 14.  

It can be seen from the diagrams that the first harmonic of 
the amplitude control PWM-signal has apparent asymmetry in 
both negative and positive range of input angular velocities. 
The increase in amplitude as the input velocity decreases is 
apparently explained by the fact that the product of the 
harmonic frequency and its amplitude (an analogue of the 
angular velocity amplitude) tends to a constant value.  There 
is a correlation with the first harmonic amplitude of wave 
angular position peculiarities. The amplitude of the PWM first 
harmonic in quadrature control system decreases as the 
absolute input angular velocity increases. The fact can 
possibly be accounted for the influence of filters that limit the 
system bandwidth. The plots of MSD of the approximation for 
both systems vs input angular velocity are shown in Figs. 15 
and 16. 

 
Fig. 15.  

 
Fig. 16.  

It follows from the diagrams represented above that data 
approximation MSD of amplitude control system is less than 
that of the quadrature control. As the input angular velocity 
increases the ratio quadrature MSD/amplitude MSD reaches 
12.3. It follows from the Fig. 15 that amplitude control system 
PWM data approximation accuracy at the input angular 
velocity faster than |0.5|⁰/s is higher in case of positive effects 
than negative ones (MSD is less in case of positive effect than 
in case of negative one). 

 
Conclusions and recommendations for the section 

The job was performed basically to specify the device 
technical form for choosing its mode of operation, and 
particularly, design implementation proposition for WA mode 
and over the entire range of input angular velocities. 

A special model was used in the experiment. It was 
designed for FTR operational mode with narrow bandwidth 
(less than 1 Hz) and measurement range 1.5⁰/s and so the final 
conclusions can be made only after performing the same 
actions with a gyro, that satisfies all the technical requirements 
of the Customer. 

Upon the test results and obtained data analysis the 
following conclusions can be made: 

1. Insensitivity zone, i.e. angular velocities range that has 
no proportional connection between input and output 
information, with the background noise has not been detected;  

2. The first harmonic amplitude of the standing wave 
precession angle depends on input angular velocity; 

3. The first harmonic amplitude of the standing wave 
precession angular velocity is approximated by linear function 
of input angular velocity. The constant part of this function 
has an ample theoretical ground – resonator Q-mismatch 
effects to wave precession stability.  

As this takes place, the initial formation of information 
regarding resonator oscillations is performed by the sequence 
of pulses with 15 В amplitude, given to X and Y SSWG 
resonator electrodes in turn with their further amplification. In 
so doing, the electrodes are used to form the initial data (as 
pick-offs) during one part of the oscillation period, and as 
control (forcers) electrodes during the other part. The 
drawings representing SSWG-FTR control unit operation for 
air-space application are shown in Figs. 17–19 [10]. 

The output signal of a quartz hemispherical resonator 
(HSR) lip oscillations that can be seen by means of digital 
oscilloscope is illustrated in Fig. 19, where R – in-phase 
(amplitude) component, ρ – quadrature component. 

 
Fig. 17. SSWG-FTR functional diagram  
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Fig. 18.  SSWG electrodes arrangement.   Fig. 19 SSWG-FTR output. 

4. AIR APPLICATION GYRO 
Air application gyro is a typical inertial sensor – 

integrating SSWG – wave rotation angle is equal to integral of 
angular velocity projection onto its sensitivity axis. For this 
reason, the range of measured angular velocities actually is not 
limited that makes a device especially convenient for using in 
promising strap down inertial navigation systems (SINS).  A 
new design of SSWG – SSWG-30ig, based on precise inertial 
sensor developed specially by JSC RPE MEDICON, has been 
implemented for highly dynamic objects. SSWG-30ig has a 
digital output and multi-channel push-pull control system, that 
operates according to algorithm [3,4], designed and 
implemented by specialists of the Systems Mechanic 
Laboratory (Ishlinsky Institute for Problems in Mechanics 
of the Russian Academy of Sciences) V.F. Zhuravlev and S.E. 
Perelyaev. Digital part of electronic control unit comprises 
signal processor, ADC buffers, frequencies synthesizer, and 
serial interface asynchronous microcontroller. Digital 
processor estimates angles of the wave position, amplitude 
and quadrature components according to special data handling 
algorithms and calculates appropriate factors necessary to 
control the standing wave.  Data handling and control 
algorithms are implemented simultaneously by a dedicated 
processor in modern fast-acting FPGA.  

 Every control channel comprises a set of digital-analog 
converters (DAC). Every DAC gets following input digital 
data: control weight factors, and as bearings, sine/cosine 
signals and their derivatives from the analog-digital converters 
(ADC) outputs. Control and data pick-off algorithm for every 
ADC has been implemented in FPGA ARTIX-7 by means of 
dedicated “finite state machine” [4,5]. The ADC output data 
are converted by finite state machine into parallel 16-digit 
code that has READY bit. These data are transmitted to fast-
acting real-time processor (RTP). According to synthesized 
algorithm RTP forms the direct digital control rules – DAC 
output signals (voltage). These signals are applied to gyro 
forcer electrodes embedded into the forcer/pickoff assembly. 
New digital electronic unit – gyro control unit (GCU-1) 
includes three signal processors for handling analogue output 
signals from three sensors (gyros). The structure of GCU-1 
has been implemented in modern FPGA Artix-7 [5,6], that 
comprises embedded controllers, serial interface and principal 
64-bit digital processor. A program that implements forming 
of data handling and control signals algorithm for each of three 
channels is performed simultaneously in each dedicated 
processor. This multitasking structure provides simultaneous 
data pick-off from all three gyros. Serial communication line 
controller performs data pickoff of every processor output 
units, converts the information into series of data blocks and 
sends it into standard communication line RS-422. 

5. SINE COMPONENTS ERROR RESEARCH  
5.1. Test purpose and conditions: the research of bias error 

sine components for SSWG-30ig was performed in WA mode 

at high input angular velocities. The device under test was 
SSWG № Е005. The test was aimed to detect sine harmonics set 
in SSWG output signal and to find out how their amplitudes and 
phases depend on input angular velocity. SSWG № E005 basic 
parameters during the lab test were as follows: 

– Operational mode – WA (whole angle); 
– Maximal bandwidth 25 Hz at angular velocity 400°/s and 
decreased in proportion to the input angular velocity; 
– Input angular velocity: ±2, ±5, ±10, ±20, ±50, ±100, ±200, ±400 
°/s; 
– Sampling rate: 5, 5, 10, 25, 25, 25, 50, 50 Hz according to the 
input angular velocity; 
–- Number of samples in each file: 1502, 1502, 1204, 1202, 
1798, 956, 1904, 1329 according to the input angular velocity; 
– Noise RMSV (root-mean-square value) at the bandwidth 25 
Hz and sampling rate 50 Hz (for maximal angular velocity 
400 °/s) is 433 °/h, harmonics amplitude estimation error is 
not higher than 11.9 °/h (considering the array of averaging 
1329 samples). 

Harmonics amplitude and phase calculation was 
performed by the Curve Fitting application of the Matlab 2020 
software. The harmonics have the following form: 

у=	ܽଵ ∙sin(2π/180a+ܾଵ)+	ܽଶ ∙sin (4π/180a+ܾଶ)+  
+	ܽଷ ∙sin (8π/180a+ܾଷ)            (1) 

а – standing wave angular position, [°]; ܽଵ , ܽଶ , ܽଷ  – 
harmonics’ amplitudes, [°/h]; ܾଵ, ܾଶ, ܾଷ  – harmonics origin 
phases, [rad]. 

 

5.2.   Gyro test results 
5.2.1   Harmonic spectrum 

The output typical form (angular velocity deviation from 
the mean value of 400 °/c) is shown in Fig. 1. Output spectrum 
for 400 °/s is demonstrated in Fig. 2 (in linear scale) and Fig. 
3 (in special semi-logarithmic scale).  

 
Figure 1 

 
Figure 2 
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Figure 3 

 

Harmonics with frequencies higher than 5 Hz are caused 
by tilt-dynamic simulator. The first three harmonics belong to 
the device under test: 

– ܽଵ at the frequency of 0.5859 Hz, period 180° by the 
resonator oscillation axis angular position. The harmonic is 
caused by the constant high voltage 200 V; 

– ܽଶ  at the frequency of 1.2205 Hz, period 90°, is 
caused by the HSR Q-mismatch and SSWG gap irregularity; 

– ܽଷ at the frequency of 2.441 Hz, period 45°, is caused 
in SSWG by non-linearity of the electrode’s capacity 
vibrations and electrodes arrangement error. 

 
5.2.2 Harmonics amplitudes dependence on angular velocity.  

The first harmonic amplitude ܽଵ(Fig. 4) is all but invariant 
with angular velocity. The mean value is 151.3°/s, deviation 
is not higher than 3 °/s, so its value lies in the limits of 
estimation error. 

 

 
Figure 4 

 
The second harmonic amplitude ܽଶ (Fig.5,6) is a linearly 

function of input angular velocity. 

 
Figure 5 

 
Figure 6 

The linearity upsets only at low angular velocities ω < 5°/s. 
At the rest velocities the deviation from linearity is not higher 
than 20 °/h. 

The third harmonic amplitude ܽଷ  (Figs. 5,6) linearly 
depends on angular velocity as well. The deviation from 
linearity takes place at low angular velocities of ω < 5°/s and 
extreme values of the range (up to 10 °/h). At the rest 
velocities the deviation is not higher than 4 °/h. 

 
Figure 7 

 
Figure 8 

 
5.2.3   Harmonics original phase dependence on angular 

velocity 
The plots of harmonics original phases vs angular velocity 

are shown in Figs. 9–11. 

These diagrams demonstrate the presence of some 
constant value and a small linear dependence on input angular 
velocity. The original phase of the second ܾଶ	 and third  ܾଷ  
harmonics strongly deviate from linearity at low angular 
velocities ω<20°/s. 
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Figure 9 

 
Figure 10 

 
Figure 11 

 
5.3   Obtained information analysis  
5.3.1   The first harmonics amplitudes 
 

The first harmonic amplitude ܽଵ  with period = 180° is 
invariant with input angular velocity within an accuracy of 
measuring. Harmonic is a bias error caused by the effect of 
high voltage 200В applied to SSWG quartz resonator and 
should be corrected by usual methods of adjustment. No extra 
correction is required. The second and third harmonics ܽଶ and 
ܽଷ  at high angular velocities (ω> 5°/s) are linear functions 
against angular velocity. The linearity upset at low angular 
velocities is accounted for the fact that signals with periods 
90° and 45° comprise two components:   

- the first one is dependent on input angular velocity and 
caused by the gap irregularity, electrodes arrangement error 
and non-linearity of the electrodes capacity vibrations; 
- the other is independent of input angular velocity, and 
caused by the effects of SSWG HSR Quality/Frequency 
mismatch. 

When harmonic ܽଶ  or ܽଷ  amplitude value diminishes to 
that of the components invariant with angular velocity they 
stop depending on input angular velocity that causes the 
linearity upset. Harmonics ܽଶ andܽଷ, invariant with angular 
velocity should be corrected by usual methods of adjustment.  

To correct the angular velocity-dependent components, 
the correction system should generate a special correction 
signal of the following form:  

߱௖௢௥ ൌ ௔ଶܭ߱ sinሺ2ܽ ൅ ܾଶሻ ൅ ሺ2ܽ	௔ଷsinܭ߱ ൅ ܾଷሻ     (2) 
where ߱  – angular velocity, [°/h]; ܽ  – resonator 

oscillation axis angular position, [rad]; ܾଶ , ܾଷ  – original 
phases, [rad]; ܭ௔ଶ, ܭ௔ଷ – correction factors. 

It will be sufficient to measure ܽଶ  and ܽଷ  harmonics 
amplitude only at two velocities for ܭ௔ଶ,  ௔ଷ estimation, forܭ
example: at -200 °/s and 200 °/s. 

 
5.3.2   Harmonics original phases 

The original phases comprise some constant value and a 
small addition linearly dependent on angular velocity: 

 ܾଶ ൌ ܾ଴ଶ ൅ ௕ଶ ;  ܾଷܭ߱ ൌ ܾ଴ଷ ൅                    ௕ଷ (3)ܭ߱
where ܾ଴ଶ, ܾ଴ଷ – constant values; ߱ – angular velocity; ܭ௕ଶ, 
 .௕ଷ – correction factorsܭ

Harmonic ܽଵ original phase is non-linear over the entire 
range of angular velocities. It is corrected during the process 
of adjustment, so it is not considered. 

The original phases	ܾଶ, ܾଷ linearity upsets at low angular 
velocities for the same reason as for the corresponding 
amplitudes. Non-linearity of the original phases at low angular 
velocities is eliminated by bias error correction and usual 
methods of adjustment. 

It will be sufficient to measure phases of ܽଶ  and ܽଷ 
harmonics only at two velocities for ܭ௕ଶ ௕ଷܭ ,  factors 
estimation, for example: at -200 °/s and 200 °/s. 

 
6.   CONCLUSIONS 

1. While SSWG is being rotated, two additional 
harmonics of the resonator oscillation angular position 
with periods of 90° and 45° appear in its output 
spectrum. Their amplitude is in proportion to input 
angular velocity. 

2. To correct these harmonics, it is necessary to 
generate appropriate correction signals according to 
formulas (2), (3) mentioned above. 

3. It is sufficient to measure harmonics’ amplitudes 
and phases at -200°/s and 200°/s angular velocities for 
the correction factors estimation. Measuring should be 
carried out for completely adjusted SSWG. 

4. In this research measuring data and correction signal 
formulas for Normal Environmental Conditions 
(NEC) are demonstrated.  

 
7. GYRO ACCURACY PARAMETERS  

 

The inertial sensor SSWG-30i pilot model of new design 
was tested on a precise 3-axis dynamic simulator 
ACUTRONIC (Switzerland). Numerous experiments were 
carried out along with the customer; so, the basic 
characteristics of new generation device SSWG-30ig were 
confirmed and the dynamic range ±1500 °/s was obtained 
while the navigation grade accuracy demands for gyro 
operation (MSD≤0.015 °/h) were met. SSWG-30ig control 
runs were also performed on 2-axis tilt-rotation dynamic 
simulator “ACTIDYN” (France) and confirmed that 
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integrating gyro operates effectively in WA mode and has 
almost unlimited range of angular velocity/acceleration 
measuring. At the same time the device meets the navigation 
grade accuracy demands (MSD≤0.015 °/h) [10]. The lab test 
results of the new inertial sensor SSWG-30ig in JSC 
MEDICON at the room ambient temperature confirmed high 
in-run and run-to-run bias stability [11,12]. SSWG-№ D013 
in-run standard Mean Square Deviation (MSD) did not exceed 
MSD=0.005°/h, and angular random walk (ARW) was less 
than 0.003° √h⁄  . As a result of the design and implementation 
of the new and completely digital control unit of SSWG-30ig 
for highly-dynamic objects and sampling rate f=1000 Hz, 
angular noise was reduced to:   

аߪ           ൌ 0.11´´ and  ߝа 	ൌ 0.009´´ ⁄ݖܪ√  . 
For the serious improvement of the new gyro a method for 

device autocalibration was developed. Applying this 
procedure to an industrial inertial sensor during its dynamic 
and environmental tests allows speaking only about positive 
results of the new technique for instrumental and 
technological errors compensation. To minimize turn-on time 
period and reduce warm-up duration of SSWG-30ig a quick 
starting algorithm of driving quartz resonator to its natural 
frequency has been implemented. At the same time an 
algorithm for gyro warm-up time minimization has been 
synthesized. It considerably reduced the time for driving the 
standing wave amplitude to its required value and provided 
quick quadrature suppression [13]. All this really helped to 
minimize SSWG-30ig turn-on time to required value, that 
does not exceed T=3s. On trials the maximal range of 
measured angular velocities was (±400°/s).  

The value was obtained for industrial applications, specified 
by designer, under limited capabilities of SSWG-30ig control 
unit and that of the device programmable system, implemented 
in a microchip of industrial class, hence it was not conditioned 
by potential capabilities of the new integrating gyro proper [14]. 
Short warm-up time, necessary for a gyro to meet its required 
performance, indicates the ability to measure Earth rotation 
velocity and required accuracy for long-term (longer than 1h) 
offline positioning and navigation of SINS-SSWG without 
being corrected by global satellite systems [15]. 

FINAL CONCLUSIONS 

A highly reliable small-sized integrating gyro SSWG-30ig 
with digital output and fully digital control designed by 
Russian specialists is a high-precision device for offline 
positioning. It is based on a pilot model of inertial sensor 
SSWG-30ig № D013 type of modern design. The radically 
new technique for quartz toothless HSR (d = 30mm) stem 
fixation has been implemented in the sensor. The new digital 
electronic control unit (multichannel system of direct digital 
control, pickoff and signal processing) has been used. The 
device can be competitive with fiber-optic gyro (FOG) and 
ring laser gyro (RLG) in terms of cost, accuracy and power 
consumption; but it is much more reliable in various kinds of 
missions and under drastic environmental conditions. 
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Abstract — Dissipation processes occurring in typical HRG 
adhesive joints are considered: gluing the resonator to the base 
and in adhesive joints of piezoelements to the surface of 
mechanical resonators. Part of the vibration energy of the 
resonator is dissipated due to bulk and thermoelastic internal 
friction in the adhesive layers, which deteriorates the 
characteristics of the devices. The influence of the 
configuration of adhesive joints and the properties of its 
material on the dissipation of vibration energy is analyzed.  

Keywords — adhesive, dissipation, internal friction 

I. INTRODUCTION 

Hemispherical resonator gyroscopes (HRG) are a large 
class of modern navigation devices used in various fields of 
technology. However, there are some technical problems that 
limit the widespread use of HRG. The most important of 
them is the high requirements for axial symmetry and high 
Q-factor of the resonator. Deviation of the resonator shape 
from axisymmetric leads to the appearance of a mass defect, 
which generates forces and moments acting on the center of 
mass of the resonator during oscillations and deteriorating 
the HRG characteristics [1-5]. For HRG resonators operating 
on the lower bending mode of vibration, the 1st and 3rd 
forms of the mass defect cause transverse (relative to the 
symmetry axis) forces, and the 2nd form causes a 
longitudinal force. In addition, the non-uniform distribution 
of mass along the height of the resonator generates torques. 
This leads to transverse and longitudinal vibrations of the 
resonator stem and to the dissipation of part of the vibration 
energy in the adhesive joint connecting the resonator stem to 
the base. If dissipation in this connection depends on the 
direction and magnitude of the vibration vector of the center 
of mass, then the Q-factor of the resonator will depend on the 
orientation of the wave pattern, and a systematic drift of the 
standing wave with speed will appear [6]  

   21
0

8

4sin








dt

d
, (1) 

where  – current angular position of the wave pattern; ξ1 
and ξ2 – maximum and minimum internal friction in the 
fixed resonator; 0 – angle of orientation of the dissipative 
defect; ω – circular frequency of resonator oscillations. 

The values ξ1 and ξ2 are determined both by the 
characteristics of the resonator itself and the configuration of 
the resonator-base connection, as well as internal friction in 
the cured adhesive.  

In inexpensive HRGs with metal resonators, piezoelectric 
sensors and actuators glued to the surface of the resonator are 
usually used to measure vibration parameters and excite 
them [7]. Each of these piezoelectric elements introduces 
additional energy losses, which consist of losses in the 

piezoceramics itself and losses in the connecting adhesive 
layer. Considering that the energy losses introduced by eight 
glued piezoelements account for up to 50% of the total 
energy losses in the resonator, the influence of dissipation in 
the adhesive piezoelement-resonator joints on the accuracy 
characteristics of the HRG turns out to be high. The 
amplitude of the speed of systematic drift of the wave pattern 
(1), associated with dissipative processes in adhesive joints 
of HRG, can reach several tens of degrees per hour, and its 
stability depends on the constancy of internal friction in these 
joints. Essentially, it is the mass imbalance of the resonator 
and the dissipation of vibrational energy in adhesive joints 
that are the main cause of HRG errors. 

The purpose of this work is to consider the main factors 
influencing the dissipative characteristics of the resonator–
base and piezoelectric element–resonator adhesive joints, 
which are typical in most HRG designs described in the 
literature. 

II. DISSIPATION OF VIBRATION ENERGY AT THE PLACE OF 

MOUNTING OF THE HRG RESONATOR   

Figure 1 shows a typical connection of the hemispherical 
resonator of the HRG with the base. Geometric deviations of 
the resonator shell of radius R can be arbitrarily distributed over 
the surface of the hemisphere. For a selected shell section, the 
wall thickness h is described by the Fourier series 

  


1
0 cos)(

k
kk khhh  . (2) 

Uneven resonator wall thickness leads to uneven mass 
distribution (per unit azimuthal angle φ) 

  


1
0 cos)(

k
kk kmmm  , (3) 

where mk=ρR2hk and ρ – density of the resonator material. 

For simplicity, Fig. 1 shows only the defect of the 1st 
form with the value of m1, located at a small distance from 
the edge, determined by the angle α. Under vibration this 
mass defect causes a transverse force F, a moment of force 
associated with fastening the resonator outside the center of 
mass M11 ≈ F·L, and a moment of force associated with the 
vertical movement of the edge of the shell M12 = F·R.  The 
application of these forces and moments of force to the 
adhesive layer causes its deformation and energy dissipation, 
that is, it reduces the Q-factor of the mechanical resonator. 
The movement of the resonator along the X axis under the 
influence of force F is described by the equation  

t
M

F
x

Md

SY
xx

a
a  cos  , (4) 
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where M – resonator mass; ξa – bulk internal friction in the 
adhesive layer; da – thickness of the adhesive layer; S – 
deformable area of the adhesive layer; Y – elasticity 
modulus of cured adhesive.   
 

 

 

 

 

 

 

 

 

 

Fig. 1. Typical resonator-base connection in HRGs 

In stationary mode, the amplitude of oscillations of the 
resonator stem is  
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In the vast majority of cases, the inequality 









 242 

Md

SY

a
a  is true, therefore 

SY

Fd
x a

20  . 

Deformation energy of the adhesive layer is 

SY

dF
W a

a 2

2

 . (6) 

Part of the deformation energy of the adhesive layer 
(ΔW) is irreversibly dissipated in it; it depends on the bulk 
internal friction in the cured adhesive 

aaWW 2 . (7) 

Additional internal friction introduced into the resonator is 

W

Waa  ,  (8) 

where W– resonator oscillation energy. 
 For the hemispherical resonator according to the Rayleigh 

formula [6] 

 
8
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where a – amplitude of resonator oscillations. 

Assuming for the 1st form of mass defect α = π/2 and 
F=m1aω2, we obtain  






0
2

22
1

52961,1

4

hRSY

mdaa . (10) 

These losses are included as an additional term in the 
total internal friction in the resonator. If the resonator is 
balanced, that is m1 = 0, then, according to (10), ξ=0. In an 
unbalanced resonator, if the magnitude of the force 

deforming the adhesive layer does not depend on the 
orientation of the standing wave (this occurs in the presence 
of only the 1st or only the 3rd form of mass defect), ξ=const. 
Then the internal friction along the resonator’s own 
dissipative axes ξ1 and ξ2 will increase by the same amount ξ. 
The Q-factor of the resonator will decrease, but the 
difference (ξ1 - ξ2), included as a factor in (1), will remain the 
same, that is, the speed of the systematic drift of the standing 
wave will not change. The presence of the 2nd form of a 
mass defect, as well as the simultaneous presence of its 1st 
and 3rd forms, lead to the dependence of the force F on the 
azimuthal orientation of the standing wave, while the value ξ 
is a function of the azimuthal angle φ, causing a change in 
the difference (ξ1 - ξ2), and systematic drift speed. 

Let us consider the influence of inhomogeneities of the 
adhesive layer on the dissipation of vibration energy. Let the 
hole in the base with a diameter of D and the resonator stem 
itself be perfectly round, but the stem is fixed 
asymmetrically, that is, the thickness of the adhesive layer on 
opposite sides of the leg is different, on one side (da +δ) and 
on the other (da -δ). When the variable force F is applied to 
the resonator stem, the connecting layer on both sides will be 
deformed by the same amount Δd but the nature of the 
deformation will be different: on one side the layer will be 
compressed, and on the other it will be stretched. In this case, 
the elastic forces arising on opposite sides of the stem due to 
different thicknesses of the connecting layer will not be the 
same, and the deformation energies of the adhesive layer on 
opposite sides of the stem will also be different. The total 
deformation energy of the adhesive layer is equal to 
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The last factor in (11) takes into account the asymmetry 
of the gluing. With the ratio  / da =0.1, there will be an 
asymmetry of losses in fastening equal to approximately 1%, 
which will lead to corresponding change in the amplitude of 
the systematic drift velocity (1).  

Now let the resonator stem be perfectly round, glued into 
the base symmetrically, but the hole itself in the base is oval, 
due to which the gap changes from da (along the X axis) to 
(da+) along the Y axis. With the same force F created by the 
mass resonator defect, the deformation energies of the 
adhesive layer along the X and Y directions will be different 

a

ay

d

d

Wx

W 





. (12) 

So, for example, if the clearance along the Y axis is 10% 
greater than the clearance along the X axis, then the energy 
dissipation in the Y direction is 10% greater compared to the 
losses in the X direction. This example shows that the ovality 
of the hole has a much greater effect on the HRG systematic 
drift than the asymmetry of the resonator stem fixation.  

When gluing the resonator to the base, air bubbles may 
form in the layer. They also affect energy dissipation in the 
joint, since they change the deformation area of the material 
of the layer S. If there is an air bubble with area s in the 
adhesive layer, then according to (6), the deformation energy 
of the adhesive layer increases by S / (S – s) times, leading to 
the change in the speed of the systematic drift.  
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Formulas (4), (5), (7), (8) include the value of bulk 
internal friction in the cured adhesive ξa which characterizes 
that part of the deformation energy of the connecting layer 
that is irreversibly converted into heat during periodic 
deformation of the material. This internal friction is 
determined by the structure of the cured adhesive, various 
types of defects, etc. Theoretical ideas about the nature of 
internal friction in solids make it possible to understand the 
inelastic behavior of cured adhesive, but the theoretical 
calculation of ξa is extremely difficult. Therefore, when 
determining losses in the adhesive layer, one should use 
experimental data obtained by dynamic mechanical thermal 
analysis in a fairly wide temperature range, during which the 
temperature dependences of the elastic modulus, internal 
friction and expansion coefficient of the cured adhesive are 
determined (for examples of such measurements, see, for 
example, [8]). 

III. DISSIPATION OF VIBRATION ENERGY IN THE GLUED 

PIEZO ELEMENT-RESONATOR  

Let us consider the dissipation of the oscillation energy of 
the resonator in the piezoelement-resonator gluing. In this 
case, the layer of cured adhesive between the piezoelectric 
element and the resonator is deformed along with the 
bending of the surface, and part of the deformation energy of 
the adhesive layer is irreversibly dissipated. During flexural 
deformation of the thin layer of cured adhesive, in addition to 
bulk internal friction in the adhesive structure, thermoelastic 
losses occur. The total internal friction in such layer is the 
sum of two quantities: bulk (ξa) and thermoelastic (ξTE) 
internal friction. The mechanism of thermoelastic losses was 
described by Zener [9]. During bending vibrations of the thin 
plate, the deformation of individual sections of its surface 
layer has different signs: on the convex side of the plate the 
material expands, and on the concave side it contracts, and 
vice versa. If the thermal coefficient of linear expansion of 
the material is different from zero, then during deformation 
the temperature of the material will locally change, and this 
change, depending on the sign of the deformation, can be 
either positive or negative. Thus, during bending vibrations 
of the thin plate, changes in local temperatures on its convex 
and concave sides at each moment of time have opposite 
signs, which is why a heat flow arises between these sides, 
equalizing these temperatures and converting the energy of 
mechanical vibrations into heat. Thermoelastic losses in the 
thin layer of cured adhesive can be estimated using the 
formula [9] 

22

2

1 








p
TE C

YT
, где 






2

2
apdC

 , (13) 

where  - thermal coefficient of linear expansion of cured 
adhesive; Ср – specific heat;  - characteristic time of heat 
transfer through the adhesive layer;  - thermal conductivity; 
Т – temperature. 

Thermoelastic losses can be quite large for materials with 
large coefficients of thermal expansion, while their 
maximum occurs at a thickness corresponding to the 
condition =1.  

The deformation energy of the adhesive layer Wa 
between the piezoelectric element and the resonator can be 
calculated using the following formula, taking into account 

the dimensions of the layer and the elastic modulus of the 
material [10]  

3
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3
aa nYd
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bx
W  , (14) 

where n – constant coefficient; b and L – width and length 
of the adhesive layer; х0 – deformation amplitude. 

Additional internal friction ξ introduced into the 
mechanical resonator by the adhesive layer connecting the 
piezoelement to the surface can be found using the formula  

  TEaaYd
WL

nbx
 












 3

3

2
0

3
, (15) 

where W – total vibration energy of the resonator.    

Let W=const. Since the first factor in (15) does not 
depend on the properties of the adhesive and its thickness, 
the losses introduced by the adhesive layer are proportional 
to Yda

3(ξa +ξTE). Fig. 2 shows the results of calculating these 
losses in the K-400 adhesive layer and, for comparison, in 
the POS solder layer in relative units. Normalization was 
carried out by the value of losses calculated for the cured 
epoxy adhesive with the layer thickness of 5 microns at room 
temperature, while the value of bulk losses in the adhesive 
was taken to be ξa = 0.05, and in the solder ξa = 0.005.  

The graph shows that the energy dissipated in the layer of 
solder and adhesive differs by an order of magnitude. This is 
because the elastic modulus of the solder is significantly 
higher than the elastic modulus of the cured epoxy adhesive. 
With the same amplitude of deformation of the connecting 
layer, the energy spent on deformation of the solder turns out 
to be much greater and therefore the amount of energy 
dissipated in the solder is much higher than in the adhesive 
layer. This shows that the use of adhesives for installing 
piezoelectric elements on the surface of mechanical 
resonators is preferable. 

Fig. 2. Losses (rel. units) introduced into the resonator by a layer of cured 
epoxy adhesive and solder: 1 – solder; 2 – adhesive 

 
On the other hand, it is not always possible to create the 

thin adhesive layer due to the presence of relatively large 
filler particles in the adhesive, while the minimum thickness 
of the solder layer may well be a few microns. In this case, 
the use of soldering for attaching piezoelements is justified. 
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IV. CONCLUSION 

Mass unbalance of the resonator leads to vibration of its 
stem and to energy dissipation in the adhesive layer 
connecting the resonator to the base. The insertion loss is 
proportional to the thickness of the adhesive layer and 
inversely proportional to the diameter of the stem and the 
thickness of the HRG base. Asymmetrical fixation of the 
stem in the base hole, ovality of the hole or stem, and the 
presence of bubbles in the adhesive layer entail an azimuthal 
dependence of losses and create additional systematic drift of 
the HRG. The bulk internal friction in the cured adhesive is a 
complex function of temperature, so the systematic drift of 
the standing wave in the HRG associated with these losses 
will also be temperature dependent.  

Gluing piezoelectric elements to the surface of 
mechanical resonators also introduces additional internal 
friction into the resonator, which is caused by dissipation 
both in the piezoceramics and in the adhesive layer. It is 
caused by both bulk and thermoelastic internal friction, and 
at the same thickness, the adhesive layer introduces much 
less internal friction than the solder layer. The use of 
soldering for attaching piezoelements from the point of view 
of losses introduced into the resonator is justified only for 
small layer thicknesses (several microns). 
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Abstract—The paper presents an approach to evaluate the 

characteristics of a hemispherical resonator gyroscope cluster 
damping system. The considered methodology enables to 
determine the mechanical characteristics of rubber-metal 
shock absorbers using bench equipment and software. 
Nonlinear characteristics, incompressibility parameters and 
rubber damping coefficient were identified by using a set of 
experimental data. According to the obtained information, the 
parameters of inertial measurement unit were calculated when 
exposed to external vibration. The conducted field tests made it 
possible to verify the calculation model. The finite element 
model simplified the approach to estimate the natural 
frequencies and displacements of the structure during design 
development phase to meet the requirements of the 
specifications. 

Keywords—HRG, hemispherical resonator gyroscope, 
vibration damping, inertial measurement unit 

I. INTRODUCTION 

Hemispherical resonator gyroscopes (HRG) are relevant 
autonomous angular motion sensors of aircraft. Critical 
features of inertial sensors include low magnitude drift rate, 
its long-term stability, ensuring reliability and long service 
life when subjected to external disturbances in operating 
conditions of the application object. 

The effect of shock and vibration load on the equipment 
can cause numerous failures related to noise, stresses, 
resonances and damage accumulation in structures [1]. HRG, 
as a vibrating gyroscope, is subjected to the influence of 
external vibrations due to the imperfection of the sensing 
element, the resonator, as well as due to the presence of 
intrinsic resonances of the gyroscope’s structural parts. 
Attainment of stable reproducible output characteristics is 
only possible if HRG-based inertial measurement unit (IMU) 
is protected from such mechanical disturbances as vibration 
and shock. 

II. PROBLEM STATEMENT 

A current problem of the HRG-based IMU development 
is to ensure vibration strength. The presence of the first, 
second, and third harmonics of the mass deviation across the 
resonator’s circumferential angle under the effect of external 
vibration causes parasitic components that distort the useful 
signal [2]. Balancing the resonators against the first three 

harmonics of the mass defect reduces this effect. Shocks and 
vibrations from the base do not affect the dynamics of a fully 
balanced resonator operating at the second fundamental 
oscillation mode [3]. Fabricating a resonator in practice 
without instrumental assembly errors is impossible. These 
errors lead to connections between oscillation modes and 
vibration sensitivity. The decrease in accuracy of the wave 
pattern measurement leads to an additional drift rate. 

Vibration isolation system is also necessary if there are 
vibrations of the structure at frequencies close to the 
operating frequency of the HRG resonator. The resonance 
effect at natural frequency depends on the magnitude of 
external influence. At low vibration levels the pick-off and 
drive systems may enter the instability zone. At high levels 
of vibration, significant stresses might occur in adhesive and 
welded joints due to inertial forces. 

Thus, the vibration isolation system makes it possible to 
reduce the magnitude of HRG vibration-induced errors and 
the level of actioning effects on the cluster; stabilize the 
output characteristics and prevent the occurrence of 
resonances. The purpose of this work is to develop a 
methodology for analyzing vibration damping systems that 
requires a low information load of developers and has a low 
computational cost. 

III. PROBLEM SOLUTION 

Within the limits of the work performed, the task was set 
to ensure the IMU resistance to mechanical disturbances. 
Small dimensions of the IMU housing and a specified level 
of impacts justify for the choice of the protection method 
using shock absorbers. 

The shock absorption is a system of elastic supports and 
the protected object, forming an oscillatory link [4]. The 
simplest shock absorbers are rubber-metal ones. The 
advantage of this type of shock absorbers is the ability to 
experience plastic deformations such as compression, 
tension, shear and torsion across a wide temperature 
range [5]. 

Currently, "digital twins" of the product are becoming 
increasingly widespread. The mathematical model should 
correspond to the real product and reliably reflect the 
behavior of the structure [6]. A finite element model is 
considered as a computational model of an IMU. The use of 
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verified models makes it possible to evaluate product 
characteristics at the development stage. Simulation software 
allows us to visualize the information of interest and simplify 
the setting up boundary conditions. The study results are 
reliable only if the mass, stiffness, and damping matrices are 
correctly constructed [7]. 

As part of the work, a commercially available shock 
absorber model was selected. The damping element is made 
of rubber compound IRP-1347. However, technical 
specifications for this compound do not reveal material 
nonlinear properties and damping characteristics. In the 
absence of energy dissipation parameters, calculations yield 
an infinitely large estimate of displacements in the natural 
frequency domain. The available studies on rubber 
characterization [8] require expensive equipment for tensile-
compression of rubber samples. It should be noted that 
rubber features under dynamic loads may differ from the 
parameters determined in static experiments. 

The method of determining the amplitude-frequency 
response (AFR) of a structure is devoid of these 
disadvantages. A loaded shock absorber 2 is fixed through a 
fixture 3 on the armature of vibration shaker table 4. Sensor 
5, which measures vibration acceleration at the output of the 
oscillatory system, is installed on load 1. Sensor 6, 
measuring the vibration acceleration of the input effect, is 
placed on the base of the vibration shaker table (Fig. 1). 

Fig. 1. Shock absorber AFR determination setup configuration 

The automatic vibration control system maintained a 
constant sinusoidal vibration impact magnitude in sine sweep 
mode at a constant speed, ranging from 50 to 2000 Hz. The 
developed tooling provides both vertical and horizontal 
fastening of the loaded shock absorber to evaluate the AFR 
affected by axial and transverse vibration. 

In the course of work, it was observed that the 
deformation magnitude depended non-linearly on the shock 
absorber load. Therefore, weights of three ratings (0.1, 0.2, 
and 0.3 kg) were selected based on the mass distribution 
magnitude of the proposed cluster. 

The AFR of the shock absorber was obtained using finite 
element simulation software. The goal of the study was to 
establish correspondence between the experimental and 
calculated characteristics for each load. The elastomer 
behavior modeling is a non-trivial task. Rubber is classified 
as a hyperelastic material. This material model is described 
as nonlinearly elastic, isotropic, incompressible and 
independent of strain rate [9]. One of the simplest and most 
popular methods for describing hyperelastic materials in 

nonlinear finite element analysis is the two-parameter 
Mooney-Rivlin model. Based on the characterization of 
rubber as an incompressible material, Poisson's ratio was 
assumed to be ν = 0.48 m/m. According to study [10], for the 
considered rubber compound, the value of shear modulus at 
low deformations was chosen equal to G = 0.97 MPa. This 
value allows us to obtain Young's modulus E due to the 
relationship from the theory of strength of materials [11]: 

2 (1 )

E
G 

  
 (1) 

where ν – Poisson's ratio, m/m; G – shear modulus, MPa;  
E – Young's modulus, MPa.  

Based on the value of shear modulus, it is possible to 
determine a range of parameters C10 and C01 [12]: 

10 012 ( )G C C    (2) 

where C10, C01 are material constants of the Mooney-Rivlin 
model, MPa. 

The value of the bulk modulus K for practically 
incompressible hyperelastic materials, according to [13] is 
determined in the range from 103 to 104 MPa. The defined 
values served as initial values for refinement of parameters 
for their selection according to the experimental AFR 
(Table I). 

TABLE I.  NATURAL FREQUENCIES OF THE SHOCK  
 ABSORBER UNDER LOAD  

Load 
mass, kg

Average value of 
natural frequency, Hz 

Average value of maximum load 
displacement amplitude, mm 

0.1 226 0.08815 

0.2 153 0.21209 

0.3 121 0.31798 

 

The parameters С10, С01, K and damping coefficient η 
were selected as long as the model reaches a resonant 
frequency and maximum displacement amplitude equal to 
the experimental ones (Table II). 

TABLE II.  MATERIAL PARAMETERS OF SHOCK ABSORBER 
RUBBERCOMPOUND UNDER LOAD  

Parameter 
Load mass, kg 

0.1 0.2 0.3 

Natural frequency, Hz 226 153 121 

K, MPa 1505 1260 1135 

C10, MPa 0.602 0.504 0.454 

С01, MPa 0.1505 0.1260 0.1135 

η, m/m 0.295 0.215 0.235 

 

Nonlinearity of material parameters related to load can be 
described by a polynomial in the form (3): 
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2( )P m a b m c m      (3) 

where P(m) is considered the parameter dependent on the 
load mass m, kg; a, b, c - coefficients of the polynomial. 

The coefficients of material parameters are presented in 
Table III. 

TABLE III.  POLYNOMIAL COEFFICIENTS OF MATERIAL PARAMETERS 
DEPENCE ON LOAD 

Parameter 
Coefficients of the polynomial

a b c 

K, MPa 1.87·109 -4.25·109 6.00·109 

C10, MPa 7.58·105 -1.70·106 2.40·106 

С01, MPa 1.87·105 -4.25·105 6.00·105 

η, m/m 0.18 0.20 0.00 

 

Figures 2–4 show both the experimental and calculated 
frequency response of the shock absorber under load. 

Fig. 2. Comparison of model and experimental shock absorber AFR under 
0.1 kg load  

Fig. 3. Comparison of model and experimental shock absorber AFR under 
0.2 kg load 

Fig. 4. Comparison of model and experimental shock absorber AFR under 
0.3 kg load 

In this case the disadvantage of the considered Mooney-
Rivlin model is the difference of steepness in the near-
resonanceregion. The actual AFR is characterized by a 
sharper pattern of increase and decay of oscillations in the 
resonant region. In this task, it is necessary to estimate the 
maximum displacements of the cluster points in the region of 
significant resonances of the structure. Therefore, this model 
is applicable.  

IV. MODEL VERIFICATION 

To protect the HRG IMU from external disturbances, a 
vibration damping system has been developed. It consists of 
four shock absorbers arranged in a "triangular pyramid" 
configuration. This layout offers good stability and meets the 
requirements for ease of installation and replacement. It does 
not require the development of additional fastening units and 
ensures strict requirements for compliance with tolerances of 
bases and angular connection dimensions. The IMU’s center 
of mass coincides with the center of rigidity of the vibration 
damping system (Fig. 5). 

Fig. 5. HRG IMU’s model 

According to the results of the design, a prototype of the 
HRG IMU was assembled. An experiment was conducted to 
determine the AFR of the cluster’s points. A vibration 
acceleration sensor was fixed on the IMU’s basement. The 
data were converted into vibration displacement during post-
processing. 

The mass-size evaluation model of the cluster and its 
components were built, and the properties of shock absorbers 
were specified, taking into account the load applied to them. 
The results are presented in Fig. 6. The estimation of the 
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output level of impact is given as the amplification factor of 
the current vibration. 

Fig. 6. Comparison of experimental and simulation AFR of HRG IMU’s 
affected by axial and transverse vibration 

The calculations demonstrate sufficient validity of the 
results. Therefore, the model can be used to estimate the 
maximum displacements of the HRG cluster. 

V. CONCLUSION 

The paper presents an approach to evaluate the 
performance of the damping system, validated by the results 
of full-scale tests and simulation studies. Experiments 
conducted according to the developed methodology enabled 
the specification of the rubber characteristics. The use of a 
model for the vibration damping system gives the 
opportunity to significantly reduce the computational load, 
simplify tests, and evaluate the nature of reactions to the 
applied impacts. Verification of the finite element model 
provided its implementation at the stage of IMU’s design 
development to estimate the maximum displacements and 
the damping system gain coefficient.  

The shock absorber model meets the requirements for 
accurate of displacement estimation in regions of significant 
resonances. The disadvantage of this method is its inaccuracy 
of determining the gain for low-power resonances of the 
system. The Mooney-Rivlin model was adopted for its 
simplicity (2 related parameters) and the absence of the 
necessity for complex compression, tension and torsion 
studies. To achieve better results, it is imperative to use more 
complex models of hyperelastic or viscoelastic material, that 
involve selecting properties with a large number of material 

constants, which can be a time-consuming task. A possible 
solution is to represent the additional properties of the shock 
absorber as a transfer element within the oscillation system. 
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Abstract—This paper analyses the anchor loss of the 
hemispherical resonator. The mechanism of the hemispherical 
resonator anchor loss is revealed, and the optimization of the 
hemispherical resonator vibration mode is proposed. By 
adjusting the dimensional structure of the hemispherical 
resonator so that its swing modal node is exactly located at the 
connection position between the hemispherical shell and the 
anchor stem. This design effectively isolates the vibration of the 
hemispherical shell from the external anchoring structure. In 
this way, the vibration energy of the hemispherical resonator is 
not easily transmitted to the external environment, 
significantly reducing the energy loss of the hemispherical 
resonator due to anchoring. The finite element simulation 
results show that the design significantly suppressed the 
anchoring energy loss of the imperfect hemispherical 
resonator. 

Keywords—Hemispherical resonator gyro(HRG), anchor 
loss, modal design, Quality factor(Q) 

I. INTRODUCTION 

The hemispherical resonator gyro (HRG) has been widely 
developed in the past few years due to its advantages of high 
accuracy, fast start-up speed, and long life[1-4]. The 
hemispherical resonator, as the core component of the HRG, 
the quality factor is a key factor restricting the development 
of the HRG's performance[5-6]. 

As the core parameter of the hemispherical resonator, the 
quality factor has been widely studied[7-11]. It has been 
shown that the quality factor of hemispherical resonators is 
mainly affected by thermoelastic damping[8], material 
damping, surface loss[11], and anchoring loss[7]. Fused 
silica with very low material damping and thermoelastic 
damping is an ideal material for the preparation of 
hemispherical resonators[12]. Surface loss can be 
suppressed by magnetorheological polishing and chemical 
etching[13]. Nevertheless, the anchor loss is related to the 
hemispherical resonator mechanical structure and anchor 
type. The anchor loss is the main mode of energy loss in the 
hemispherical resonator. 

Normally the hemispherical resonator operates in the 
four-wave amplitude mode. For an ideal hemispherical 
resonator, the azimuthal angle of the standing wave is only 
related to the external input angular rate due to the perfect 
symmetry of its structure concerning the rotation axis. 
However, the machining process inevitably causes the 
hemispherical resonator to lose its perfect axial symmetry. 
The asymmetric mass distribution leads to vibration of the 
center of mass during the four-wave amplitude vibration of 

the hemispherical resonator, which in turn leads to the 
transfer of vibration energy to the support base, resulting in 
anchorage loss. Huo Yan et al. [6], [13] established a 
hemispherical shell dynamics model based on the elastic 
thin-shell theory and analyzed the effect of inhomogeneous 
mass on the hemispherical harmonic oscillator. The results 
show that the first four harmonics of the inhomogeneous 
mass are the main factors affecting the mechanical 
properties of the hemispherical resonator. The fourth 
harmonic of the inhomogeneous mass causes the frequency 
split of the hemispherical resonator, and the first three 
harmonics of the inhomogeneous mass significantly reduce 
the quality factor of the hemispherical resonator, which 
leads to an inhomogeneous distribution of the quality factor 
in the cyclic direction, and thus affects the accuracy of the 
hemispherical resonance gyroscope. Due to the complex 
structure of the hemispherical resonator, theoretical 
modeling makes it difficult to accurately describe its actual 
vibration characteristics. Ali Darvishian [7] has analyzed the 
effect of machining defects on the anchor loss of the 
hemispherical resonator using a finite element method 
(FEM) with a perfect-matched layer (PML). It is shown that 
any imperfection in the shell or misalignment between the 
shell and the stem increases the anchoring loss by several 
orders of magnitude. The above literature focuses on the 
generation mechanism of anchor loss. However, it does not 
reveal the impact mechanism of the vibration modes of the 
hemispherical resonator on the anchor loss. Revealing the 
anchor loss mechanism from the effect of modes can help 
guide the hemispherical resonator's structural design and 
reduce the anchor loss. 

In this paper, the anchor loss of the hemispherical 
resonator is investigated. Firstly, the effect of anchor height 
on the hemispherical resonator's modal vibration shape and 
quality factor is analyzed using the finite element perfect-
matched layer method. Subsequently, the energy dissipation 
mechanism is explored by analyzing the mode shapes, and it 
is proposed to avoid the energy transfer from the 
hemispherical shell to the outside through the design of the 
node position. Finally, the effectiveness of the above energy 
loss mechanism and node design is verified using finite 
element perfect-matched layer frequency response analysis. 
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II. FINITE ELEMENT SIMULATION OF THE 

HEMISPHERICAL RESONATOR 

As shown in Fig. 1(a), the hemispherical resonator 
consists of a hemispherical shell and an anchor stem, usually 
in the shape of an umbrella. The hemispherical shell is 
excited as a four-wave amplitude standing wave, as shown in 
Fig. 1(b). When there is an external angle Ω input, the 
standing wave will proceed in the opposite direction φ, and 
the external input angle Ω can be obtained by measuring the 
azimuthal position of the standing wave. The ideal 
hemispherical resonator is an axisymmetric structure, and the 
four-wave amplitude vibration of the spherical shell hardly 
causes the vibration of the hemispherical resonator anchor 
rod. Thus, it has a shallow anchor loss. However, the actual 
processing of the hemispherical resonator will inevitably 
have dimensional errors, resulting in the hemispherical 
harmonic resonator mass circumferential inhomogeneous 
distribution. The inhomogeneous distributed mass will drive 
the anchor to vibrate causing anchor loss, which affects the 
quality factor and the homogeneity of the quality factor. 

A

Node

Antinode Ω

a b

Shell

Stem

Anchor loss  
Fig. 1. (a) Schematic diagram of hemispherical resonator structure and 
anchor loss; (b) Schematic diagram of the standing wave progress of the 
hemispherical resonator. 

Hemispherical resonator energy is dissipated from the 
substrate through elastic waves. By obtaining the energy 
transferred to the substrate, the quality factor of the 
hemispherical resonator determined by the anchor loss can 
be obtained. A perfect-matched layer (PML) is used, where 
the PML is added to the outside of the substrate to absorb the 
energy transferred from the substrate. The quality factor can 
be calculated by the following equation: 

Re( )

2 Im( )
Q




    (1) 

where Re( ) Im( ) 、  are the real and imaginary parts 

of the inherent frequency ω of the mode, respectively. 

Resonator

Substrate

Perfectly Matched Layer

a b

rPML

RPML

 
Fig. 2. (a) Schematic of the structure of the hemispherical resonator, 
substrate and perfectly matched layer (b) Diagram of the finite element 
meshing. 

The simulation model shown in Fig. 2(a) was established 
using COMSOL software, which contains the hemispherical 
resonator, the substrate, and the PML. The outside of the 
PML is a fixed constraint, the different structures are 
bounded connections, and the other boundaries are free. The 
thickness of the PML is usually larger than the wavelength of 

the solid elastic wave to ensure that the elastic wave is fully 
absorbed: 

PML PMLR r    (2) 

where 
PMLR  is the diameter of the perfectly matched layer, 

  is the wavelength of the solid elastic wave, and 
PMLr  is the 

radius of the finite element substrate. Usually 20PMLr r  , r is 

the radius of the hemispherical resonator. 

The wavelength is given by Eq: 

C

f
     (3) 

where C is the wave speed of sound propagation in a 
solid, and f is the frequency of vibration. 

For longitudinal waves in solid materials, C can be 
calculated from the following equation: 

(1 )

(1 )(1 2 )

E v
C

v v



 

   (4) 

where E,  and   are Young's modulus, Poisson's ratio, 
and material density, respectively. 

In addition to the size of the PML, the mesh delineation 
will also seriously affect the results of the calculation. 
Mapping and sweeping are chosen to delineate the mesh of 
the PML part to ensure the uniformity and denseness of the 
mesh delineation. A tetrahedral mesh is used for the 
hemispherical resonator and the substrate, and the mesh is 
encrypted in some areas. Mesh-independence verification 
was performed to ensure the accuracy of the calculations. 

The structure's modal analysis was first carried out using 
the finite element PML method. The mode shapes, inherent 
frequencies, and quality factors of the main modes of the 
structure are analyzed. The dimensional parameters of the 
hemispherical resonator are shown in Table I. 

TABLE I.  DIMENSIONAL PARAMETERS OF HEMISPHERICAL 
RESONATORS  

Dimensional parameters Value(mm) 
R1 10.4 
R2 9.6 
r1 2 
r2 1.5 
d 6.8 
t 0.8 
h 4 

 

 Fig. 3 illustrates the dimensions of the hemispherical 
resonator used for the simulation and the main mode shapes. 
The main modes of the hemispherical resonator are the four-
wave amplitude vibration mode, the respiration mode, the 
first-order swing mode, and the second-order swing mode. 
The four-wave amplitude vibration mode is the working 
mode of the resonator. Due to the high symmetry of its 
structure and vibration mode, almost no energy is transferred 
out through the anchor rod during vibration in this mode, and 
this mode has a high-quality factor. However, due to the 
processing defects of the actual machined hemispherical 
resonator, the energy between modes is coupled to each 
other. The energy of the four-wave amplitude vibration mode 
of the hemispherical resonator is transferred to the 
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neighboring modes for dissipation. It can be seen from the 
mode shapes that the first- and second-order swing anchors 
of the resonator have large displacements that transfer energy 
to the fixed base and thus lead to rapid energy dissipation. 

h
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Dimensions Four-wave amplitude 
vibration mode

Respiration mode

Second-order swing modeFirst-order swing mode

h

d t
1r

2r
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Fig.3. Dimensions and main mode shapes of the hemispherical resonator. 

Fig. 4 illustrates the effect of anchor height h on each 
mode's frequency near the hemispherical resonator's 
operating frequency. The inherent frequency of the four-
wave amplitude vibration of the hemispherical shell is 5409 
Hz, which is not affected by the anchor height h. The other 
modes, on the other hand, show a significant decreasing 
trend with increasing anchor height h. The first-order swing 
mode frequency of the hemispherical resonator decreases at 
the fastest rate. In the modal design, the frequency of the 
non-working modes should be separated from the frequency 
of the working modes with a large interval, so as to reduce 
the energy transfer between the modes. When the anchor 
height h is at 2 mm and 4 mm, the respiration mode and the 
first-order swing mode are close to the four-wave amplitude 
vibration mode, and this interval should be avoided when 
designing the anchor height h. The second-order swing mode 
of the hemispherical resonator decreases from 7000 Hz to 
5800 Hz with the increase of anchor height h, which is 
always larger than the operating frequency of the 
hemispherical resonator. However, as the anchor height h 
increases, it gradually approaches the operating mode of the 
hemispherical resonator, which is unfavorable. 
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Fig.4. Effect of anchor height h on the inherent frequencies of the 
hemispherical resonator. 

Fig. 5 shows the effect of anchor height h on the quality 
factor of each mode of the hemispherical resonator. It can be 
seen that the quality factors of the hemispherical resonator 
four-wave amplitude mode and the breathing mode of the 
hemispherical resonator are significantly higher than those of 
the first-order and second-order swing modes of the anchor 

stem, which are all higher than 1 × 109. The effect of the 
anchor height h on the quality factor does not change 
significantly. On the other hand, the quality factor of the 
swing modes of the hemispherical resonator is lower and is 
significantly affected by the anchor height h, with the quality 
factor ranging from 3000 to 80000. The first-order swing 
modes of the anchors are more sensitive to the anchor height 
h, and there exists a minimal value when the anchor height h 
is 4 mm. The quality factor of the second-order swing modes 
of the anchors has a slight increase with the increase of 
anchor height h. 
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Fig.5. Effect of anchor height h on the quality factors of the hemispherical 
resonators 

III. OPTIMISED DESIGN OF HEMISPHERICAL RESONATOR 

MODES 

Based on the above modal analysis, an equivalent model 
for the energy dissipation of the hemispherical resonator is 
proposed, as shown in Fig. 6(a). The modal mass of the 
hemispherical shell part of the hemispherical resonator can 
be denoted as M, and dM is the asymmetric inhomogeneous 
modal mass on the shell. The inhomogeneous mass dM 
transfers energy to the neighboring modes of the four-wave 
amplitude vibrational mode. Assume that the energy that 
dM has on it is dE. The energy dE that the inhomogeneous 
mass dM has is proportional to the total energy E that the 
hemispherical resonator has: 

M
dE E

M

d
     (5) 

The energy dE possessed on dM is partially transferred to 
the other modes of the hemispherical resonator, and then the 
energy gained by the other order mode of the hemispherical 
resonator is δidE: 

idE K dE      (6) 

where K is the ratio coefficient, which affects the energy 
transfer between the modes of the hemispherical resonator. 

The unbalanced mass dM and the ratio coefficient K are 
the key factors affecting the vibration quality factor of the 
hemispherical resonator. In addition to reducing the 
unbalanced mass dM, the quality factor can be improved by 
reducing the ratio coefficient K through the optimization of 
the modal design. There are two design principles for 
reducing the K: 

1) Avoid that the inherent frequencies of other modes are 
close to the resonant frequencies of the working modes; 

 2) Design the node of the modal vibration shape at the 
connection between the hemispherical shell and the anchor 
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stem to avoid the hemispherical shell energy dissipation 
through the anchor stem as much as possible. 

h=10mm h=16mm

Node

h=4mm
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b
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δdE

M-dM

KQ

Qi

First-order Second-order

 
Fig. 6. (a) Energy dissipation model of the hemispherical resonator; (b) 
Nodal design. 

From the results of the modal analysis, it can be seen that 
the quality factor of the first-order swing mode and the 
second-order swing mode of the resonator is low, and its 
anchor energy dissipation is high. The resonant frequency 
and mode shape of this mode can be changed by adjusting 
the anchor height h or anchor diameter. As shown in Fig. 
6(b), the simulation results show that different anchorage 
heights h affect the nodes of the second-order swing mode of 
the hemispherical resonator. When h is 4 mm, the second-
order swing mode of the resonator is similar to the first-order 
oscillating mode and does not have nodes. When h is 10 mm, 
the node position is located at the connection between the 
hemispherical shell and the anchor stem. As the anchor 
height h increases, the node moves downward, and when h is 
16 mm, the node is located below the connection between 
the spherical shell and the anchor stem. 

IV. SIMULATION 

In order to verify the accuracy and validity of the above-
proposed node design, further finite element PML frequency 
response analysis was carried out. Based on the model in Fig. 
2, a simple harmonic force F of 1 N is applied at the lip edge 
of the resonator. The swept frequency ranges from 5350 to 
5374 Hz near the operating frequency with a frequency 
interval of 0.1 Hz.  

F

 
Fig.7. Results of the harmonic response of the hemispherical resonator at 
different anchor heights. 

Fig. 7 shows the effect of the excitation frequency and 
the anchor height h on the total energy possessed by the 
hemispherical resonator. It can be seen that the harmonic 
frequency of the resonator is at 5372 Hz, and the variation of 
the anchor height h hardly affects the operating frequency of 

the resonator. However, the anchor height h significantly 
affects the total energy of the hemispherical resonator during 
the frequency response. The hemispherical resonator has the 
largest total energy of 6 × 10-5 J at an anchor height h of 10 
mm, indicating that the hemispherical resonator has the 
highest quality factor and only a small amount of energy is 
dissipated from the anchor. Comparing the nodal design 
presented in Fig. 6(b), it is found that at an anchor height h of 
10 mm, the second-order swing mode at this time is just at 
the anchor stem and hemispherical shell connection. In 
contrast, when the anchor height h is at a non-nodal position, 
the hemispherical resonator resonance energy decreases 
rapidly, highlighting the importance of the nodal position. 

V. CONCLUSION 

In this paper, the effect of anchor height on the quality 
factor of the hemispherical resonator is investigated. The 
individual inherent frequencies and modal shape of the 
hemispherical resonator are analyzed using the finite 
element method with a perfectly matched layer, and the 
vibrational energy loss mechanism of the imperfect 
hemispherical resonator is revealed. The concept of nodal 
design is proposed on the basis of the modal frequency 
design of the hemispherical resonator. By designing the 
node of the second-order swing mode of the hemispherical 
resonator at the connection between the hemispherical shell 
and the anchor stem, the modal coupling and energy transfer 
can be avoided, thus improving the quality factor of the 
hemispherical resonator. The finite element frequency 
response is used to verify the accuracy and validity of the 
design concept. 
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Abstract—We consider the hemispherical resonator gyro 
with flat electrodes and electrostatic control sensors. The 
mathematical model of a gyroscope describing resonator 
oscillations during electrical balancing applicable to 
compensate frequency difference is constructed. The resonator 
dynamics is studied by taking into account the nonlinear effects 
caused by electrical balancing. It is shown that the resonator 
balancing by using eight electrodes does not completely 
compensate for the frequency difference.  It is recommended to 
use sixteen electrodes for electrical balancing.  

Keywords— hemispherical resonator gyro, flat electrodes, 
nonlinear oscillations, drift, electrical balancing.  

I. INTRODUCTION  

One of the most promising gyroscopes for inertial 
navigation systems is the hemispherical resonator gyros 
(HRG), also referred to as wave solid-state gyros in Russian 
publications. The analysis of publications [1-3] shows that 
the scope of HRG research and development will expand in 
the near future, contributing to an increase in the accuracy of 
gyroscopes. Due to its characteristics and the possibility of 
increasing accuracy, HRG is becoming the most promising 
type of gyroscope for navigation systems in various fields of 
application [2,4,5]. 

The operating principle of the HRG is based on the 
inertia effect of elastic wave oscillations of a hemispherical 
resonator, which is created from quartz glass, which has an 
invariable isotropic pattern and quality factor. The metallized 
surface of the resonator, together with the electrodes, 
provides electrostatic sensors for control and information 
retrieval. HRG with a hemispherical resonator belongs to 
high and medium precision gyroscopes. Achieving high 
accuracy for HRG is possible if the hemispherical resonator 
has a high-quality factor (Q~107), as well as high-quality 
manufacturing and precise balancing, which significantly 
reduce the impact of the anisotropic properties of the 
resonator on the measurements obtained. The justification for 
the HRG includes methods for manufacturing a quartz 
hemispherical resonator and its cost, which is associated with 
the use of a number of precision technological operations [6]. 
Therefore, recently, the works aimed to improve the design 
of the HRG, associated with reducing the overall dimensions 
of the structure, simplifying the technology for the location 
of power and measuring electrodes have been carried out. It 
is known that the edge of a hemispherical resonator moves 
during oscillations of movement not only in reference to the 
axis of the resonator, but also parallel to it. This makes it 
possible to connect all the electrodes on a flat electrode 
assembly, stabilizing it parallel to the end edge of the 

hemispherical processing of the resonator. In the new version 
of the HRG design, the metal coating is applied only to the 
end edge of the hemisphere, which significantly reduces 
internal friction in the resonator and simplifies its 
manufacturing technology. The metal coating of the edge of 
the hemisphere together with the base electrodes form 
electrostatic sensors for control and information readout. In 
this design, it is much easier to ensure the uniformity of the 
flat gap between the end surface of the resonator and the flat 
electrode assembly [6]. Using this design scheme, the French 
company Safran Electronics & Defense developed and 
launched the production of a high-precision HRG [4] with a 
quartz hemispherical resonator with a diameter of 20 mm. 

It follows from publications that the most effective 
method to increase the HRG accuracy is to balance the 
resonator; however, this is one of the most labor-intensive 
and expensive operations of assembling and adjusting the 
HRG. The need for balancing arises due to small deviations 
of real resonator from the ideal axisymmetric shape and the 
appearance of an imbalance, leading to a splitting of the 
resonator’s natural frequencies and to decreasing quality 
factor due to the dissipation of oscillations energy in the 
supports. The accuracy characteristics of the device largely 
depend on the quality of balancing [4,6]. Experimental data 
demonstrating the effectiveness of balancing hemispherical 
resonators by ion sputtering is presented in [6]. The HRG 
drift decreased by two orders of magnitude, and the quality 
factor increased by an order of magnitude. In this case, the 
residual frequency difference was 0.004 Hz. The French 
company Safran Electronics & Defense [4] has developed 
the procedure that balances the resonator and reduces 
frequency mismatch. Its duration is several hours. As a 
result, the frequency difference does not exceed 0.0005 Hz, 
the quality factor is 107, and the drift is less than 0.01 deg/h, 
regardless of the mechanical impact to which the object is 
subjected. 

In the considered designs of HRG quartz resonators, the 
residual splitting of the natural frequency remaining after 
mechanical balancing was 0.004 Hz and 0.0005 Hz. To 
further correct residual imbalances without removing 
material in the gyroscope operating mode, electrostatic 
balancing based on applying a constant voltage of various 
magnitudes to individual electrodes is used [4,6,7] 

Control of resonator oscillations, including balancing, is 
carried out by applying voltage to flat electrodes, which form 
a system of electrical capacitors with the resonator. A 
mathematical model of an HRG with electrodes on the 
spherical surface of a resonator, which describes linear 
electrical and mechanical oscillations in an interconnected 
form, including during electrical balancing, was obtained in 
[7]. A linear mathematical model of an HRG with flat 
electrodes is presented in [8]. 

This work was supported by the grant of the Russian Science
Foundation (project No. 23-21-00546).  
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Works [10-11] take into account the impact of nonlinear 
properties of electrostatic control sensors on the dynamics of 
HRG with a ring and cylindrical resonator. In [12-16] it is 
shown that the reference voltage causes a drift of the HRG 
when taking into account nonlinear terms in the dynamics 
equations. In this work, the goal is to study the dynamics of a 
hemispherical HRG resonator with flat electrodes during 
electrical balancing, taking into account the nonlinearity 
caused by electrical processes in the gyroscope control loop.   

II. EQUATIONS OF SMALL FORCED RESONATOR OSCILLATIONS 

We consider a thin elastic hemispherical resonator 1 (Fig. 
1), the metallized edge 3 of which, together with flat 
electrodes 4 located on the base 2, forms sensors for control 
and information retrieval. The HRG resonator is made of 
fused quartz glass. It is assumed that the elastic properties of 
the resonator material are isotropic; instrumental 
manufacturing errors are not taken into account. 

Let the hemispherical shell rotate around its axis of 
symmetry with an angular velocity Ω, which we will further 
consider to be small compared to the natural oscillation 
frequency ω, i.e. / 1  . 

 
Fig. 1.  Wave solid-state gyroscope with a flat node of electrodes: 1 - 
resonator; 2 – gyroscope base; 3 – metallized resonator surface; 4 - 
electrode; 5 - the junction of the resonator with the base 

As a model, we will use the equations of resonator 
dynamics HRG with flat electrodes [16]:   
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where * / ,f f d  * /g g d  are dimensionless 

generalized coordinates, *f  and *g  are generalized 
coordinates of the main second waveform, equal to the 
displacement in the direction of the HRG axis at two fixed 
points of the end surface of the resonator, spaced from each 
other at an angle of π/4; d is the gap between the undeformed 
resonator and the electrodes; m – the reduced mass of the 
resonator corresponding to the main waveform, equal to 

hemispherical resonator 24.8m hR  ; h  – thickness of the 

resonator; R – radius of the hemisphere; 2c m  – reduced 

stiffness; 
2

2.62
3(1 )

h E
 = 

R


  
– the frequency of free 

oscillations of a hemispherical resonator[16]; E – Young's 
modulus;  – Poisson's ratio;  – density of the resonator 

material; 0 0 /C S d  – electrode capacitance with an 

undeformed resonator; 0 = 8.85· 10-12 F/m – electric 
constant S – electrode area; d – nominal gap between an 
undeformed resonator and electrodes; iU – potential 
difference between resonator and control electrodes; 

2 ( 1) /i i n    – the angle determining the position of the 

i th electrode (i = 1,2, ...,n). In equations (1) and further, the 
dot indicates the differentiation in time t. 

Note that the equations of dynamics of HRG with 
spherical resonators [7,16] have the same form. They differ 
only in that the generalized coordinates of the main second 
mode of oscillations are equal to the radial displacements, 
and not to the displacements in the direction of the axis of 
symmetry of the HRG. In addition, in [7,16], when 
normalizing generalized coordinates, coefficients that 
depended on the geometric parameters of the spherical 
electrodes are used.  

We rewrite the equations of the system, taking into 
account one of the main defects of the resonator – frequency 
difference: 

1

2

cos 4 sin 4 ,

sin 4 cos 4 ,

F
mf cf fb gb

d
F

mg cg fb gb
d

     

     




                (2) 

where b is the modulus of frequency difference, α is the 
angle of orientation of the main axes of rigidity, F1 and F2 
are control forces determined by the formulas:  
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III. ELECTRICAL BALANCING OF THE RESONATOR 

The voltages Ui  supplied to the electrodes are 
determined by a specific control law. Let's consider a 
gyroscope with sixteen electrodes. For electrical balancing, a 
voltage of the form [7] is applied: 

)cos 2(i iU U  ,       (i = 1,2,…,16)               (4)  
Substituting (4) into (3), we find the control forces 
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         (5) 

where µ=2U2/(dC0) is a coefficient characterizing 
electrostatic forces. In (5), terms containing f and g in 
powers higher than three are discarded. 

Neglecting (5) nonlinear terms with respect to f and g, we 
obtain 
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Thus, forces F1 and F2 are formed, which at µ = – bd 
compensate for the difference in frequency in equations (2). 
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In this case, the terms bf and bg appear, causing a change in 
the oscillation frequencies of the resonator. 

There are HRG designs that use not only sixteen control 
electrodes, but also eight. Therefore, consider a gyroscope with 
eight electrodes. In this case, ( 1) / 4i i    the angle that 

determines the position of the i th electrode (i = 1, 2,…, 8). 

Substituting a voltage of the form (4), (i = 1, 2,…, 8) into 
(3) and linearizing the expressions for f and g, we will have 

1

2

( cos4 ),

( cos4 ).

F f f

F g g
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                                  (7) 

Forces F1 and F2, as follows from (7), can partially 
compensate for the difference in frequency in equations (2). 

 Let's consider the influence of nonlinearity that appears 
when electrically balancing a gyroscope with sixteen flat 
electrodes. Let us substitute force expressions (5) into 
equations (2), compensating for different frequencies (i.e. at 
µ = – bd). Passing to dimensionless time t   , we get 

2 2 3

2 3

2 2 3

3 2

(2 3 ( )  2 cos 4

(3 )sin 4 ),

(2 3 ( ) 2 cos 4

( 3 )sin 4 ),

f f f f g f f

f g g

g g g f g g g

f fg

       

  

      

  






        (8) 

where 2/ ( )bd m    . 
From equations (8) it follows that the reference voltage 

causes a decrease in the frequency of natural oscillations. 
These conclusions are consistent with the result obtained in 
[7]. We will study system (8) using the Krylov–Bogolyubov 
averaging method [18]. To do this, we bring it to a standard 

form by moving from variables , , , gf g f  to slowly 

changing variables , , ,r k   , called orbital elements in 
mechanics [7] 
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    (9) 

Note that the Krylov–Bogolyubov averaging method is 
physically implemented in the electronic circuit of the 
gyroscope. High-frequency functions of time f , g  
measured using a capacitive system of electrodes are 
presented in the form of two normal vibration modes with 
amplitudes r and k. The orientation of the wave pattern of 
oscillations on a plane f , g  is determined by the 
precession angle, the change in the phases of oscillations of 
two normal modes depends on the slow variable. 

If the amplitudes of the main and quadrature oscillation 
waves ( r k ), the precession angle is not determined, 
therefore this mode is not considered further. 

The equations of motion in slow variables  , ,r k  , , 

in the first approximation of the averaging method, have the 
form 
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From the first two equations (10) it follows that the total 
energy of the resonator does not change E = (r2 + k2)/2 = 

const. The terms 
3

8
kr  and 2 29

(  )
8

r k    in the third and 

fourth equations of system (10) indicate a change in the drift 
and characteristic oscillation frequency of the resonator when 
the reference voltage is applied [17]. This can be explained 
by the fact that voltage is applied to the electrodes 

)cos 2(i iU U   (i = 1, 2,..., 16), and the force acting 
on the resonator is proportional to the square of this 

voltage
2 2

2 )
2 2

cos4(i iU
U U

   . That is, the force has 

a constant component, independent of the angle θ, which 
causes a frequency drift and offset, the same as when a 
reference voltage is applied. The force component, which is 
dependent on the angle θ and is proportional to 

)cos4( i  , causes a drift 
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
 proportional to 

)cos4( i  . According to (10), the angular velocity of the 
HRG drift changes in direct proportion to the amplitudes of 
the main and quadrature waves of oscillations r, k, which is 
consistent with [19]. To eliminate the error caused by 
nonlinearity, in gyroscopes of this class the oscillation 
amplitude r is kept constant, and the quadrature k is sought to 
be reduced to zero [19]. 

IV. CONCLUSION 

The study has shown that the voltage supply of this type 
can be used for electrical balancing of an HRG resonator 
with flat electrodes. At the same time, the average oscillation 
frequency of the resonator decreases. However, in addition to 
balancing, the applied voltage leads to an additional 
undesirable effect - gyroscope drift, which is directly 
proportional to the amplitudes of the main and quadrature 
oscillation waves. It is also shown that balancing the 
resonator with eight electrodes does not allow to completely 
compensate for the frequency difference. Therefore, sixteen 
electrodes are recommended for electrical balancing. 
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Abstract—The assembly of the resonator and the flat 
electrode is the key process during the manufacturing of the 
hemispherical resonator gyroscope. However, the inclined error 
is inevitable during the assembly. Therefore, the electrostatic 
force produced by the bias voltage varies at different central 
angles, leading to an additional frequency mismatch. The 
theoretical model of the inclined assembly has been widely 
investigated. While the FEM analysis is rarely investigated. In 
this study, theoretical analysis and simulations have been 
conducted to investigate the frequency mismatch caused by the 
inclined error. The theoretical relationship between the gap and 
the inclined angle is deduced. A finite element model is 
established to calculate the frequency mismatch caused by the 
unevenness of the electrostatic force. The frequency mismatch 
under different inclined angles, bias voltages, and average gaps 
are investigated. The frequency mismatch reaches the order of 
10-3 Hz when the inclined angle is 200 arc second and the average 
gap is 30 μm. The simulation results provide a guidance for 
choosing the average gap and controlling the inclined error. 

Keywords—hemispherical resonator; inclined assembly; 
frequency mismatch 

I. INTRODUCTION  

The hemispherical resonator gyroscope (HRG) is a kind of 
solid-state gyroscope with advantages of high accuracy, high 
reliability, and small size. Achieving high-precision 
gyroscope puts stringent requirement on the symmetry of the 
core elements. The assembly of the resonator and the flat 
electrode is a key process during the manufacturing of HRGs. 
Welding and gluing are usually employed to connect the 
resonator and the flat electrode, and the gap between the 
resonator lip and the flat electrode is about 30 μm -100 μm.  

Although the flat-electrode structure proposed by Sagem 
is simpler and more compact than the sphere-electrode 
structure, assembly errors are inevitable [1]. The inclined error 
and the eccentric error are the primary errors of assembly [2, 
3]. The inclined error directly affects the gap uniformity. 
Efforts have been made to identify and compensate for the 
assembly errors. Hang et al. established a mathematical model 
between the assembly pose error and the equivalent 
capacitance. The algorithm of identification was realized 
using the support vector regression [4]. Ruan et al. 
investigated the formation mechanism of the inclined 

assembly. The inclined angle and the azimuth of the 
inclination were successfully obtained using the Nelder-Mead 
simplex algorithm. The bias instability reduced from 2.470°/h 
to 2.322°/h after compensation [5]. Ning et al. deduced the 
theoretical model of the inclined assembly. Based on the 
theoretical calculation, the frequency mismatch was at the 
order of 10-4 Hz when the inclined angle was 60 arc second 
for the 30mm-diameter resonator [6]. In addition to the 
theoretical analysis, researchers are also devoted to improving 
the assembly precision. Medicon developed an assembling 
machine that  was made up of precision alignment module, 
gap measuring module, and acoustic parameter measuring 
module. The assembling machine adjusts the pitch and the 
location of the resonator according to the real-time gap. Yuan 
et al. also designed an assembly apparatus to control the gap 
between the resonator and the flat electrode. The average gap 
was 33 μm， and  the maximum deviation was 3μm by using 
the assembly apparatus [7]. The nonuniformity of the gap is 
still quite large, even though the assembly is assisted by the 
precise apparatus. The nonuniformity of the gap leads to the 
nonuniformity of the electrostatic force, which results in the 
additional frequency mismatch. The resonators are well-
balanced before assembly, their frequency mismatch are 
usually lower than 1 mHz. However, the frequency mismatch 
may increase to several mill hertz after assembly. Deng et al. 
proposed a method to separate the mass and gap errors. The 
frequency mismatch caused by the mass error remained 
unchanged when the bias voltage varies. While the frequency 
mismatch caused by the gap error will change at different 
voltages [8]. 

The theoretical model of the imperfect assembly has been 
intensively investigated. However, accurate experimental 
verification is hard to conduct, because it is difficult to control 
the inclined angle precisely during the actual assembly 
process. Moreover, the FEM analysis is rarely conducted to 
investigate the influence of the inclined assembly on the 
frequency mismatch. In this paper, theoretical analysis and 
simulations have been conducted to investigate the frequency 
mismatch caused by the inclined assembly of the resonator 
and the flat electrode. The actual gap and the actual 
electrostatic force are deduced based on the flat capacitors. 
The results show that the gap varies as a cosine function of the 
central angle. The unevenness of the gap is proportional to the 
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inner radius of the resonator and is inversely proportional to 
the average gap. The relationship between the electrostatic 
force and the central angle is also investigated. The frequency 
mismatch of the n=2 mode under different bias voltages, 
average gaps, and inclined angles are acquired. The influence 
caused by the inclined error is analyzed based on the 
simulation results. 

II.  INFLUENCE OF THE INCLINED ASSEMBLY 

As shown in Fig. 1, the hemispherical resonator is 
assembled with an inclined angle of α. The line AB is defined 
by the lowest point and the highest point of the resonator lip. 
The projection of the line AB on the xoy surface is named as 
the inclined direction. The inclined direction coincides with 
the x-axis in this case. The surface of the flat electrode is 
coated with gold. The gold film is cut into eight or sixteen 
electrodes. 

Fig. 1.  The scheme of inclined assembly 

The gap between the resonator lip and the flat electrode at 
different central angles can be expressed as  

 0 cos sind d r     (1) 

where r is the radius of the hemispherical resonator, α is the 
inclined angle, d0 is the average gap, φ is the central angle.  

The gap nonuniformity ΔG can be defined as ΔG = 
(rsinα/d0)×100%. Fig. 2 shows the gap distribution at different 
central angles where the radius of the hemispherical resonator 
is 10 mm and the average gap is 50 μm. When the inclined 
angle reaches 20 arc second, the maximum of the gap error is 
0.97μm. Therefore, the inclined assembly has a significant 
influence to the gap between the resonator and the flat 
electrode. 

 

Fig. 2.   The gap distribution at different central angle. 

 

The resonator lip and the electrodes form capacitors. 
Hundreds of bias voltage are applied to each capacitor. The 
electrostatic force of the unit area can expressed as  
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where ε0 is vacuum dielectric constant, εr is relative dielectric 
constant, dA is the unit area, and V is the bias voltage. 

The nonuniformity of the electrostatic force ΔK can be 
defined as  

   

max min

max min

2 2
0 0

max min2 2

0 0

100%

1 1
,

2 2sin sin
r r

df df
K

df df

where

V V
df dA df dA

d r d r

   
 


  



 
 

 (3) 

According to Eq. (2), the electrostatic force varies from 
different central angles. The inclined angle leads to the 
nonuniformity of the gap. The resonator and the flat electrode 
form a capacitor whose capacitance is determined by the gap. 
The uniformity of the capacitance directly affects the 
electrostatic detection and the excitation. The variation of the 
gap further results in the nonuniformity of the electrostatic 
force. The electrostatic force produced by the bias voltage is 
time-independent. Thus, the force acts as a prestress to the 
resonator during the simulation.  

III. SIMULATION  RESULTS 

The finite element simulation is used to investigate the 
frequency mismatch caused by the inclined errors. The pre-
stressed analysis type is chosen in the Comsol. The 
electrostatic force is applied to the lip of the resonator as a 
boundary load. As shown in Fig 3, the boundary load 
coincides with the symmetry axis of the resonator. The 
distribution of the stress caused by the uneven electrostatic 
force is first acquired. Then, the eigenfrequency of the 
resonator of the n=2 mode is calculated. The additional stress 
changes the resonator’s original stiffness, leading to the 
frequency mismatch.  

 
Fig. 3.The scheme of the load on the resonator lip

The material and the structural parameters of the resonator 
are listed in Table 1. 
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TABLE I.  MATERIAL AND STRUCTURAL PARAMETERS  
OF THE RESONATOR  

Density 2203 kg/m3 
Young’s modulus  71.7 GPa 
Poisson’s ratio 0.17 
Radius of resonator  10 mm 

 

The grid of the resonator is elaborately meshed. The 
frequency mismatch of the resonator of the n=2 mode is only 
0.000801Hz. The influence of the bias voltages, the average 
gap, and the inclined angle on the frequency mismatch of the 
n=2 mode are investigated. Fig. 4 shows the frequency 
mismatch under bias voltage from 50V to 300V when the 
inclined angle α is 100 arc second and the average gap d0 is 
50μm. The frequency mismatch of the n=2 mode is 
proportional to the square of the bias voltage. The frequency 
mismatch increases from 0.000803 Hz to 0.000831 Hz when 
the bias voltage reaches 300 V. Higher bias voltage leads to a 
lager frequency mismatch.  

 
Fig. 4. The frequency mismatch of the n=2 mode under different 
bias voltages. 

The influence of the inclined angle on the frequency 
mismatch is shown in Fig. 5. The average gap maintains 50 
μm. The frequency mismatch of the n=2 mode is 0.000857 Hz 
when the inclined angle α is 200 arc second and the bias 
voltage is 200 V. The frequency mismatch of the n=2 mode is 
0.000926 Hz when the inclined angle α is 200 arc second and 
the bias voltage is 300 V. The frequency mismatch of the n=2 
mode is proportional to the square of the inclined angle. 
Although the signal-to-noise ratio benefits from higher bias 
voltage, the frequency mismatch increases at a rapid rate when 
the bias voltage rises. The inclined error needs to be controlled 
during the assembly of the resonator and the flat electrode to 
reduce the frequency mismatch. 

The frequency mismatch under different inclined angles 
when the average gap is 30μm, 50μm, and 70μm, respectively, 
is shown in Fig. 6. The bias voltage is 300V during the 
simulation. The frequency mismatch increases rapidly when 
the average gap decreases from 70μm to 30μm. The frequency 
mismatch is 0.000809Hz when the average gap is 70μm. The 
frequency mismatch is 0.001033Hz when the average gap is 
30μm. As the increasing of the average gap, the gap 
nonuniformity gets smaller. For the average gap 30μm, 50μm, 
and 70μm, the gap nonuniformity are 16.1%, 9.7%, and 6.9%, 
respectively, when the inclined angle is 100 arc second. 

Moreover, the electrostatic force and the nonuniformity of the 
electrostatic force decrease simultaneously. The maximum 
electrostatic force of the unit area is 629 N/m2, and the 
nonuniformity of the electrostatic force is 31.5% when the 
average gap is 30 μm. The maximum electrostatic force of the 
unit area is 93.8 N/m2, and the nonuniformity of the 
electrostatic force is 13.7% when the average gap is 70 μm. 

 
Fig. 5. The frequency mismatch of the n=2 mode under different 
inclined angles.  

 
Fig. 6. The frequency mismatch of the n=2 mode under different 
average gaps and inclined angles. 

The simulation results indicate that the frequency 
mismatch of the n=2 mode is affected by the inclined errors of 
the assembly. Although the frequency mismatch caused by the 
inclined assembly is smaller than that caused by the geometric 
nonuniformity, it still has a detrimental effect on the high- 
precision gyroscopes. 

IV. CONCLUSION 

Simulation results illustrate that the frequency mismatch 
is proportional to the square of the inclined angle and the bias 
voltage. The smaller inclined angle, smaller bias voltage and 
larger average gap can reduce the frequency mismatch. 
Furthermore, the inclined assembly not only leads to the 
frequency mismatch but also leads to the gain errors. 
Therefore, the inclined angle should be carefully controlled by 
high-precision assembly. The simulation results provide 
guidance for choosing the average gap and controlling the 
inclined error. 
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Abstract – The solution to the current problem of 

estimating the frequency of working vibrations of a 
hemispherical quartz resonator of a solid-state wave gyro 
(SWG) in the mode of switching information and control 
signals is considered. For a continuous information retrieval 
process, an algorithm for finding the frequency has been 
successfully developed, but in the conditions of switching 
information and control signals it is not operational. In the 
switching mode, the time interval for observing signals is 
limited to a few periods, which complicates the signal 
processing algorithm. 

Keywords - wave solid-state gyroscope, information-measurement 
channels of SWG, signal switching, vibration frequency. 
 

I. INTRODUCTION 

In this paper, an important problem of determining the 
vibration frequency of a wave solid-state gyroscope is 
considered. Knowing the vibration frequency makes it 
possible to control errors associated with temperature 
changes. The vibration frequency is not included in the 
parameters of the state vector of the device, therefore, the 
academic approach based on the solution of motion 
equations does not work in this case [1]. 

For this reason, a separate development is required, based 
on the analysis of the primary SWG signal from the 
standpoint of well-known digital methods for processing 
primary information and measurement signals. 

II. SETTING THE TASK 

Let the primary signal of the information-measuring 
system of the device have the form [2]: 

bkt
T

t
Atz  )

2
sin()(                      (1) 

where A is the amplitude, T is the period, α is the signal 
phase; k, b are the coefficients of the linear trend, t is the 
time interval with a duration of N periods.  

For gyroscopes with a quartz hemispherical resonator of 
the SWG class, there are usually several information 
channels, any of them can be considered, the signal 
frequency of all channels is the same. The presence of a 
linear trend is characteristic of the switching mode. 

 (1) 

 

 

 

We consider period T to be known (in the first 
approximation). Over time, there is not an integer number 
of periods in the observation interval. 

  

The reason for this is a shift in the frequency of 
vibrations. The observation interval is represented as  
N(T + δ), where δ is the error of the period change. The task 
is to determine parameter δ. The control of a mechanical 
standing wave in a quartz hemispherical resonator, which is a 
sensitive element of a wave solid-state gyroscope, is carried 
out by applying voltage to a system of electrodes forming, 

together with a sprayed resonator, a system of electric 
capacitors. These voltages are controlled using signals taken 
from another electrode system - information (measuring) 
electrodes. The influence of control electrodes and 
information electrodes on the dynamics of a quartz 
hemispherical resonator is studied in sufficient detail in the 
works of academician V.F. Zhuravlev [1,3].  

The dynamic model of the main working (second) 
waveform as an electromechanical system, which is a 
hemispherical resonator with control electrodes and 
information retrieval electrodes, is considered in detail in the 
well-known joint publication by D. Lynch and V.F. 
Zhuravlev [3]. The information electrodes allow measuring 
the generalized coordinates w1 and w2 of the main (second) 
form of elastic vibrations, equal to the radial displacement of 
the resonator at two fixed points separated from each other 
by an angle of 45° in angular measurement along the equator 
of the resonator. The dynamic equations of a hemispherical 
quartz resonator relate both to the case of information 
retrieval electrodes and to the case of control electrodes. 

In known SWG designs, there are usually eight information 
removal electrodes (n=8), and the radial movements of the 
quartz resonator w1 and w2 represent real movements at the 
location of the electrodes with numbers i = 1,2. 

In the case of control electrodes equal to n= 16 or n=8, 
the resistance R is small and it can be considered equal to 
zero. The distribution of voltage across the correction and 
control electrodes depends on the specific technical 
objectives of the control task. In this case, the amplitude of 
elastic vibrations (vibrations) of the resonator edge is 
maintained constant by the control electrodes. The 
amplitudes of the two measuring channels are proportional to 
the sine and cosine of the angle of orientation of the standing 
wave relative to the instrument body.  

 

III. THE SOLUTION TO THE PROBLEM 

We believe that we know the initial value of period T. 
We introduced a linear trend kt + b, since this error is 
characteristic of the switching mode, and greatly distorts the 
calculation of the frequency (period). We suggest subtracting 
the linear trend from the primary signal before starting the 
processing. Although the method for calculation of the linear 
trend is well known, we propose a simpler algorithm using 
the harmony of the primary signal. 

Let us consider two convolutions of the signal we are 
studying: 

                 
NT

dxxzS
0

1 )(  

(2) 

                
NT

dx
T

x
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2 .
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On the one hand, the left parts (2) are calculated 
numerically from experimental data, and the right parts after 
transformations are written as 

                     TNbkNTS  22
1 2

1
, 

(3) 

                      NkTS 2
2 4

1


 . 

From system (3), it is easy to find the linear trend 
parameters k and b. After subtracting the linear trend, the 
signal under study will be recorded as purely harmonic: 

)
2

sin()( 


T

t
Atz .   (4) 

We know the initial value of period T. Suppose that there 
was not an integer number of periods in the signal sampling 
interval (4), for example, N(T + δ) (N is an integer, δ – a 
small error associated with a change in the signal period). 
Consider the following convolutions of the signal (4):  

                   



)(

0

)
2

sin()(
 TN

s dx
T

x
xzR , 

(5) 

                   



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0

)
2

cos()(
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c dx
T

x
xzR . 

The left parts of formulas (5) are calculated digitally from 
experimental (measured) samples of the signal, the right 
parts are converted to the form (keeping the second degree of 
error δ): 

          2)sin()cos(
2


T

NT

NA

Rs  , 

(6) 

          2)cos()sin()sin(
2


T
NT

NA

Rc  . 

Note that retaining only one first degree of δ in the 
system of equations (6) leads to a degenerate system, 
therefore, it is necessary to retain the second degree. 

System (6) includes unknowns A, α, δ, so that it is very 
difficult to solve such a system analytically. 

Therefore, we apply the method of successive 
approximations. Let δ = 0 be a zero approximation; in the 
unperturbed system (6), we find the values of the unknowns. 

From the system of equations (6), under the condition 
δ = 0, we find the following variable parameters A*, α*:  

cR
NTA*

*

2
)sin(  ,   

sR
NTA*

*

2
)cos(                                    

                    22
*

2
cs RR

NT
A                                    (7) 

Substituting (7) into the perturbed system (6), we obtain 
the equation for the first approximation: 
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Let us write the solution of equation (8) as 
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The resulting formula (9) gives a value (in the first 
approximation) for changing the period of signal δ, thus 
completely solving the task. 

The new value T1 of the period can be found as  
T1 = T + δ. Value T1 can be taken as a new initial value for 
processing the next sample of the signal. Recall that N is an 
integer number of periods in the initial sample of the signal. 

IV. CONCLUSION 

The problem of estimating the frequency of working 
vibrations of the WSG resonator in the mode of switching 
measurement and control signals has been completely 
solved. Note the importance of expressions (7) for 
calculating the signal phase; the calculation of the signal 
phase is necessary for the development of frequency tracking 
systems (PLL and similar). If necessary, the solution 
according to formula (9) can be inserted into system (6) and 
the following approximation can be found. However, the 
practice of processing experimental results shows that the 
first approximation according to formula (9) is quite 
sufficient for a reliable estimation of the signal frequency. 
Practical studies of the SWG have shown that the effect of 
temperature on the change in the natural drift velocity is 
100/h, after the introduction of the resonant frequency 
model - no more than 0.050/h. 

The results of the report can be used not only in SWG 
research, but also in any tasks related to estimating the 
frequency of a harmonic signal using digital methods in 
conditions of low-frequency interference and a limited 
amount of data. 
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Abstract – The paper presents the results of the 
experimental studies and simulation of the accuracy in 
measuring the coordinates of the elements of the mark 
image. The possibilities of estimating distortions in the 
coordinates of image elements associated with lens 
distortion and mark distortions, as well as correcting 
these images, are shown. The obtained deviation of the 
coordinates of the elements of the mark image from the 
coordinates of the elements of the global matrix after 
correction of distortions is less than 0.1 microns. 
Experimental results of estimating the random error of 
measuring the values of the angle, coordinate and period 
of the mark are obtained. The estimates obtained coincide 
with the forecast and with the theoretical estimates. 

Keywords – linear-angular measurement, 2D scale, digital 
camera, optical mark. 

I. INTRODUCTION 

The creation of modeling stands for testing and 
calibration of navigation equipment requires the use of 
precision linear-angular measurement methods. To 
implement these methods, it is necessary to measure linear 
movements at the level of fractions of micrometers and 
angular rotations at the level of fractions of an arc second. 
The most commonly used approach to performing linear and 
angular displacements is the use of encoders or interference 
systems on diffraction gratings. The use of these systems 
makes it possible to achieve very high accuracy both in 
measuring linear and angular displacements [1,2]. CMOS and 
CCD cameras are widely used in various fields of technology 
to solve problems of measuring linear displacement and/or 
rotation. The matrix measurement technology considered in 
this paper is based on the use of a measuring mark with tens 

of thousands of elements. Preliminary studies conducted 
earlier were devoted to solving the problems of restoring the 
periodic structure of the mark image and eliminating 
distortions associated with lens distortion and mark 
manufacturing errors. The predicted error of this technology 
is at the level of fractions of a nanometer on a linear scale and 
thousandths of an arc second on an angular scale. [3,4]. 

In this work, a mark was used (Fig.1) with a period of 50 
microns and a diameter of elements of 30 microns. To carry 
out the research, a mock-up of a matrix measuring system 
with a heat sink and thermostating was used. As indicated in 
[3], the most important parameter of matrix meters that 
determines their resolution is the scale size, which, in turn, is 
limited by the size of the photodetector matrix of a digital 
camera. In these studies, a matrix angle meter (MAM) with a 
1.3 Megapixel photodetector matrix was used. 

 
Fig.1. Optical mark configuration 

 
In the design of the MAM, a protective housing with a 

water cooling system was used, and thermal protection was 
made in the form of an additional casing covered with foil 

The research was financially supported by a grant of the Russian 
Science Foundation no. 20-19-00412.
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insulation. Since the 1.3 Megapixel camera has a small heat 
dissipation, the proposed design made it possible to keep the 
temperature of the meter at 25 ° C. 

The MAM used is characterized by the following 
parameters. 

Digital CMOS Camera BR-1341LM-U [4] 

1.3 Megapixels, matrix size 6.6x5.3 mm, pixel size 5.2 
microns, 

1280x1024 pixels 

Lens: magnification G=1x. 

Mark: chrome photomask on glass, the diameter of the 
elements is 30 microns, the period is 50 microns. The 
diameter of the scale (area of analysis) is 5 mm. The number 
of mark image elements in the analysis area is 10,000. 

II. ANGLE MEASUREMENTS 

Studies of the matrix angle meter were carried out on the 
rotating platform of the SG-03 goniometer [6] of INERTECH 
Ltd. The rotary platform is equipped with a LIR-3200 SKB 
IS sensor [7]. The sensor uses a holographic radial scale with 
a diameter of 120 mm. The scale step is 1 micron. The 
resolution of the sensor is 0.01 arc-sec. 

When measuring an angle, as a rule, there is a 
combination of a deterministic cyclic error, which can be 
studied and corrected in detail, and a random error. It is the 
latter that limits the accuracy of angle measurement. The 
causes of cyclic error for MAM can be incomplete correction 
of lens distortion and mark manufacturing errors, the 
influence of uneven lighting, defects in brand manufacturing. 
The reasons for such errors for the LIR are primarily scale 
errors. 

In the absence of a standard of the required accuracy, a 
convenient procedure for studying angle meters is the use of 
two angle meters mounted on the rotor of the rotary platform. 
During the rotation of the rotor, the differences in the angle 
values are measured on 2 scales. The mutual phase shift of 
the scales allows, if necessary, to identify systematic errors 
of both sensors. 

Table 1 shows fragments of the synchronous 
measurement protocol for MAM and LIR sensors in the range 
from 0 to 360 deg. at a step of the rotation angle of the rotor 
of the rotary platform 10 deg. 

Table 1. 

№ U1 U0 R01 ds В 

 deg deg arc-sec pixel pixel 

1 0.23741006 229.5189222 470586.55 0.014 9.40366 

2 10.23976333 239.5218348 470584.54 0.016 9.40367 

3 20.23906938 249.5210825 470584.75 0.016 9.40367 

4 30.24244671 259.5244471 470584.79 0.015 9.40368 

5 40.24271586 269.5247328 470584.73 0.016 9.40368 

..            

32 310.2347521 179.5171854 470583.24 0.016 9.40366 

33 320.2317531 189.514114 470583.50 0.016 9.40366 

34 330.2327544 199.515056 470583.71 0.015 9.40367 

35 340.2356453 209.5178908 470583.91 0.016 9.40367 

36 350.2342324 219.5164 470584.19 0.016 9.40367 

The following designations are used in Table 1: 
U1 - angle reading in degrees for the MAM matrix meter, 

U0 is the angle reading in degrees for the LIR-3200 sensor 
of the rotary platform, 

R01 is the difference U1-U0 in arc seconds, 

dS is the RMS deviation of the measured coordinates of the 
mark image elements from the coordinates of the 
corresponding elements of the mathematical matrix in pixels. 

The values of the measured angles in columns 2 and 3 are 
presented in degrees up to 7 decimal places, with 1·10-7 
degrees corresponding to 0.0004 arc-sec. 

The RMS of the measurement results of the period 
between the images of the mark elements is 1·10-5 pixels = 
0.05 nm. In this case, B is the average value of the period 
between the elements of the mathematical matrix obtained in 
each experiment as a result of averaging. Such a small value 
of the RMS reflects the high efficiency of matrix technology 
in linear measurements, allowing you to calculate the exact 
magnification value of the lens for massaging the 
measurement results. 

V = B*5.2/50 =1.245086х, 

with a level of accuracy unattainable in any optical 
applications. 

The ds value is an indicator of the quality of 
measurements of image coordinates of mark elements, 
including a high level of correction of optical image 
distortions, including image tilt, distortion, mark 
manufacturing errors and lighting quality. The value 
ds=0.017 pixels corresponds to 0.1 microns. 

Figure 2 shows a graph of the normalized (minus the 
average value) difference in the measurement results R01. 
The maximum deviation of the difference is 1.2 arc-sec. 

 

Fig. 2. The dependence of R01 on the angle of rotation 

It is obvious that the cyclic component present in the 
functional in Fig. 3 is nothing more than the sum of the 
systematic errors of the two sensors. 

In [8], the experience of using nonlinear programming 
methods to calculate the parameters of a cyclic function 
involving a number of harmonics was described using the 
Excel option "Solution search" while minimizing the sum of 
squares of the discrepancy. 
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Limiting ourselves to four harmonics, we determine the 
coefficients an and bn of the cyclic function using the 
"Solution Search" under the condition 

ܵ1௡ ൌ ܴ01 െ ∑ ሺܽ௡ sinሺ݊ݔሻ ൅ ܾ௡ସ
ଵ cos	ሺ݊ݔሻሻ         (1) 

෍ሺܵ1௡ሻଶ

ே

→ ݉݅݊ 

where n is the measurement number. 
The cyclic function, defined as the sum of 4 harmonics, is 

shown in Fig. 3. 

The subtraction of the cyclic function from the difference 
of counts according to formula (1) is identical to the fact that 
the systematic errors of both sensors were separated 
(measurement cycles with mutual phase shift between 
scales), and correctors are built into the sensor program, 
eliminating the influence of systematic errors on the 
measurement results. 

 
Fig. 3. The sum of the four harmonics 

The subtraction of the cyclic function from the difference 
of counts according to formula (1) is identical to the fact that 
the separation of the systematic errors of both sensors 
(measurement cycles with mutual phase shift between scales) 
was performed, and correctors are built into the sensor 
program, eliminating the influence of systematic errors on the 
measurement results. 

Figure 4 shows a graph of the S1n discrepancy, which is 
the sum of the random errors of the MIU and LIR sensors. Its 
maximum values do not exceed ± 0.06 arc-sec. Since random 
errors, unlike systematic cyclic errors, cannot be divided by 
sensors, the following conclusion is obvious: the random 
error of the MIU matrix meter cannot exceed ± 0.05 arc-sec. 
This is an amazing level of accuracy of angle measurement 
for a device with a scale diameter of 5 mm. 

 
Fig. 4. The sum of the random errors of the MIU and LIR sensors 

The forecast of the angle measurement error for the 
configuration of the matrix angle meter with large sizes of the 
photodetector matrix may be less than ± 0.01 arc-sec [1]. 
Obviously, to confirm this level of accuracy, it is required to 
use at least an order of magnitude more accurate device as a 
reference. However, we do not have such a standard. To 
confirm these forecast values, the authors suggest using 
another measurement technology in the near future. 

III. MEASUREMENT OF LINEAR DISPLACEMENTS 

Metrological studies of the matrix displacement meter at 
the level of nanometer units are an even more difficult task. 
In this case, an interferometer could be used as a reference 
measuring instrument, but it is too expensive to create an 
interferometer with a resolution of several nanometers and 
with a measuring range of tens of mm for such an experiment. 

Therefore, it was decided to use two identical matrix 
meters, using them to synchronously measure movements. In 
this case, two independent devices are compared. The 
diagram of the measuring stand is shown in Fig. 5. 

 
Fig. 5. Diagram of a linear displacement measuring stand 

Figure 5 shows 2 measuring channels with identical 
cameras (1,4), lenses (2,5), measuring marks (3,6). The 
marks are fixed on the site of a linear translator 7 with a 
stepper motor 8 for the software implementation of 
movements. 

A linear miniature translator 8MT18-13 [9] with a 
displacement range of 13 mm and a resolution of 1 step - 1 
µm was used. 

The program provides simultaneous operation of two 
channels, forming two protocols of measurement results with 
each movement of the platform with marks. The program 
allows you to output "measured coordinates corresponding to 
any element of the mark" to the protocol. The definition in 
quotation marks needs to be clarified. In this case, the camera 
generates an image of the mark and calculates the coordinates 
of each element of the mark in the coordinate system of the 
photodetector matrix. Then, using the least squares method, 
the parameters of the mathematical matrix closest to the set 
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of coordinates of all analyzed elements in the mark image are 
searched. The indexes in the description of the elements of 
the mathematical matrix coincide with the indexes of the 
corresponding elements in the image of the mark. The value 
of dS is about 0.1 microns. The transition to a mathematical 
matrix is a way of averaging the coordinates of the entire set 
of analyzed elements. And the RMS of the average value is 
1/√N of the RMS of a single measurement. At N = 10000, we 
get an increase in accuracy by 2 orders of magnitude. Thus, 
instead of the usual physically real stroke, the coordinates of 
which determine the movement, the matrix meter uses a 
virtual coordinate calculated over the entire set of elements, 
but tied to a specific element. Next, we will call these virtual 
coordinates the coordinates of the mark elements for 
shortening. 

The measurement protocol displays the X and Y 
coordinates of the "central" (conditionally) element located 
in the middle of the height of the isosceles triangle connecting 
the reference points (Fig. 1). And if the starting point of the 
matrix is the point at the apex of the triangle with indices 
(0,0), then the "central" point has indices (0,18). 

Due to the inability to provide complete measurement 
protocols, especially for 2 channels, we will give some basic 
data on the experiment: the number of measurements is 52, 
the range of movements is 320 microns, the average step of 
movement is 6.3 microns, the duration of the experiment is 
about 6 minutes. The main indicator determining the 
accuracy of measuring linear movements is the measurement 
of the coordinates of the brand elements. The average value 
of this value was 0.0002 pixels ≈ 1 nm 

Based on the protocol data, the displacement value at each 
stage of the experiment is calculated using the formula 

௡ܮ ൌ ඥሺܺ௡ െ ଵܺሻଶ ൅ ሺ ௡ܻ െ ଵܻሻଶ 
 
where the differences in parentheses are the differences of the 
measured coordinates along the X and Y axes at the current 
and initial points of the experiment. 

The result is shown in Fig. 6. 

 

Fig. 6. Random error in measuring linear displacements 

This graph, as in the previous angle measurement 
experiment, represents the total random error of the used 
matrix length meters. The maximum deviation does not 
exceed ± 15 nm, and the total error is about 8 nm. 

Obviously, the random measurement error of each of 
these meters cannot exceed the specified values 

Thus, the real possibility of measuring displacements at 
the level of nm units by fairly simple means has been 
confirmed. Interestingly, this level of accuracy of length 
measurement is realized using a scale (measuring mark) for 
which the error of the coordinates of the elements is ± 1 µm. 

It is quite obvious that with such a high level of accuracy, 
the practical use of matrix meters is possible only in the 
presence of highly efficient heat removal, thermal insulation 
and vibration protection systems. 

IV. CONCLUSION 

Studies of matrix meters made in the form of prototypes 
with a heat sink and thermal protection have been carried out. 
Based on experiments using cross-calibration, it was 
concluded that the random angle measurement errors for the 
matrix meters used do not exceed ± 0.06" and ±15 nm, 
respectively. Considering that cameras with small 
photodetector arrays and with a small field of analysis 
(N≈10000) were used in the experiments, the authors are 
convinced that it is possible to significantly improve the 
measurement accuracy in the presence of large-dimensional 
photodetector matrices with an analysis field that provides 
the ability to measure from hundreds of thousands to 1 
million elements. 
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Abstract — This paper describes a technique for calculating 
transient heat transfer in a closed cavity of a strapdown inertial 
navigation system. The presented technique for heat transfer 
calculation is based on an iterative solution of the heat 
conduction task in ANSYS Mechanical, during which the 
average air temperature is calculated at each time step of a given 
transient process. The technique adequacy and results accuracy 
were assessed. It was shown that the calculation results are in 
satisfactory agreement with experimental measurements and 
qualitatively describe the nature of the considered thermal 
transient processes, with the error less than 6%. 

Keywords—SINS, numerical simulation, ANSYS, heat 
transfer 

I. INTRODUCTION 

The trend towards increasing the accuracy of modern 
strapdown inertial navigation systems (SINS) [1, 2] requires 
advanced computational studies during the design and 
development of devices. 

Significant causes for the occurrence and accumulation 
of errors in the output of SINS sensitive elements are inertial 
and thermal loads. 

The computational analysis of inertial loads is quite 
straightforward, considering the availability of modern 
engineering simulation software packages, while taking into 
account the thermal expansion of the SINS parts due to 
internal heat generation of electronic components, heat 
exchange inside the device and external thermal loads 
requires careful consideration of thermal boundary conditions 
due to their strong influence on the final result [3, 4, 5]. 

One of the most difficult phenomena is the heat transfer 
in the closed cavities of the device, since for convective 
boundary conditions widely used for thermal analysis, both 
quantities are unknown: temperature and heat transfer 
coefficient; in the case of transient thermal processes, their 
change over time is also unknown. 

The most accurate approach for simulation of heat 
transfer in the closed cavities is by means of computational 
fluid dynamics (CFD) and conjugate heat transfer. 
Application of such approach to SINS analysis is presented, 
for example, in [6], where it was shown that the heat transfer 
intensity is low, and the average heat transfer coefficient can 
be considered as constant. Thus, in order to solve considered 
task, it is necessary to estimate the temperature inside the 
device as a function of time, which is proposed to be done 
using the iterative method. 

II. DESCRIPTION OF THE TECHNIQUE 

With help of the developed technique, it is possible to 
perform a transient analysis of the SINS thermal state by the 
iterative method, solving heat conduction equations in 
ANSYS Mechanical. In this case, the average air temperature 
in the internal space of the SINS is calculated iteratively with 
assumption of fixed heat transfer coefficient. 

Iterative recalculation of the air temperature in the 
internal space of the device is carried out on the basis of the 
Newton-Richmann law by the iterative method with the 
power law of relaxation aimed to stabilize the convergence. 
The technique allows you to calculate several isolated 
cavities simultaneously. 

The system of equations is given below: 

1

1
0

, 0

, 0

( )

t
t ti

i i i
j jt

i t
t ti

i i i
j j

i
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  





        
     

 

, 

where t
iT  is the air temperature in the internal space of 

the device at time t of the transient thermal process at the i-th 
iteration of the calculation; 

1
t

iT   – air temperature at (i+1) - th iteration of the 
calculation; 

( )i i  – power law of relaxation, where it is assumed that 

0  = 0.001;   = 0,8; 

t
iQ  – heat flow through the surfaces on the j-th internal 

cavity at time t of the transient thermal process at the i-th 
iteration of the calculation; 

jA  – surface area of the j-th internal cavity; 

j  – heat transfer coefficient from the surfaces of the j-th 

internal cavity. 

The technique is implemented in the form of a Python 
script using the capabilities of the ANSYS Mechanical API 
(Application Programming Interface). Figure 1 represents the 
algorithm of the developed technique, showing the sequence 
of operations during the calculations. 
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 Definition of named selections 

for geometric entities
 Definition of pre- and 

postprocessor objects: boundary 

conditions, reactions

Function call (with 
corresponding arguments for 
each cavity)

 

Fig. 1.   Algorithm of the calculation technique 

III. VERIFICATION AND VALIDATION  OF THE TECHNIQUE 

In order to assess the adequacy and accuracy of the 
developed technique, verification was carried out based on 
comparison of calculation results with the results obtained by 
means of CFD and conjugate heat transfer [7, 8], as well as 
validation based on comparison of calculation results with 
experimental temperature measurements. 

Verification is carried out on the basis of a test problem 
solution – simulation of heat transfer for two contacting 
cubes with cavities and heat generation blocks inside them 
(see Fig. 2) in two different ways: 

• using the developed technique; 

• by solving the coupled problem of hydrodynamics 
and heat transfer inside these cavities in ANSYS Fluent and, 
at the same time, solving the problem of thermal 
conductivity in ANSYS Mechanical; iterative data transfer is 
carried out using the ANSYS System Coupling module. 

а) b) 

 
c) d) 

 

Fig. 2. Calculation model for the test problem: a) solid model; b) finite 
element model; c) thermal BC; d) named sets of internal surfaces 

Correct calculation of the SINS transient temperature 
field using the described technique implies development of a 
calculation model which contains a finite element mesh 
generated for considered parts, assigned material properties, 
contact pairs, as well as all significant thermal boundary 
conditions except the internal convection in cavities. The 
internal convection boundary conditions are generated by 
script during the solution. 

The results of CFD calculations are shown in Figs. 3–5, 
which demonstrate good qualitative and quantitative 
agreement of temperature fields obtained by different 
methods. 

In order to validate the developed technique, the 
calculation results were compared with experimental 
temperature measurements of the SINS presented in [6]. 
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Fig. 3. Calculation results using computational fluid dynamics: a) air 
circulation velocity vectors; b) air temperature in the calculation area 

a) b) 

 
Fig. 4. Comparison of temperature fields: a) calculation using the 
developed technique; a) calculation using a verification model 

The calculation model took into account the heat generation 
of the electronic components of the inertial measurement unit 
(the values were taken from manufacturer datasheets) and the 
boundary conditions of convective heat transfer with the 
environment, specified on the outer surfaces of the SINS. As in 
the case of the test task, the convective boundary conditions 
inside the casing of the inertial measurement unit were not 
specified, but were generated and iteratively recalculated by the 
script during the solution process. 

The temperature profile inside the casing was calculated 
for the transient thermal process lasting 6000 s. 

An experimental study of the SINS thermal state was 
carried out by means of thermocouples mounted on the 
surfaces of the accelerometer block parts. Temperature 
measurements were performed after turning on the device in 
the self-heating regime. 

а)   b)  

Calculation using the developed technique 
Calculation using CFD 

Fig. 5. Comparison of calculation results: a) in cavity 1; b) in cavity 2 

Since for the purposes of this work the thermal state of the 
accelerometers and the bracket on which they are mounted is of 
most interest, it is sufficient to limit ourselves to considering 
the results of four measurement points: T1, T2, T3 - on the 
accelerometers and T4 - on the bracket (see Fig. 6). 

   

Fig. 6. Thermocouples mounting on the accelerometer bracket 

The thermocouples are fixed at the measurement points 
using heat-conducting double-sided tape. The values of the 
measured temperatures were displayed and recorded in the 
memory of the thermometers. All channels have an error of 
± 1 °C. 

Graphs comparing the results of calculations and 
experimental measurements at the mounting points of 
thermocouples for T1 - T4 are presented in Fig.7. 

As can be seen from the graphs, the calculation results 
are in satisfactory agreement with the experimental 
measurements and qualitatively describe the nature of the 
considered transient thermal processes. 
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For a quantitative analysis of the results, the maximum 
errors were calculated during the entire estimated transient 
process for the corresponding thermocouples T1-T4: T1 – 
3.7%, T2 – 3.0%, T3 – 5.8%, T4 – 4.7%. 

a) 

b) 

c) 

d) 

Fig. 7. Comparison of calculation results and experimental measurements: 
a) at point T1; b) at point T2; c) at point T3; d) at point T4 

The temperature distribution in the bracket and accelerometers 
at the end of the calculation is shown in Fig. 8.  

 
Fig. 8. Temperature field in the accelerometer bracket 

IV. CONCLUSION 

Thus, the verification and validation of the developed 
technique has been successfully completed, from which it 
can be concluded that it is possible to use this technique in 
calculation of the transient thermal state of SINS. 

It is also advisable to note the significant time saving for 
calculations using the described technique in comparison 
with the technique [6] with comparable accuracy in 
calculation of the parts average temperatures. However, in 
order to increase the accuracy of local temperatures 
calculation by the current technique, it requires some 
modifications in terms of taking into account the locality of 
the heat transfer coefficient and its change over time in a 
transient thermal process. 
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Abstract — The work synthesizes and evaluates the accuracy 
characteristics of calibration programs for a triad of 
accelerometers using orthogonal series and a genetic algorithm. 

Keywords — calibration, a triad of accelerometers, genetic 
algorithm, instrumental errors 

I. INTRODUCTION 

The task of estimating the instrumental errors of a triad of 
accelerometers (TA) during the calibration process in the 
classical formulation involves obtaining estimates of: biases, 
relative errors of scale factors, direction cosines of the 
accelerometer input axes. There are a total of 15 parameters 
that are assumed constant during calibration. In the TA 
calibration algorithms, normalization conditions are used [1] 
(the sum of the squares of the direction cosines of the 
accelerometer input axes is equal to one). 

To solve the problems of synthesizing programs for 
calibrating an orthogonal TA, a rational mathematical model 
of TA measurements was constructed. The mathematical 
model includes three linear estimation problems with 
identical observation matrices and independent state vectors 
of dimension 4 in each problem. The use of normalization 
conditions allows us to subsequently solve the problem of 
calibrating the orthogonal TA using the 12 obtained 
estimates with the calculation of random estimates of all 15 
instrumental errors. 

In the process of synthesizing TA calibration programs 
based on orthogonal series, restrictions are imposed on the 
number of measuring positions and kinematic parameters 
that specify the orientation of the TA, but using a genetic 
algorithm there are no such restrictions. 

II. MATHEMATICAL MODEL OF MEASUREMENTS OF A TRIAD 

OF ACCELEROMETERS  

The measurement equation for a triad of accelerometers 
during the calibration process on a test bench can be 
represented in the following vector-matrix form: 

;a k a aJ gE C         

where  Ta aX aY aZJ J J J  – measurements of the i-th 

accelerometer (i = X, Y, Z); 

 TX Y Z      – bias of the i-th accelerometer 

(i = X, Y, Z); 

g – gravitational acceleration at the test site; 
1 0 0

0 1 0

0 0 1

kX

k kY

kZ

E

  
    
   

 – matrix specified by the 

relative errors of the TA scale factors; 

ki  – relative error of the scale factor of the i-th 

accelerometer (i = X, Y, Z); 

X X X

a Y Y Y

Z Z Z

a b c

C a b c

a b c

 
   
  

 – transition matrix from the 

instrument trihedron associated with the faceplate of the test 
bench to the trihedron coinciding with the input axes of the TA; 

, , ci i ia b  – direction cosines of the input axis of the i-th 

accelerometer (i = X, Y, Z); 

 TX Y Z      – a vector consisting of vertical direction 

cosines in the axes of the instrument trihedron, specified by 
the test bench, for example, as 
follows:

3 2 2 3 2sin cos , cos cos , sinX Y Z             

( 2 3,    – angles of rotation along the axes of the test bench); 

 a aX aY aZ      – vector of TA measurement 

errors, where ai  – measurement error of the i-th 

accelerometer (i = X, Y, Z); 
 To build a rational mathematical model, we introduce the 
following vectors: 
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where , ,X Y Z  – vectors formed by the calibrated 
instrumental errors of the accelerometers X, Y and Z, 
respectively. 

The following relations, defining the normalization 
condition, are valid: 

 

 

 

3
22 2

1

3
22 2

1

3
22 2

1

1 ;
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  

As a result, we have a rational mathematical model of TA 
measurements during the calibration process: 

1 ;

1 ;

1 .

T
aX aX
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aY aY

T
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  

The mathematical model (4) and relationships (3) allow for 
the synthesis of programs and algorithms for calibrating TA 
using orthogonal series and a genetic algorithm. 

III. SYNTHESIS OF PROGRAMS FOR CALIBRATION OF AN 

ORTHOGONAL TRIAD OF ACCELEROMETERS 

The task of synthesizing TA calibration programs 
involves determining the number of measuring positions 
(MP) in the calibration program - N and the values of 
kinematic parameters (stand angles 2 3,  ), specifying the 
orientation of the TA relative to the vertical in each MP. 

The measurement matrices H in the problems of 
estimating intermediate vectors , ,X Y Z  with N MP in the 

TA calibration program will be the same: 
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  

As a result, optimal estimates of intermediate vectors 
, ,X Y Z  are found using the following algorithms with the 

same operators A: 

  1

ˆ ˆ ˆ, , ;
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X A J Y A J Z A J

A H H H
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where      1 ... ...
T

aj aj aj ajJ J J i J N     – 

vector of measurements of the j-th accelerometer in the 
calibration program from N MP (j = X, Y, Z); 

 ajJ j  – measurement of the j-th accelerometer (j = X, 

Y, Z) in the i-th MP of the calibration program (i = 1..N). 

 The covariance matrices P of vector , ,X Y Z  estimation 

errors , ,X Y Z    will be the same: 

  12 ;T
nP H H


    

 where 2
n  – vector , ,X Y Z measurement error variance. 

 The synthesis of TA calibration programs using 
orthogonal series was carried out for the case when the MPs 
are set by rotating alternately around all axes of the 
instrument trihedron. Each of the axes about which the 
rotation is carried out is nominally in the horizontal plane. 
The rotation angles are measured from the vertical position 
of each of the axes of the instrument trihedron. In this case, 
the measurement matrix H for estimating vectors , ,X Y Z  
has the following form: 
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where i  – values of the rotation angles of the TA in the 
MP by rotation alternately around the axes of the instrument 
trihedron (i = 1..n); 

n – number of MPs specified by rotation around each axis 
of the instrument trihedron; 

The total number of MPs in the calibration program N in 
this case is a multiple of three: 

3 .N n   

The rows of the matrix H represent the elements of the 
orthogonal series 1, sin , cos  . Maximum suppression of 
the influence of measurement noise on the estimation of the 
coefficients of the orthogonal series is achieved by dividing 
the full revolution into equal intervals [2]. In this case, the 
covariance matrix of estimation errors will be diagonal. 

Thus, the entire set of TA calibration programs synthesized 
on the basis of orthogonal series is defined as follows: 
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Covariance matrices P of estimation errors have the form: 
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  (11) 
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where 2
n  – variance of vector , ,X Y Z  measurement errors. 

From (4) it follows that the number of MPs in TA 
calibration programs can be four or more. To synthesize a 
complete set of calibration programs with a number of 
measuring positions N = 4, 5, 6, 7, etc. a genetic algorithm was 
applied [3]. Calibration programs are synthesized according to 
the criteria of the minimum trace of the covariance matrix and 
its determinant, which corresponds to the maximum 
suppression of the influence of measurement noise on the 
calibration results. The results of the synthesis of TA 
calibration programs for N = 4, 6 and 12 are given in Table 1. 

№ 
MP 

N = 4 N = 6 N = 12 
α2, ° α3, ° α2, ° α3, ° α2, ° α3, ° 

1 4,85 185,56 28,64 64,79 156,46 284,51 
2 32,26 302,25 204,17 168,98 185,99 295,60 
3 159,96 252,79 287,17 245,99 256,29 467,09 
4 253,97 521,92 188,44 667,28 34,32 -2,28 
5   50,92 292,53 -106,47 283,95 
6   165,16 35,02 6,87 247,73 
7         23,20 -10,50 
8         -141,80 36,99 
9         348,09 52,44 
10         52,89 190,21 
11         356,67 -47,43 
12         139,94 13,20 

 

Covariance matrices of estimation errors , ,X Y Z     
for synthesized calibration programs with N multiples of 
three and with a minimum number of MPs N = 4 correspond 
to the expression (11), that specifies the corresponding 

covariance matrices of calibration programs synthesized on 
the basis of orthogonal series. 

 Thus, calibration programs synthesized using a genetic 
algorithm are not inferior in accuracy to calibration programs 
synthesized based on orthogonal series. 

IV. CONCLUSION 

Optimal TA calibration programs have been synthesized 
based on orthogonal series, consisting of a multiple of three 
number of MPs (N = 6, 9, 12, etc.). with a diagonal error 
matrix for estimating calibrated parameters. 

The use of a genetic algorithm has made it possible to 
synthesize a complete set of TA calibration programs with 
any number of measuring positions (N = 4, 5, 6, 7... etc.), 
which are not inferior in accuracy to TA calibration 
programs synthesized on the basis of orthogonal series. 

The conducted studies have shown the high efficiency of 
both methods for synthesizing optimal calibration programs 
for accelerometer units. 
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Abstract – Based on the performed analysis of the 
advantages and disadvantages of known vibration protection 
methods, it was determined that steel elastic elements and 
nonlinear dynamic vibration dampers are the most suitable 
damping elements for inertial devices and systems. The paper 
presents a model of the equations of the damping system for a 
block of sensitive elements of a gyroscopic device, which allows 
determining the parameters of elastic and damping elements 
when designing gyroscopic devices, as well as modelling the 
mechanical motion of a damping object during operational 
impacts. The description of this motion can be used in a 
mathematical model of the accuracy parameters of an inertial 
device. 

Keywords:  damping system, mechanical effects, inertial 
devices, elastic elements, dynamic vibration damper. 

 

I. INTRODUCTION 

Gyroscopes are the basis for the construction of 
orientation and navigation systems in aerospace industry. 
When creating high-precision inertial instruments that are a 
part of aircraft and spacecraft control systems, the vibration 
strength and vibration resistance of sensitive elements 
throughout the entire operating time (during the launch of a 
launch vehicle, orbital flight, etc.) is of great importance [1], 
[6]. 

The purpose of this work is to determine the most 
suitable option for the damping system of a gyroscopic 
device and create a calculation model of the proposed 
damping system, allowing for practical engineering 
calculations. 

II. VIBRATION PROTECTION SYSTEM FOR AN INERTIAL DEVICE 

The analysis of the advantages and disadvantages of 
known vibration protection methods has shown that widely 
used rubber dampers, which have a number of advantages 
(simple design, easy installation, manufacturability, high 
internal damping, a wide range of features and a wide range 
of materials), are not always acceptable due to their inherent 
disadvantages: rubber material features depend on 
temperature and changes in environment composition and 
background radiation, and degradation of material over time. 
Therefore, it is preferable to use special alloys with stable 
characteristics under inertial device operation conditions as a 
material for elastic damping elements [5]. However, the 
elastic properties of steel elastic elements determine the high 
quality of the damping system at resonance, which leads to 
unacceptable vibration effects for sensitive elements. 

Known methods for suppressing resonant vibration 
ranges have disadvantages associated with an increase in 
vibration ranges in a frequency range remote from the 
resonant frequency of the damping system, i.e. in the high 
frequency range (critical frequency zone of gyroscopes) [3], 
[4]. As a result of the analysis of the advantages and 
disadvantages of known vibration protection methods, it was 
determined that one of the suitable vibration protection 
methods for inertial devices in the aerospace industry is the 
combined use of steel elastic elements and dynamic vibration 
dampers (DVD) with nonlinear elasticity and damping 
characteristics [5]. 

 
Fig. 1.  Inertial instrument damping system. 

 
Fig. 2.  An elastic element and a nonlinear dynamic vibration damper, 
where K1 and k are the elasticity coefficients; D1 and d are damping 
coefficients; h is a gap; m2 is the mass of blocks; t, a, L are spring 
parameters. 
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Figure 1 shows the proposed damping system with a 
nonlinear DVD, figure 2 shows its elements. 

The peculiarity of the operation of the proposed damping 
system includes the manifestation of the damping properties 
of the damping system only in the presence of critical 
vibration ranges, which make it possible to include inertial, 
elastic, damping force into the operation of the damping 
system only at the natural damping system frequency [2]. 
Thus, the DVD nonlinear characteristics eliminate the 
influence of the damping device on the level of suppression 
of vibrations of the steel elastic element in the dangerous 
frequency zone of the sensitive element. 

III. THE MODEL OF THE EQUATIONS OF MOTION OF THE 

DAMPING SYSTEM 

Nonlinear equations of motion of the proposed vibration 
protection method elements are represented as 
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Figure 3 shows the kinematic diagram of the damping 
system as described by the equations of motion (1), where 
M1 and m2 are the masses of the damping object and the 
DVD block; K1 and k are coefficients of damper and DVD 
elasticity; D1 and d are damping coefficients of the damper 
and DVD; h is a gap; x0, x1, x2 are the movements of damper 
mounting points in the inertial device, the base of the 
damping object and the DVD blocks, respectively, in 
relation to the fixed coordinate system.  

For the convenience of applied engineering calculations, 
a model of the equations of motion has been derived making 
it possible to model the dynamic behavior of the system for 
various parameters of the damping system. 

 
Fig. 3.  Kinematic diagram of the damping system 

Figure 4 presents a model of nonlinear equations of 
motion. In the nonlinear model, the presence of a gap h of 
the dynamic vibration damper is implemented using the 
Switch block. The k and d elastic and damping 
characteristics of the damper exert their influence on the 
vibration and dynamic characteristics of the damping system 
only if the condition x2≥h/2 is met. In other cases, in the 
absence of critical vibration ranges, the elastic and damping 
characteristics of the damper do not affect the vibration 
amplitudes of the damping object. This model allows 
simulating the dynamic behavior of a damping object for 
various parameters M1, K1, D1, m2, K2, D2, k, d, h. 

 
Fig. 4. Model of the equations of motion of the damping system 
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IV. SIMULATION DATA  

Figure 5 presents the results of modelling the 
movements x1 of the damping object (M1) and x2 of the 
DVD block (m2) at resonant vibration ranges. The diagram 
shows that when the condition x2≥h/2 is met, the DVD 
block m2 starts executing vibrations in the gap h. These 
vibrations reduce the vibration range of the vibration 
protection object. Also, as a result of modelling, it was 
determined that in the frequency range remote from the 
resonance of the damping system, the elastic k and damping 
d characteristics of the DVD do not affect the vibration 
ranges of the damping object (Figure 6).  

 
Fig. 5.  Results of modeling the movements of the damping system at 

x2≥h/2. 

 
Fig. 6.  Results of modeling the movements of the damping system at 
x2<h/2. 

That is, due to the gap h in the DVD design, it is possible 
to create a positive influence of elastic and damping 
characteristics of the DVD on the vibration ranges of the 
damping object. 

V. CONCLUSION  

Based on the analysis of known vibration protection 
methods in various engineering fields, a damping system for 
an inertial device, consisting of a damping object, elastic 
elements, and nonlinear DVDs has been proposed. The main 
result of the work is the derivation of a model of the 
equations of motion for the proposed damping system, 
which allows for applied engineering calculations when 
designing inertial devices for aerospace industry. 
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Abstract—The paper presents the research of impact of 
different external influence methods on actuation of 
hemispherical resonator gyroscope using the digital model of 
this sensor. The conducted research allows formation of the 
requirements and approach to refinement of the actuation 
algorithm. The goal was to decrease functional availability 
time. The consistent patterns of oscillation amplitude rise were 
determined based on the number of modeling iterations. The 
analysis of the existing actuation algorithm was performed. 
The algorithm enabling the reduction of functional availability 
time was developed due to the results of the studies. The results 
were estimated using the digital model of a hemispherical 
resonator gyroscope. 

Keywords—HRG, hemispherical resonator gyroscope, 
actuation, algorithm, model 

I. INTRODUCTION 

Nowadays the central themes in developing navigational 
sensors and systems are miniaturization, improvement of 
accuracy and reduction of indication setting time. One of 
actively advancing prospects is engineering of hemispherical 
resonator gyroscopes (HRG) [1]. A key requirement for this 
type of gyroscope is providing high dynamic performance. 
One of the essential dynamic characteristic is functional 
availability time. It is defined by duration required to achieve 
the operating magnitude of hemispherical resonator 
oscillations. 

II. PROBLEM STATEMENT 

Optimization of actuation in hemispherical resonator 
gyroscope is a problem of current interest. Requirements for 
indication setting time applied to navigation systems using 
HRG as sensors are becoming increasingly demanding. 
Thus, it is necessary to ensure minimal availability time for 
each system element. 

The main focus of current research is dedicated to 
accuracy characteristics. At the same time the subjects of 
actuation and availability are less common. There are two 
existing methods of actuating hemispherical resonator 
gyroscope [2]. The first one is called parametric excitation of 
thin-walled hemispherical shell and the second one is called 
position excitation of thin-walled hemispherical shell. HRG 
with position excitation operates in force-to-rebalance (FTB) 
mode as a rate sensor. In this case the stationary wave is held 
in specified circumferential position by control system 
during operational period. HRG with parametric 

excitation [3] operates in whole-angle (WA) mode as an 
integrating gyroscope. In this case the stationary wave is 
actuated in unspecified circumferential position and pivots 
proportionally to angular rate of the platform. The platform 
attitude information is measured by means of capacitive 
pick-offs. The useful signal is generated by fluctuations of 
the working gap. 

Taking into consideration that HRG operates in whole-
angle mode, actuation optimization comes down to 
minimizing resonant frequency search time and realizing the 
most effective influence on sensing element. 

The purpose of this paper is to study impact of external 
influence methods on excitation and to refine actuation 
algorithm. 

III. PROBLEM SOLVING 

The research was conducted using a digital model of the 
hemispherical resonator gyroscope [4]. The digital model 
was verified by means of comparing the stationary wave 
behavior and technological parameters of the resonator to the 
theoretical ones [5]. The model consists of several 
mathematical modules that make it possible to simulate the 
operating sensor, considering the following features: 

 Technological parameters of the resonator, 
including resonance frequency, quality factor, 
frequency splitting, quality factor variation. 

 External angular rate. 

 Control action. 

Modeling parameters common for every study are shown 
in Table I.  

TABLE I.  MODELING PARAMETERS OF ACTUATION 

Parameter Value 
Resonance frequency fres, Hz 5000.0 

Time of impact on resonator, s 5.0 
Technological inaccuracies of 

resonator 
Absent 

Implemantation of external impact 
By means of both control 

channnels 
Amplitude of actuating impact, V 1.4 

Operating amplitude, V 1.0 
 

The sensing element model is assumed to be perfect 
because if there are technological inaccuracies then the 
energy is expanded not only to excitation of desired 
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oscillations but also to actuation of quadrature oscillations. 
This effect leads to complications when estimating the 
efficiency of certain influence method. The remaining 
parameters were assumed close to actual parameters of the 
sensor. The impact time was chosen to minimize time 
invested. 

A. Investigation of the influence of the resonance frequency 
determination error 

The actuation efficiency depends on the influence error 
of matching the excitation frequency to the resonance peak. 
The investigation of impact on actuation with error of 
resonance frequency determination was conducted using 
parameters from Table I. The quality factor of the resonator 
was defined at values of 10 million and 1 million. These 
values were chosen based on the experience of HRG 
development. The most common value of quality factor in 
real sensors ranges between 1 and 10 million. 

Modeling results are presented in Table II. 

TABLE II.   MODELING RESULTS OF SENSOR ACTUATION WITH 
RESONANCE FREQUENCY DETERMINATION ERROR 

Quality 
factor 

Frequency of 
impact, Hz 

Frequency 
error relative 
to resonance 

frequency, Hz 

Amplitude 
of 

oscillations 
after 

impact, V 

10 mil. 

4999.9 0.1  1.16377 

4999.0 1.0  0.02196 

4990.0 10.0  0.00123 

1 mil. 

4999.9 0.1  1.12360 

4999.0 1.0  0.02155 

4990.0 10.0  0.00120 

As shown by the data above the error of influence 
frequency of 0.1 Hz relative to resonance frequency of the 
sensing element ensures the actuation efficiency at 116% of 
operating amplitude. The error of influence frequency of 
1.0 Hz relative to resonance frequency of the sensing 
element provides only 2.2% efficiency of actuation. Thus, it 
is necessary to determine resonance frequency with accuracy 
better than 1 Hz. 

B. Investigation of the sweep sinusoidal influence on 
actuation 

Widely known methods of excitation propose 
consequential sweep of frequencies through given range of 
values. When hitting resonance peak, the kinetic energy of 
oscillations starts accumulating due to the external force. The 
study of actuation efficiency dependent on the sweep range 
was carried out using the conditions shown in Table I. The 
frequency of sinusoidal impact varies linearly continually 
and symmetrically relative to the resonance frequency. 
Ranges of modeling frequencies were fres ± 2 Hz, fres ± 5 Hz, 
fres ± 7 Hz. The linear dependency of amplitude after 
influence ended on range of the sweep frequency was 
elucidated. Figure 1 shows the acquired dependency for 
resonators with quality factors of 10 million and 1 million. 

In addition, the excitation of the sensing element 
subjected to sinusoidal influence with frequency 
asymmetrically distributed relative to resonance was studied. 
The sweep range width was assumed equal to 4 Hz because 
this interval was the most efficient due to results of the 

previous study. The ratio between subdivisions of the sweep 
range is 3 to 1. The quality factor of the resonator is 
10 million. Comparative graph in Fig. 2 shows the 
oscillations amplitude change when exposed to both types of 
excitation influence. 

 

Fig. 1 Dependency of amplitude after influence ended on the width of 
sweep frequency range 

 

Fig. 2 Comparison of amplitude change under sinusoidal influence with 
symmetrical and non-symmetrical sweep range 

As the figure shows the efficiency of actuation decreases 
but not significantly, approximately by 0.02 V. Thus, it can 
be concluded that even if there is initially an error of 
resonance frequency determination, the performance of 
excitation decreases inconsequentially. 

C. Investigation of the square wave influence with variable 
frequency on actuation 

The actuating influence on resonator might be presented 
as square wave [6]. Moreover, square wave signal might be 
interpreted as alternating impact at certain frequency. 
Modeling was conducted under conditions from Table I. The 
frequency of square wave varies linearly and discretely, 
symmetrically relative to the resonance frequency. The value 
of discrete step is 1 Hz. The range of frequency variability 
was chosen fres ± 2 Hz because the wider range is less 
effective based on the results of investigation B. 

The Table III shows comparison between square wave 
influence with variable frequency and sweep sinusoidal 
influence on the resonator. 
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TABLE III.  MODELING RESULTS OF SQUARE WAVE 
INFLUENCE AND SINUSOIDAL INFLUENCE 

Quality factor. 
Amplitude under 

square wave 
influence, V 

Amplitude under 
sinusoidal 

influence, V 
10 mil. 0.4329 0.39592 
1 mil. 0.4125 0.38189 

 

The results indicate that the actuation efficiency of square 
wave exceeds 40% relative to the operating amplitude. It is 
accomplished by longer-term effect from square wave at the 
resonance frequency. To realize the significance of discrete 
frequency succession, the modeling was conducted when 
external influence frequency step hadn’t hit the resonance 
frequency. Modeling parameters were the same as the 
previous study. The quality factor of the resonator was set to 
10 million, frequency range was from 4997.5 Hz to 
5001.5 Hz, the value of discrete step was the same. The 
graphs of amplitude change under the influence with and 
without resonance are shown in Fig. 3. 

 

Fig. 3 Comparison of amplitude change under the influence of square 
wave with resonance frequency and without 

The Fig. 3 shows the actuation efficiency of square wave 
without resonance decreases almost 2 times comparing with 
the case of square wave with resonance. Considering these 
results, it can be concluded that if there is an error of 
frequency range determination and choice of excessively 
large discrete step of frequencies, then the square wave 
influence is less effective than the sweep sinusoidal 
influence. 

IV. DEVELOPMENT OF ACTUATION ALGORITHM 

The most preferable way to actuate the gyroscope is to 
apply the external influence at its resonance frequency. 
However accurate determination of resonance frequency 
under service conditions is not a trivial problem because 
resonance frequency depends on temperature. The goal of 
this part of work is to develop an algorithm of actuation that 
ensures achievement of operating amplitude of sensing 
element oscillations equal to 1 V. The existing actuation 
algorithm of hemispherical resonator gyroscope employs the 
parametric excitation method. The algorithm consists of 
following stages: 

1. Wide-range search of resonance frequency. 
2. Refinement of the determined resonance frequency. 

3. Sinusoidal influence at the refined resonance 
frequency. 

4. Engagement of control loop for maintaining the 
oscillation amplitude once reached 60% of 
operating amplitude value (0.6 V). 

Figure 4 shows the oscillation amplitude change when using 
the existing actuation algorithm. 

 
Fig. 4 The oscillation amplitude change when using the existing actuation 
algorithm 

The settling amplitude time is totaled to more than 
60 seconds. Analyzing the stages of algorithm above, one 
may conclude that the developing algorithm should comply 
with following requirements: 

1. To embody the search of resonance frequency. 
2. To ensure the oscillation amplitude value after the 

influence of no less than 80% of operating. 
3. To restrict the duration of external influence to 

5 seconds. 
4. To guarantee the total settling amplitude time of no 

more than 60 seconds. 
Guided by the above requirements, the following 

actuation algorithm for HRG was developed: 

1. Sweep sinusoidal influence on resonator within the 
space of 2 seconds. Whole range of frequencies is 
swept in the course of 1 second. 

2. The assessment of sensor’s resonance frequency is 
made upon received signals in the span of 1 second. 
The estimated frequency gets fixated. 

3. The sinusoidal influence on resonator at frequency 
determined in item 2 during 2 seconds. 

4. Engagement of control loop for maintaining the 
operating oscillation amplitude. 

 Figure 5 shows the amplitude change when using 
developed algorithm. 

Thus, the total time of actuating influence on resonator is 
5 seconds. Since the estimation of the resonance frequency is 
performed during actuation it gives the opportunity to assess 
the resonance frequency very precisely. Afterwards that the 
oscillations are excited at determined frequency which 
enables to achieve 80% of operating amplitude during short 
period of time, the remaining 20% is obtained by control 
loop action. The total actuation time is less than 30 seconds. 
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Fig. 5 The amplitude change when using the developed algorithm 

V. CONCLUSION 

The paper presents the research of impact of different 
external influence methods on actuation of hemispherical 
resonator gyroscope using the digital model of this sensor. 
The conducted research has made it possible to define the 
requirements to refinement of actuation algorithm and 
determine the type of external influence necessary for 

minimal actuation time. The analysis of existing actuation 
algorithm has been performed, the disadvantages of the 
algorithm have been discovered and compensated in the 
developed algorithm. The results fully comply with the 
requirements, ensued from the conducted research.  
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Abstract — The present study investigates the noise in the 
output beat signal of a femtosecond solid-state laser gyroscope 
during mode-locking, taking into account cavity configuration, 
ring laser parameters, cavity length control system, and fre-
quency bias. Kerr mode-locking requires strong focusing and 
high lasing stability, narrowing the linewidth of individual 
modes and thereby improving accuracy. We have determined 
the cavity configuration ensuring lasing stability under exter-
nal disturbances with the first derivatives of these dependen-
cies being zeroed. Cavity length control system included an 
acetylene cell and its influence on the amplitude and phase 
noise in the output signal was considered. Frequency biasing of 
a solid-state laser gyroscope via an electro-optical phase modu-
lator was also investigated.  

Keywords — solid-state laser gyroscope, ring laser, mode-
locking, lock-in. 

I. INTRODUCTION 

Nowadays almost all laser gyroscopes are based on He-
Ne ring lasers [1] due to their numerous positive qualities. 
Nevertheless, achievements in the field of creating solid-state 
laser systems [2, 9, 11, 13], designing multilayered coatings, 
manufacturing crystal mirrors with record high reflection and 
the emergence of new gain media [2, 4, 5, 11], including 
those with inhomogeneous broadening, stimulate the search 
for new physical solutions for creating the next generation 
laser gyroscope. One of those promising solutions is a solid-
state laser gyroscope based on a femtosecond ring laser with 
a YAG:Cr4+ gain medium, capable of broadband femtosec-
ond lasing with weak competition of counterpropagating 
waves [11]. Operating in a multi-frequency regime with the 
oscillations of the modes being synchronized enables signifi-
cant noise suppression due to the longitudinal modes, carry-
ing information about rotation, being in-phase. A number of 
works by THALES proves the achievable accuracies of a 
YAG:Nd3+ solid-state laser gyroscope to reach the corre-
sponding parameters of He-Ne gyroscopes [9, 12]. A solid-
state Ti3+:Al2O3 femtosecond ring laser with Kerr mode-
locking created at the University of New Mexico has shown 
to overcome the fundamental obstacles to the successful op-
eration of solid-state laser gyroscope [2]. 

It should be noted that previously created solid-state laser 
gyroscopes had no cavity length control systems [2, 9, 12] and 

the frequency bias was most often created by rotating the gyro-
scope or by applying a magnetic field to the gain medium (Far-
aday effect), which limited their accuracy. Systems for stabiliz-
ing the cavity length and creating and subtracting frequency 
bias play a significant role in the operation of a laser gyroscope 
and largely determine its random walk. Therefore, our work is 
aimed at creating these systems based on new physical princi-
ples for a solid-state laser gyroscope and determining their ef-
fect on its noise and accuracy parameters. 

The work reflects the results obtained during the creation 
of laser gyroscope based on a broadband gain medium of 
YAG:Cr4+. System for stabilizing the cavity length and fre-
quency bias system via a lithium niobate electro-optical 
phase modulator are also presented. The influence of the 
used frequency bias and cavity length control system on the 
noise and stability of the beat frequency of counterpropagat-
ing waves during Kerr mode-locking was investigated. To 
provide the required phase modulation during frequency bi-
asing we optimized the optical scheme, placing lithium nio-
bate crystal at the Brewster angle and finding the optimal 
location of the modulator in the cavity. Optimal parameters 
of the PID controller of an acetylene-based absorbing cell in 
frequency stabilization systems have also been determined.  

Numerical modeling included calculating the influence of 
the frequency stabilization system and frequency bias on the 
stability of lasing and fluctuations of the beat frequency of 
counterpropagating waves during mode-locking. The main 
parameters influencing the stability of the beat signal were de-
termined. It is shown that the presence of amplitude modulation 
caused by the Kerr mechanism and the coupling between 
waves of the same direction leads to a lock-in region between 
waves of the same direction, which causes their phasing and 
thereby mode-locking and the formation of ultrashort pulses. 
The optimal value of such coupling was found. 

II. NUMERICAL MODELING OF LASING DYNAMICS IN 
MULTIFREQUENCY REGIME DURING MODE-LOCKING  

It is known that synchronization of longitudinal modes 
[10, 11, 14] leads to a strong narrowing of the linewidth of 
each mode, which increases maximum sensitivity and accu-
racy when employed in a laser gyroscope. Additionally, the 
use of femtosecond pulses [2, 11] reduces the coupling of 

The research was supported by RSF (project № 23-22-00234), 
https://rscf.ru/project/23-22-00234/. 
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counterpropagating waves and corresponding nonlinearity of 
the output frequency response of the laser gyroscope. For 
that purpose we performed a study on multifrequency lasing 
in a YAG:Cr4+ solid-state laser gyroscopes in various operat-
ing regimes. The broad gain of YAG:Cr4+ medium allows for 
a lasing of a great number of longitudinal modes, which, 
when synchronized, can produce femtosecond pulses. 

When modelling the lasing dynamics in multifrequency 
regime, we employed the wave equation for the field in the 
cavity, neglecting the transverse structure [8]: 

2

2 2 2

4 4
( )

E P
E grad divE E

c t c t

  


  
        

   
,          (1) 

where σ - conductivity, reflecting the presence of volumetric 
losses in the medium (during mode-locking losses are modu-
lated at the intermode frequency), ε - dielectric constant of 
the medium. In this case, the field in a solid-state ring laser 
was written as a superposition of the fields of counterpropa-
gating waves, each of which was represented as an expansion 
in the longitudinal modes of the resonator: 
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(3) 

The complex amplitudes of counterpropagating waves 
can be written in terms of amplitude and phase: 

   111 exp
~

jjj iEtE  ,      222 exp
~

jjj iEtE  .   (4) 

Solving the system of equations (5) was carried out un-
der the assumption that the frequencies of longitudinal 
modes during lasing are significantly greater than their in-
termode frequency interval. The interaction of waves on the 
inversion gratings for various longitudinal modes was not 
taken into account. Synchronization of longitudinal modes 
was due to the appearance of side frequencies at the fre-
quencies of neighboring modes during modulation of losses 
at the intermode frequency. The coupling of modes of one 
direction of propagation which is the result of modulation of 
losses is given by 

m
~

jlm  coefficients, determined by the 

modulation depth. The side frequencies play the role of a 
driving force capturing the frequency of the neighboring 
mode and thereby providing a constant phase shift between 
the frequencies of the longitudinal modes of each lasing 
direction. To a first approximation, we can assume that the 
frequencies of counterpropagating waves of each longitudi-
nal mode are split by the same amount (due to rotation of 
the gyroscope or nonreciprocity). The shortened equations 
for complex amplitudes [8] of counterpropagating waves 
and population inversion describing multimode lasing in a 
solid-state ring laser have the form: 
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The frequency difference of counterpropagating waves 
for each longitudinal mode j can be obtained through the 
field phases changing with time:  
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21
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  .          (6) 

During numerical modeling cases j=1..4 were considered 
(lasing from one to four longitudinal modes in each direc-
tion). Figures 1‒3 show the obtained dependences of the 
frequency difference of a pair of counterpropagating waves 
on nonreciprocity , similar in meaning to the output charac-
teristic of a gas laser gyroscope. 

 
Fig. 1. Output frequency response for a ring laser with two longitudinal 
modes. At large nonreciprocity a second lock-in zone is observed. 

 
Fig. 2. Output frequency response with two longitudinal modes when they 
are in phase. 

 
Fig. 3. Output frequency response with one longitudinal mode. 

The calculation shows that the presence of synchronized 
longitudinal modes leads to a decrease in the lock-in zone 
(Figs. 2, 3). At the same time, the nonlinearity of the 
characteristic is increased near the lock-in zone (Fig. 1), and 
the second lock-in zone, which appears at large 
nonreciprocity values, is shifted to the region of their smaller 
values. A significant narrowing of the linewidth of 
longitudinal modes during mode-locking in broadband media 
with hundreds of thousands of longitudinal modes 

[10, 11, 14] and a reduced lock-in zone promote the use of 
broadband media in laser gyroscopes. 

Figure 4 shows the results of numerical simulation of the 
lasing of counterpropagating waves in the beat mode, the 
nonstationary population inversion grating that appears in the 
gain medium is presented. The beat frequency corresponds to 
the magnitude of frequency nonreciprocity. The traveling 
wave mode is actually a unidirectional lasing. The main rea-
son for switching to this mode is the uniform broadening of 
the gain. In this case the inversion grid does not appear 
(Fig. 5). This operating regime poses a big problem for the 
use of solid-state ring lasers in gyroscopy since during it, 
measuring the rotation is impossible, but it can be useful for 
other purposes such as spectroscopy to create a source of 
monochromatic radiation. To suppress it one can introduce 
losses for waves proportional to their intensity. 

During lock-in the frequencies of the counterpropagating 
waves are the same, which leads to the formation of a sta-
tionary inversion grating (Fig. 6). 

 
Fig. 4. Population inversion grating in beat mode. The beat frequency is 
determined by frequency nonreciprocity. 

 
Fig. 5. The inversion grid does not appear. The traveling wave regime is 
actually a unidirectional lasing. 

 
Fig. 6. Population inversion grating during lock-in of counterpropagating 
waves. 
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III. MODELLING OF AN ASTIGMATIC RING CAVITY FOR KERR 
MODE-LOCKING 

Significant suppression of noise in mode-locked laser 
spectrum requires a certain configuration of an astigmatic 
cavity. This ensures both strong focusing of light in the gain 
medium for the formation of a Kerr lens and sets first deriva-
tives of the disturbance values of an astigmatic Gaussian 
beam to zero (displacement of mirrors, fluctuations of pa-
rameters of the gain medium). The laser cavity also ensures 
the maximum pulse shortening when passing through the 
formed Kerr lens and the diaphragm. The oblique incidence 
of a Gaussian beam onto the gain medium at the Brewster 
angle ensures low losses and lasing of linear polarization and 
leads to an astigmatic beam with its waists displaced along 
the optical axis. To ensure the indicated characteristics of the 
ring laser cavity we performed the modelling according to 
the well-known “ABCD” rule for complex parameters de-
scribing the beam in the plane of incidence and in the per-
pendicular plane.  

The cavity was built according to a z-shaped ring design, 
providing strong focusing of laser radiation in the gain medi-
um and a wide beam in the dispersion arm (Fig. 7). Spherical 
mirrors M3 and M4 provide focusing of radiation in the gain 
medium to enable Kerr mode-locking. An active element of 
2 cm long with its edges cut at the Brewster angle is installed 
between the focusing mirrors, which leads to beam astigma-
tism. Volumetric Kerr and thermal lenses are formed in the 
gain medium, and to ensure the greatest change in the beam 
size due to the Kerr lens the medium is located at a certain 
distance from the middle between the focusing mirrors. This 
increases the depth of radiation modulation and thereby the 
stability of Kerr mode-locking, which reduces noise by nar-
rowing the linewidth of individual modes. As mode-locking 
depends on the noise of amplitude modulation, it is important 
to choose the optimal location of the gain medium and the 
distance between the focusing mirrors to ensure the parame-
ters of Kerr amplitude modulation.  

For each element of the astigmatic cavity (Fig. 7) two 
corresponding beam matrices were compiled for p and s 
planes to describe the passage of the beam. Then two corre-
sponding p and s matrices were calculated to describe the 
cavity round trip and to find the waist sizes for the p and s 
planes with a symmetrical change in the distance between the 
focusing mirrors. In the calculation the influence of the prism 
was considered small, since the transverse size and curvature 
of the wavefront in its place are large. 

 

Fig. 7. Optical scheme of an astigmatic ring cavity for Kerr mode-locking. 

For the sagittal plane s, for a section in the middle of the 
gain medium, the ray matrix for cavity round trip can be 
written as: 

MMMLs=M2s*MYAG2orts*MYAG1ort*M10a*M5s*M8*
M12*M9*M5s*M11a*MYAG3ort*MYAG2orts,             (7) 

where the beam matrices for the cavity elements are repre-
sented below as: 
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For the plane of incidence p for the section in the middle 
of the gain medium the ray matrix of the cavity round trip 
can be written as: 

MMMLp=M2p*MYAG2pp*MYAG1p*M10a*M5p*M8*
M12*M9*M5p*M11a*MYAG3p*MYAG2pp,                 (8) 
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For interface matrices the coefficients were found 
through the angles of incidence and refraction in the gain 
medium: 

A1=ng*cos(B2)/cos(B1),   D1=nv*cos(B1)/cos(B2), 

where the angles of incidence (Brewster angle) and re-
fraction are: 

B1=arctg(ng/nv),    B2=arcsin(nv/ng*sin(B1)). 
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From the resulting matrices describing the cavity round 
trip for the section in the middle of the gain medium one can 
find A, B, C, D elements as:  
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The beam radius and the radius of curvature of the wave 
front were found by solving the quadratic equation of com-
plex parameter transformation: 

2
sp,sp,

sp,
sp,

)A(4

2

D

B









  (9.a), 

spsp

sp

AD

B

,,

,
s p,

2
R


  (9.b) 

 
Fig. 8. Stability parameters for p (blue) and s (green) planes when changing 
the distance Lo between the spherical mirrors (stable for |(A+D)/2|<1). 

 
Fig. 9. Beam sizes in the gain medium for the plane of incidence on the 
mirror p (top) and in the perpendicular plane s (bottom) when changing 
the distance Lo between the spherical mirrors. 

In general, the position of the waists between the focus-
ing mirrors for the planes p and s is determined by the 
oblique incidence of the Gaussian beam on the gain medium 
at the Brewster angle and on the spherical mirrors.  

As a result of performed calculations, the optimal angle 
of incidence on mirrors was found to be 15o, which ensures 
the greatest overlap of the beam stability regions for s and p 
planes and zeroes the first derivatives of the dependence of 
the waist sizes on the displacement of the mirrors. The opti-
mal distance between the focusing mirrors was found to be 
~0.118 m with the first derivatives of the beam size on the 
mirror displacement approaching zero simultaneously for p 
and s planes. This ensures the stability of Kerr mode-locking 

and lasing power, as changing the beam size in the gain me-
dium changes a number of lasing parameters, in particular 
the number of active centers used for amplification. The cav-
ity was also optimized according to the angles of incidence 
on the spherical mirrors and the distance between them to 
ensure the required waist sizes in the gain medium for an 
astigmatic beam. The dimensions of the beam near the output 
mirror largely determine the Kerr amplitude modulation, 
since this region contain a diaphragm that ensures duration 
reduction of generated pulses. 

 
Fig. 10. Beam size on the output mirror for the plane of incidence on the 
mirror p (blue) and in the perpendicular plane s (green) when changing 
the distance Lo between the spherical mirrors. 

IV. EXPERIMENTAL SETUP 

In this work we have created a laser gyroscope based on 
YAG:Cr4+ gain medium (Fig. 11) with broad spectrum (1.3-
1.6 μm), which allows to adjust the wavelength to the region 
of optimal lasing and to generate femtosecond pulses during 
mode-locking. As a result of optimization and tuning of the 
parameters of YAG:Cr4+ laser cavity, stable bidirectional 
lasing was obtained during mode-locking. The resulting out-
put power in each direction reached 100 mW. The setup was 
based on a wavelength-tunable YAG:Cr4+ laser pumped by a 
fiber ytterbium laser or a mode-locked YAG:Nd3+ laser. To 
create non-reciprocity for counterpropagating waves we used 
an electro-optical phase modulator. To adjust the wavelength 
and create negative group delay dispersion we also used an 
IR quartz prism with low absorption in the operating wave-
length range. The lasing linewidth and the wavelength were 
adjusted by changing the width and position of the dia-
phragm D and by rotating mirrors М3 and М4 (Fig. 11). 

A YAG:Cr4+ crystal 2 cm long and 6 mm in diameter 
with edges oriented at the Brewster angle was used as gain 
medium. The concentration of Cr4+ ions was 51017 cm-3. 
Characteristic crystal parameters [5, 11] are: upper state life-
time 3.6 μs, gain cross section at wavelength of 1.42 μm - 
(7-8)10-19 cm2. The center of the absorption line is at wave-
length of 1 μm and corresponds to the transition  

   1
3

2
3

2
3

1
3 TAAB  . Absorption coefficient at wavelength 

1.06 μm – around 2.5 cm-1. Thus, the pump absorption over 
the length of the crystal is 90%. The laser operates between 
two wide bands 3T2 and 3A2 consisting of a set of energy 
vibrational sublevels. Thanks to this, the laser operates ac-
cording to a four-level scheme. 
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Fig. 11. Experimental setup of a YAG:Cr4+ laser gyroscope. 

During lasing the active element was placed in a preci-
sion thermostat and cooled to 10-12 degrees Celsius, which 
significantly reduces multiphonon relaxation and increases 
the lasing efficiency (Fig. 12). Stronger cooling is limited by 
condensate in the open cavity but can be achieved through 
sealing the optical scheme.  

Experimental studies have shown that the competition of 
counterpropagating waves in a YAG:Cr4+ ring laser is signif-
icantly weakened (Fig. 12). This is possible due to such fea-
tures of the gain medium as the ability to generate femtosec-
ond pulses and peculiarities of interaction of Cr4+ active cen-
tres with polarized radiation associated with the orientation 
and placement of ions in the garnet crystal. 

 
Fig. 12. Lasing power when changing the crystal temperature during mini-
mal pump power. 

The Kerr mechanism was used for mode-locking with Kerr 
lens forming in gain medium due to strong focusing and result-
ing in expansion of the beam at the leading and trailing edges 
of the pulse. Then, when a pulse with such transverse spatial 
distribution passes through the limiting diaphragm the leading 
and trailing edges are reduced, having greater losses due to the 
larger transverse size. This leads to the formation of shorter 
pulses.  

On the other hand, amplitude modulation of radiation due 
to the Kerr lens and diaphragm leads to the appearance of 
side lasing components at the frequencies of neighboring 
modes, since the modulation frequency corresponds to the 
period of the pulse traversal of the cavity. This leads to the 
lock-in of the frequencies of neighboring modes by the side 
components, which makes the modes synchronized, and the 
spectrum becomes completely equidistant with phase differ-
ence between the modes being constant. Due to the modes 
being phased, the number of locked modes significantly re-
duces linewidth of each mode [14]. But this is only possible 
when loss modulation frequency is very stable and its lin-
ewidth is significantly narrower than the mode linewidth. 
Therefore, the stability of Kerr amplitude modulation is cru-
cial for obtaining narrow longitudinal modes with low noise. 

 
Fig. 13. Mechanism of Kerr loss modulation. 

The Kerr lens in the gain medium is formed due to the 
Gaussian distribution of the transverse structure of the fun-
damental mode and requires very strong focusing of ultra-
short pulses of high intensity. That required a more detailed 
consideration of the ring cavity configuration with fulfill-
ment of a number of contradictory conditions as a large re-
sponse to a change in the Kerr lens is required and at the 
same time high stability of the mode is desirable. After ap-
propriate adjustments of the ring laser during mode-locking a 
pulse duration of about 400 fs was obtained. A decrease in 
intensity fluctuations, a narrowing of individual mode lin-
ewidth and reduced fluctuations of counterpropagating wave 
beat frequency were also observed. 

Another important factor determining the stability of Kerr 
mode-locking and the lasing of femtosecond pulses is the 
amount of intracavity dispersion, which ensures the soliton 
mode of pulse propagation. We have performed calculations 
(Fig. 14) of the intracavity group delay dispersion for a 
YAG:Cr4+ gain medium of 2 cm long and a section in a quartz 
prism of 7.1 mm long, depending on the lasing wavelength.  

 
Fig. 14. Dependence of the group delay dispersion for a YAG:Cr4+ gain me-
dium of 2 cm long and a section of a quartz prism of 7.1 mm long on the 
lasing wavelength. Zero dispersion is observed at the wavelength of 1.46 μm. 

It was found that a certain length of the medium section in a 
quartz prism together with gain medium provides zero disper-
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sion at a lasing wavelength of 1.46 μm. This allows using only 
one dispersive prism, thereby reducing losses and distortion of 
the Gaussian beam in the laser cavity. 

V. NOISE SUPPRESSION DURING MODE-LOCKING 

Mode-locking leads to a significant noise suppression for 
each longitudinal mode. Physically, this is due to the phasing 
of oscillations in the modes and the uncorrelated nature of the 
noise in the modes themselves [14, 15]. To analyze and simu-
late the influence of lasing parameters in a ring laser during 
mode-locking on the mode linewidth and noise in the beat 
signal we used the following approach and system of equa-
tions [14]:  
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Herephases of the central and two neighboring 
modes, E1, E2, E3 – mode amplitudes, Fk – noise sources (un-
correlated for different modes),  m , m – modula-

tion frequency, =mm/(4)- coupling coefficient between 
modes due to loss modulation: 0–m.cos(mt),  - fre-
quency difference between adjacent modes, S1, S2, S3 – con-
tribution made by polarization of the gain medium (assumed 
to depend only on the amplitudes of the modes), and loss 
modulating signal is monochromatic, El – frequency shift 
caused by phase electro-optical modulator. By solving the 
system of equations one can obtain an expression [14] for the 
spectral density of frequency fluctuations in the approxima-
tion of equal quality factors of modes and for low frequen-
cies (<<): 
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The mode linewidth can be written as:  0
2
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and for х≈1 during mode-locking:  

k0k 3

1   ,                            (11) 

where 2
1k0 ED  - natural linewidth during free lasing. It 

is evident, that a reduction in the mode linewidth is propor-
tional to the number of synchronized modes.  

For a multi-frequency lasing regime during mode-
locking one can obtain a system of equations similar to (12) 
in the approximation of amplitudes of all modes being equal 
(Ek=E0) [14]: 
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By solving the system for the case of uncorrelated noise 
in different modes for low frequencies and <<, the spec-
tral density of frequency fluctuations can be written as: 
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Then for the mode linewidth: 
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natural mode linewidths during free lasing are close in value, 
one can obtain a reduction in the mode linewidth by N times: 
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Using systems of equations (10, 12) we simulated the dy-
namics of establishing the spectral parameters of the modes 
for different types of disturbances Fk  introduced during las-
ing. In particular, we considered the influence of a frequency 
bias based on an electro-optical phase modulator and a pe-
rimeter control system based on an absorbing cell. It has 
been found that the variable phase shift introduced by the 
phase modulator should be significantly lower than the cou-
pling between modes . 

VI. ALTERNATING FREQUENCY BIAS BASED ON ELECTRO-
OPTICAL PHASE MODULATOR 

The coupling of counterpropagating waves through scat-
tering on the resonator elements and on the inversion grat-
ings in a solid-state laser gyroscope makes it important to 
choose the right mechanism for a frequency bias. The non-
linearity of the output frequency response, caused by the 
coupling of waves, leads to additional noise in the output 
beat signal of counterpropagating waves despite the signifi-
cant suppression of this coupling due to the pulses passing 
the scattering elements one by one. 

Using an alternating frequency bias based on phase mod-
ulator leads to a periodic phase shift of the lasing wave in a 
time shorter than the cavity round trip time. This leads to the 
necessity to take into account these mode-locking disturb-
ances, as if the rate of phase change exceeds the magnitude 
of wave coupling, then the mode-locking is suppressed.  

To check that we carried out a study of a frequency bias 
system based on phase delay of pulses in an electro-optical 
modulator. To model noise arising from periodic phase 
changes we used equations (10, 12). Periodically changing the 
optical length of the cavity using a modulator so that for a 
pulse propagating clockwise, the optical length increases, and 
for a counterclockwise pulse decreases, leads to a change in 
the beat frequency of counterpropagating waves. The signal is 
recorded when the pulses coincide at the output optics. To 
create an alternating frequency bias an electro–optical modu-
lator inside the cavity is controlled by this signal from a high-
speed photodetector that registers the output pulses obtained 
during mode-locking. The signal then goes to an amplifier 
and an adjustable delay line. After a broadband high-
frequency power amplifier with a 50 Ohm load, connected in 
parallel to the electrodes of an electro-optical modulator, the 
signal creates a variable field strength on the LiNbO3 optical 
crystal with the ability to adjust the field amplitude. Applying 
a control voltage to the modulator during the passage of a 
pulse leads to a change in the refractive index and to a shift in 
the frequency of the generated radiation relative to the coun-
terpropagating wave according to (14, 15).  
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where ne – extraordinary wave refractive index, rij – electro-
optical coefficient tensor, r33=30.8*10-12 m/V – electro-
optical coefficient for a selected direction of the crystal of 
LiNbO3), U – voltage applied to crystal, l – crystal length, 
λ – wavelength, D – crystal thickness. The LiNbO3 crystal is 
oriented so that the radiation passes it at the Brewster angle. 
The change in lasing frequency when changing the phase in a 
ring laser (Fig. 16) can be written as: 
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  .                     (15) 

Thus, a frequency difference arises between the counter-
propagating beams and the bias is formed (Fig. 15). To rec-
ord pulses, we employed a high-speed InGaAs PIN-
photodiode with an amplifier (Fig. 16). 

 
Fig. 15. Dependence of the frequency bias on the delay of the signal on the 
photodetector (U0 ~ 25 V).  

 

Fig. 16. Optical scheme of a YAG:Cr4+ ring laser gyroscope with mode-
locking via an electro-optical phase modulator. 
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To form a control pulse, the signal from the photodetec-

tor was delayed so that the modulator voltage reached its 

maximum value at the moment of pulse of one direction of 
propagation passing it. The maximum opposite polarity is for 
a pulse of the opposite direction of propagation.  

To obtain an alternating frequency bias, it is necessary to 
change the phase of the control signal, so that when a pulse 
passes in one direction, the phase shift increases, and for the 
pulse of opposite direction decreases (Fig. 16), and then vice 
versa. For that the counterpropagating pulses must pass 
through the modulator in antiphase. 

VII. STABILIZING FREQUENCY OF MODE-LOCKED RING LASER 
BY AN ABSORBING CELL 

The lasing of femtosecond pulses during mode-locking oc-
curs during multifrequency lasing, when the modes are separat-
ed in frequency by in interval of ~ 283 MHz, and with gain 
bandwidth of 76 THz, which is enough for ~2.7*105 modes. Of 
these, 1.4*104 modes fall into the acetylene absorption line 
(4 THz) (Fig. 17). As some of the modes overlap with the acet-
ylene absorption lines, the lasing frequency can be stabilized 
along these lines. Optimizing the mode frequency spacing can 
increase the absorption value, making the laser frequency stabi-
lization system more accurate. That is important, as the high 
stability of the cavity length control system is a major factor 
affecting the accuracy a laser gyroscope. 

 
Fig. 17. Acetylene absorption spectrum in the region of 1.5 μm. 

A frequency stabilization system was simulated based on an 
acetylene absorbing cell with two bands of discrete absorption 
lines in the wavelength region of 1.5 μm (Fig. 16 - 18) for a 
mode-locked laser. Simulation has shown that by optimizing 
the intermode frequency interval one can obtain narrow absorp-
tion lines of ~ 0.5% with a width of ~ 250 MHz, ensuring fre-
quency stabilization during multifrequency lasing. As the 
change in absorption is small, we used radiation modulation in 
front of the absorbing cell and a synchronous amplifier, which 
allows to obtain the necessary signal for the piezomotor control 
system. As the absorption lines of acetylene lie in the range of 
1510-1540 nm, we had to tune the wavelength of YAG:Cr4+ 
laser to this range. 

To stabilize the cavity length of the ring laser we em-
ployed an LIHV162 electronic unit and an acetylene cell 
made by VitaWave. The length of an acetylene cell 12C2H2 - 
12 cm, diameter is 8 mm. At a pressure of 20 Torr, the width 
of the resonance line P9 ~ 5 pm (~666.2 MHz). Temperature 
dependence <0.01 pm/°C (1.33 MHz/°C). The electronic unit 
allows to link the frequency of the tunable laser to the reso-
nance formed by the absorbing medium. The unit itself con-
sists of a triangle signal generator, a sine wave generator, a 
phase shifter, an analog multiplier, a PID controller with 
adjustable gain bands and a power supply. Additionally, 
there is an optional high voltage output for piezomotor con-
trol. The operating principle of the frequency stabilization is 
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based on the fact that the value of the product of two sinus-
oidal signals of the same frequency is determined by the 
phase difference of these signals: 2*sin(t+)*sin(t) = 
cos() - cos(2t+), with a high frequency component being 
filtered. At the extremum the phase of the detected modula-
tion signal changes sign, which can be registered. After fil-
tering the high-frequency component the remaining signal of 
the dispersive form allows to bind the laser frequency to the 
reference resonance source. That allows to narrow the ab-
sorption line by more than two times, improving the accura-
cy of cavity length stabilization. The temperature drift of the 
acetylene absorption line will lead to zero drift of the gyro-
scope due to the dispersion of the gain medium and due to 
anomalous dispersion at the energy level. However, as the 
cavity is tuned to a group velocity dispersion close to zero, 
the effect of the frequency shift on the zero drift is insignifi-
cant.  

 
Fig. 18. Dependence of the transmittance  of an acetylene cell on the laser 

frequency tuning  during multifrequency lasing. The linewidth of the absorp-
tion maximum is ~250 MHz (line near 0). 

To stabilize the frequency during mode-locking an alter-
nating frequency bias via an electro-optical modulator was 
used, with a synchronous detector extracting signal from a 
photodetector installed after an absorbing cell with acetylene 
(Fig. 16). 

VIII. CONCLUSION 

As a result of calculations and numerical modeling of las-
ing dynamics of a multifrequency ring laser based on equa-
tions for complex amplitudes and for phases of locked 
modes, it was determined that mode-locking narrows spectral 
linewidth of each mode in direct ratio to the number of 
modes being locked, which also significantly reduces noise 
and fluctuations of each mode. It was found that the variable 
phase shift introduced by the phase modulator should be sig-
nificantly lower than the coupling coefficient between modes 
due to modulation. Simulation of lasing dynamics has shown 
that the inversion gratings for a YAG:Cr4+ ring laser are sig-
nificantly reduced compared to a YAG:Nd3+ laser, which 
substantially weakens the coupling of counterpropagating 
waves. After modeling the formation of an astigmatic Gauss-
ian beam, a cavity configuration was determined that ensures 
lasing stability under external disturbances with the first de-
rivatives of these dependences being zeroed. 

The parameters of the cavity length stabilization system 
were found, ensuring stability of the lasing frequency at the 
level of 0.01 pm/°C with intracavity group velocity being 
close to zero, which allows for insignificant shifts in fre-

quencies of counterpropagating waves and, accordingly, to 
the lowered zero drift of the gyroscope. Additionally, the 
influence of the cavity length stabilization system on the 
amplitude and phase noise in the output signal was studied.  

The influence of the frequency bias via an electro-optical 
phase modulator on the noise associated with disturbances in 
the phase of the lasing modes has been determined.  

Overall, the studies have shown the possibility of stable 
operation of a YAG:Cr4+ mode-locked solid-state laser gyro-
scope with a cavity length stabilization system and an elec-
tro-optical frequency bias. 
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Abstract— Novel approaches to the construction of new 
classes of two-point estimators, similar to the Allan variance, 
are proposed. One approach is based on the wavelet-like 
properties of infinitely differentiable atomic functions as a 
generalization of compactly supported B-splines. This variance 
is designed to analyze the phase and frequency instability of 
signals that occur in systems that require high-quality time and 
frequency sources. Unlike the usual Allan variance and its 
well-known generalizations and modifications, the proposed 
variance is suitable for analyzing signals in the presence of 
arbitrary power-law fluctuations due to the unique temporal 
and spectral properties of the atomic function. The second 
approach is based on windowed sine transformation and allows 
one to organize fast procedures for assessing frequency 
instability. Theoretical analysis of model signals with known 
power-law spectra, as well as a computational experiment on 
real data, demonstrate the advantages of new mathematical 
tools for studying frequency instability.  

Keywords— Allan variance, power spectral density, windowed 
Fourier transform, wavelet, atomic function, wave solid-state 
gyroscope. 

I. INTRODUCTION 

Allan variance (AVAR), or its square root (Allan 
deviance, ADEV), proposed by D. Allan in the 1960s [1, 2], 
is currently widely used as a measure of the stability of the 
output data of various navigation devices characterized by 
oscillatory behavior [3]. Despite its widespread use, the 
Allan variance has theoretical limitations on the types of 
power-law noise that can be detected, the power spectrum of 
which must be proportional to the power of the frequency 
with an exponent in a narrow range from -2 to 0. For 
exponents less than -2, the Allan variance is not defined and 
requires the introduction of a lower frequency cutoff limit. 
This problem for noise indicators in the ranges from -4 to -2, 
in particular, can be solved using the so-called Hadamard 
variance (HVAR) [4-6]. At the same time, to analyze noise 
with positive power spectra, it is practically necessary to 
introduce an upper frequency cutoff limit for both AVAR 
and HVAR. Thus, these types of variances are not very 
effective in the case of fast noisy processes. A number of 
works mentioned the possible presence of noises in signals, 
the nature of which is different from traditional types: WPM 
(white phase modulation), FPM (flicker phase modulation), 
WFM (white frequency modulation), FFM (flicker frequency 
modulation), RWFM (Brownian noise frequency 
modulation). These include, for example, sinusoidal noise, 
Markov noise, etc. [7]. In this regard, in addition to AVAR 
and HVAR, some other improved estimation methods were 
introduced: modified Allan variance (MVAR, Λ-counter 

[8]), -counter (parabolic variance, PVAR) [8-11], etc. A 
close connection was established between Allan variance and 
its generalizations with wavelet transform based and wavelet 
variance [12, 13]. At the same time, in general, the problem 
associated with limiting the frequency band of the studied 
types of noise has not been eliminated, which is especially 
important when studying complex ensembles of noise signals 
from sensitive elements of inertial navigation systems 
devices: microelectromechanical gyroscopes and 
accelerometers, solid-state wave gyroscopes (hemispherical 
resonator gyroscopes, HRG), fiber -optical gyroscopes, etc. 

The aim of this work is to consider new universal 
estimates of frequency instability that allow solving the 
above problems. One of the possible approaches is based on 
the wavelet-like properties of finite infinitely differentiable 
atomic functions [14], which are solutions to special classes 
of functional differential equations and are used in problems 
of digital signal processing of various physical nature. 
Families of such functions and variances based on them can 
serve as the basis for constructing banks of high-order 
differentiating filters, which makes it possible to detect noise 
with power spectral density with indicators that vary over a 
wide range, including fractional indicators. The paper 
examines in more detail the variance of upVAR [15] based 
on the most well-known atomic function up(x). 

In addition, using the connection between wavelet 
analysis and windowed Fourier transform [16], a 
fundamentally new type of windowed cosine variance 
(CVAR) was derived based on the windowed segment of the 
sine function. This type of variance has broad prospects for 
optimizing calculations through the use of discrete 
transformations [17] and the use of fast Fourier analysis 
algorithms.  

As an example, the work demonstrates the applicability 
and effectiveness of the new family of Allan variances for 
analyzing the inhomogeneity (roughness) profiles of the 
surface of the HRG resonator sensitive element before and 
after various types of technological processing (grinding, 
balancing by chemical etching) [18]. The generalized Allan 
variances based on an infinitely differentiable atomic 
function and the sine function demonstrate the greater 
sensitivity in comparison with the classical Allan variance, 
which allows for fine analysis of inhomogeneous structures.  

Computational aspects of estimating the proposed 
variances are discussed. A conclusion is drawn about the 
advisability of using new classes of estimators when 
studying processes in sensitive elements of inertial 
navigation devices characterized by complex nonlinear 
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dynamics, as well as when analyzing spatial structures with 
roughness of fractal geometry. 

II. CLASSIC ALLAN VARIANCE  

Let us consider a general approach to the analysis of 
frequency fluctuations of continuous signals based on an 
analog filtering apparatus [4, 6]. Let y(t) be a continuous 
time signal with zero mean. Its autocorrelation function has 
the form 

 
1

( ) ( ) ( ) lim ( ) ( )d .
2

T

y
T

T

R y t y t y t y t t
T

  




     

The two-way power spectral density (PSD) of the signal, 
II ( )yS f , and its autocorrelation function are related by the 

Fourier transform: 
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In measurement practice, one-sided PSD is more often 
used: 

 
II2 ( ), 0,

( )
0, 0.

y
y

S f f
S f

f

 
 
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We will study model noise signals of a power-law 
spectrum, the PSD of which can be written in the form 

 ( ) ,yS f A f 
  (1) 

where A is the amplitude and   is noise type indicator. 
Due to the fact that the signal true variance is not defined 

for integer values 0  , different estimators of frequency 
instability are used for different types of noise. 

To describe the signals determined by the PSD 
components at low frequencies, it is necessary to study the 
variance of the signal ( )y t  averaged over the interval   
using a moving average filter with an impulse response 

 
1

( , ) ( , ) ,
2

g t g t t
 


     
 

 (2) 

where  
1, | | / 2,

( )
0 | | / 2.

t
t

t





   

 

Thus, the averaged signal ( , )z t  is determined by 
convolution   

 
1

( , ) ( , )* ( ) ( )d .
t

t

z t g t y t y t t


 
 

    (3) 

The frequency response of the moving average filter has 
the form 

 ( ) ( ) sinc( )e ,i fG f G f f    (4) 

where 1sinc( ) sin .x x x  
Power spectral density of the averaged profile function is 

 2( ) | ( ) | ( ).z yS f G f S f  (5) 

True variance of the average signal, 

 2 2

0

sinc ( ) ( ) d ,z yf S f f 


   (6) 

is not defined for the power law (1) at 0  , therefore, in 
series with G, it is necessary to introduce an additional 
differentiating filter D. The variance of the resulting output 
signal ( , )u t   has a spectrum 

 2 2 2

0

sinc ( ) | ( ) | d .u A f D f f f
 


   (7) 

For the convergence of integral (7), the amplitude-
frequency characteristic of the new filter must have the form 

( )D f f   with an exponent / 2   as f  
asymptotically tends to zero. Such filters can be obtained 
using several continuous derivatives of the signal ( , )z t   in 
time, since the derivative in the time domain corresponds to 
the PSD multiplied by 2f . PSD of signal ( ) ( , )nz t   equals 

 
( ) 2

2 2

( ) (2 ) ( )

(2 ) sinc ( ) ( ).

n n
u z

n
y

S f f S f

f f S f



 

 


 (8) 

The variance of the resulting signal is determined as 

 2 2 2

0

( ; ) (2 ) sinc ( ) ( ) d .n
u yn f f S f f   



   (9) 

It is impossible to practically implement (9), since the 
corresponding frequency response must be linear. Therefore, 
difference filter D should be used that approximate the 
frequency response near zero frequency. The simplest 
family of n-th order difference filters has an impulse 
response 

 ( )

0

( ; ) ( 1) ( ),
n

n k

k

n
d n t k

k
  



 
   

 
  (10) 

where ( )t  is Dirac delta function. 
The Fourier transform (10) gives the impulse response of 

the filter 
 ( ) ( ) (2 ) sin ( )e .n n n i n fD f i f     (11) 

Filter output is equal to 

 ( ) ( )1
( , ) ( , )* ( , ) * ( ),n n

n

u t d t g t y t  


     (12) 

where n  is the normalization factor used to keep the white 
noise variance produced by the filter unchanged, or to 
ensure the response to frequency drift remains unchanged. 

Variance of ( ) ( , )nu t   can be written as 

 

2 ( )
2

0

2
2 2

2
0

1
( ; ) ( ) ( ) ( )d

2
sin (2 )sinc ( ) ( ) d .

n
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n
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n D f G f S f f

f f S f f

 


 






 






 (13) 

This variance converges at ( 2)n    . To ensure 

convergence of 2 ( ; )u n   for positive values of  , the upper 
limit of integration in (13) must be limited by the cutoff 
frequency. 

Combining a low pass filter ( )G f  with a high pass filter 
( ) ( )nD f  gives us a bandpass filter. By varying the filter 
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parameter  , we obtain a bank of different bandpass filters, 
similarly to multiple-scale wavelet analysis.  

Most known stability variances are generated by equation 
(13). In this case, the Allan variance (AVAR) corresponds 
to the case 1n  : 

 2 2 2

0

( ;1) 2 sin (2 )sinc ( ) ( ) d .u yf f S f f   


   (14) 

AVAR is defined for a power spectrum with 2 0   . 
For 0   it is necessary to take into account a high cutoff 
frequency highf , and for a power law with 3    or 

4    a low cutoff frequency lowf  must be chosen. Allan 
variance is also called two-sample variance in contrast to 
the one-sample true variance. The impulse response of the 
Allan variance filter is a Haar wavelet basis function [12].  

 Other types of Allan variance were also introduced, 
such as the modified Allan variance (MVAR), the 
parabolic variance (PVAR), etc. Having a more complex 
form compared to AVAR and HVAR, they still have 
similar restrictions on the power parameter due to the fact 
that their impulse characteristics represent a limited 
number of times continuously differentiable finite 
polynomial or piecewise polynomial functions. Thus, the 
most general approach to constructing two-point 
estimators of various orders is based on the following 
scheme [8]:  

 

 

2

2
xxx

xxx xxx xxx

xxx ( ) ( ) ( )d ;
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 
    

 

   


 (15) 

Here xxx denotes the type of variance depending on the 
function xxx ( )w t . Some types of weight functions 

xxx ( )w t and their spectra xxx ( )W f  are given in Table I. The 

corresponding spectra of functions xxx ( )w t  have the form  

 xxx xxx( ) 2 sin( ) ( ).W f i f W f     (16) 

TABLE I. WEIGHT FUNCTIONS OF COMMON TYPES OF ALLAN 
VARIANCES 

Type 
Weight function 

xxx ( )w t  
Fourier transform  

xxx ( )W f  
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sinc( ) cos( )
( ) 3

( )

f f
W f

f
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
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The choice of different functions xxx ( )w t  does not 

ensure sufficient smoothness of function (15) at zero, as 
well as at the edges of the support. This negatively affects 
the spectral characteristics, resolution and sensitivity of 

generalized Allan filters. This paper proposes a new 
approach to directly constructing function (15) based on 
functions of high and even infinite smoothness. In the next 
section, the variance based on periodic segments of the 
sine function of multiple frequency (CVAR), which in its 
properties is close to -variance (parabolic variance, 
PVAR) [9-11], will be described for the first time. Next, a 
variance will be presented based on the most well-known 
basic function up( )t  from a wide family of infinitely 

differentiable compactly supported atomic functions [15]. 
A new type of wavelet-like variance (upVAR) will allow 
us to analyze noise signals with arbitrary indicators  . 

III. VARIANCE CVAR  

It is easy to see that while the impulse response of the 
AVAR filter is discontinuous, the first and second 
derivatives of the MVAR and PVAR are discontinuous, 
respectively. A further increase in the degree of smoothness 
is possible by using piecewise polynomial functions of 
higher degrees as impulse responses (in particular, 
derivatives of the corresponding Schoenberg B-splines [19]), 
however, such an increase in the degree of polynomials can 
lead to a loss of stability and large errors in calculations, 
which is critical when processing noisy data.  

An alternative way is to use non-polynomial generating 
functions, in particular harmonic ones. Let  

 xxx cos( ) ( ) cos (| | / 2).
2

a
w t w t t t

 


    
 

 (17) 

 It is easy to see that  

 xxx cos( ) ( ) sin (| | ).w t w t a t t  
 


    
 

 (18) 

 Thus, the impulse function represents one period of a 
sinusoid cut out by a rectangular window of width 2 . Since 
the generating function is actually the half-period of the 
cosine function, we will call this type of variance CVAR 
(cos-variance).  

 Coefficient  

 
2 2

a



  (19) 

is found from the condition of ensuring a standard response 
to frequency drift: 
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 The Fourier transform (16) has the form 

 cos 2 2

sin 2
( ) 2 .

(2 )

f
W f i a

f 
 
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 


 (21) 

 In digital signal processing, the choice of averaging 
interval   is important. If we limit ourselves to variance 
without overlap, then for a discrete signal ( )k ky y t , 

0,1,..., 1k N  , with length 2pN   it seems natural to 
choose binary averaging intervals 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

338



 
1

, 1,2,..., .
2l l

l p    (22) 

 With this choice of parameters, the expression for 
finding the corresponding variance is calculated as 
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and turns out to be related to the coefficients of the 
discrete windowed sine Fourier transform [17]. 

IV. VARIANCE upVAR  

The impulse response CVAR (18) is infinitely 
differentiable at the origin. At the same time, a discontinuity 
of the first kind (non-differentiability) is formed at both ends 
of the interval, which also leads to limitations in terms of the 
spectral resolution of various types of noise. To avoid this, 
you can use artificial techniques by selecting more complex 
combinations of trigonometric functions (for example, 
continuity of the first derivative can be achieved by taking its 
square, 2cos t , instead of the weight function cos t ). Next, 
we give an example of a function of a special form that 
ensures continuity of both the impulse response of the filter 
and all its derivatives over the entire averaging interval.  

The atomic function up( )t  is a finite solution to the 
following functional differential equation [14]:  

 
1

up ( ) up(2 1) up(2 1).
2

t t t      (24) 

Among the important properties of the function up( )t , it 
should be noted that it is even, infinitely differentiable, 
supp up( ) ( 1,1)t   , up(0) 1 , and  

1

1

up( )d 1t t


 . 

Both the first and all higher derivatives of up( )t  are 
similar to the original function and can be calculated 
recursively using (24). All derivatives of the function up( )t  
at the ends of the support and at the origin are equal to zero 
(ideally flat curve at points –1, 0, 1).  

Graphs up( )t  and its first derivative are shown in Fig. 1.  

Despite its infinite smoothness, like other atomic 
functions, the function up( )t  is not analytic, i.e. its Taylor 
series expansion does not converge to the function itself. 
However, to find values of up( )t  at arbitrary points of the 
interval [0,1], we can use the Fourier series, as well as other 
rapidly convergent series and expansions. In addition, the 
function up( )t  can be accurately calculated at binary rational 

points 2 nk   through its moments [14, 15], which is 
important for discrete implementation. 

The Fourier transform of up( )t  is a rapidly converging 
infinite product  
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1

up sinc .
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f
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



  (25) 

 
Fig. 1. Atomic function up( )t  (solid line) and its first derivative (dashed 
line)  

It is also necessary to know the value 

 
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2
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which can be approximately evaluated using the Fourier 
expansion up( )t :  

 2

1 1

1 (2 1)
sinc 0.809.

2 2k
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Two-sided moments of any even order of 
2

up ( )f  can 
also be calculated (two-sided odd moments are zero):  

  2
2 ( 1)1
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Integral (28) converges for any n due to the fact that the 

spectrum up( )f  decays faster than any power law.  

The calculation of odd moments of 
2

up ( )f  can be 
realized numerically using the expansion [15]:  

  2 2
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Let us introduce the impulse response of the filter based 
on the derivative of the atomic function up( )t : 

 up

1
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t
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 (30) 

The corresponding frequency response has the form 

 
up ( , ) 2 up(2 ).W f i f f      (31) 

Obviously, 
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In particular, as f tends to zero, we have 

 up ( , ) 2 | |W f f   , (33) 

which corresponds to the FM-noise dependence with the 
characteristic 2f  .  
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Using the PSD ( )yS f , we can calculate the new upVAR 

variance as  

 
22

upVAR up

0

( ) ( ) ( )d .yW f S f f 


   (34) 

Replacing ( )yS f  with any polynomial power 

dependence of even order, 2
2( )yS f A f 
 , we obtain the 

following analytical expression:  
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
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For the case of polynomial power laws of odd order, one 
can use expansion (29), keeping a small number of first 
terms.  

Discretization can be done on a binary rational grid, 
similarly to CVAR. 

Table II provides a summary of some known two-point 
estimators (AVAR, MVAR, PVAR) and new ones (CVAR, 
upVAR). Here the following trigonometric integrals are used 
for CVAR: 

0 0

sin 1 cos
Si( ) d , Cin( ) d .

t tx x
t x t x

x x


    

All variances are normalized from the condition of 
ensuring the same response 2 2 / 2yD   to frequency drift 

yy D , similar to (20).  

TABLE II. EXPRESSIONS FOR RESPONSE OF SOME KNOWN AND NEW TYPES OF VARIANCES FOR COMMON TYPES OF NOISE ( 0 IS THE NYQUIST FREQUENCY, 

0.577   IS THE EULER–MASCHERONI CONSTANT) 
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V. NUMERICAL EXPERIMENT  

In [18], the main theoretical prerequisites for the 
application of the Allan variance method in the analysis of 
the roughness of surface profiles were presented. The 
classical continuous Allan variance is described in terms of 
time-continuous signals with zero mean. In this case, a 
formal transition is made from the time signal to the spatial 
function of the height of the surface profile and, accordingly, 
from the time coordinate to the spatial coordinate. The term 
"signal" is formally used to refer to the height of a profile. As 
an example, let us consider the analysis of the roughness 
profile of a section of the surface of a quartz HRG resonator 
before and after several cycles of chemical etching (Fig. 2).  

 
Fig. 2. Height of surface profiles (µm) before (thin line) and after treatment 
(bold line) along the length (µm) 

 A qualitative change in the nature of the surface relief is 
clearly visible: the concentration of small-scale surface 

defects has decreased, and large-scale ones have increased. 
The average surface roughness (Ra) increased from 0.5 µm 
to 1.5 µm. However, since this parameter does not describe 
all changes in the surface during chemical treatment, a 
quantitative analysis was carried out using the classical Allan 
variance. 

 Skipping the quantitative side of the issue, we present the 
results of assessing profiles using three types of variances: 
AVAR, CVAR, upVAR (Fig. 3). The digitized profile length 
was 1024 samples, the averaging step  was chosen to be 
binary.  

 It is clear from the graphs that the behavior of the 
classical Allan variance curve is practically independent of 
scale and corresponds to the same noise component (its own 
for situations before and after chemical treatment). The 
CVAR variance plots already show slight differences in the 
slope angle at small scales. But still, these differences 
become most noticeable when using the upVAR variance. 

CONCLUSION 

 Despite the fact that the variances proposed in this work 
(CVAR, upVAR) refer to the so-called non-overlapping two-
point estimators, it is not difficult to obtain higher-level 
generalizations (3-point estimators, etc.) with varying degrees 
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of overlap. In this case, in the case of CVAR, it is necessary 
to take more than 2 half-waves of the harmonic function, and 
for upVAR, derivatives of the original function higher than 
the 1-st order. The results of numerical experiments show the 
greater sensitivity of upVAR to the analysis of noisy 
structures of time series and roughness of surface profiles. At 
the same time, it should be noted that the computational costs 
are significantly higher than those of traditional variances 
such as AVAR, MVAR or PVAR. If such a drawback is not 
critical for the analysis of surface profile data, then for 
processing time series data from gyroscopic sensors in real 
time, more optimal schemes for calculating atomic functions, 
similar to fast “divide and conquer” algorithms in spectral and 
wavelet analysis (FFT etc.), should be developed. The CVAR 
variance, in turn, being comparable to the indicated classical 
variances, has great capabilities in terms of speed and 
implementation of fast calculation schemes. 

 

AVAR 

CVAR 

upVAR 

Fig. 3. Different types of variances for profiles before treatment (upper 
curve) and after treatment (lower curve) 
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Abstract— The paper presents a system for separating beat 

signals of counterpropagating waves of orthogonal circular 
polarizations for a Zeeman four-frequency laser gyroscope that 
is based on mathematical processing of beat signals after a 
non-polarizing beam combining optics. It was found that a 
small channel crosstalk requires a significantly higher frequen-
cy of the bias compared to fully optical signal separation for 
the same angular velocities. To stabilize the cavity length of a 
four-frequency laser gyroscope and mathematically separate 
beat signals, a system based on maximizing the beat frequency 
of co-directed waves of orthogonal polarization is found to be 
best suited.  

Keywords — laser gyroscope, four-frequency laser gyroscope, 
frequency lock-in, nonplanar cavity, Zeeman frequency dither. 

I. INTRODUCTION 

Zeeman He-Ne laser gyroscopes are widely used due to 
their high mechanical strength and workability under high 
accelerations and impacts [1-5]. At the same time, they have 
high magnetic sensitivity. To subtract the influence of 
external magnetic field and increase sensitivity to rotation a 
new generation of Zeeman laser gyroscopes operating in 
four-frequency regime is being developed. This has become 
possible due to the latest technological advances such as: 
new designs of multilayered dielectric coatings, 
superpolished mirror substrates, FPGA-based compact 
electronic components with real-time data processing, new 
error-compensating computer algorithms. Four-frequency 
lasing requires separation of the beat signals of 
counterpropagating waves of orthogonal polarization, which 
is complicated due to circularly polarized light becoming 
highly elliptical when passing through the output mirror at 
oblique incidence. In this paper we present two types of four-
frequency Zeeman laser gyroscopes based on laser cavities in 
the form of an isohedral tetrahedron and a regular 
tetrahedron with accordingly different angles of incidence on 

the output mirror and different ellipticity of the output 
radiation. To separate the beat signals of counterpropagating 
waves of orthogonal polarizations we utilized both fully 
optical and mathematical method, with latter one 
implemented both in the form of real-time electronic signal 
processing and algorithmic post-processing. Maintaining the 
cavity length was carried out by a novel method based on 
measuring the beat signal of co-directed waves and tuning 
the beat frequency to a maximum, which leads to 
stabilization along the neon spectral line. Through this 
method the suppression of the influence of external magnetic 
fields by a factor of ~1000 was achieved. 

Numerical modeling of the beat signal of co-directed 
waves of orthogonal polarizations changing through varying 
cavity length, applied magnetic field and other ring laser 
parameters was carried out on a model based on the previous 
works [1, 5]. However, the beat frequency of co-directed 
waves has not been previously considered as a signal source 
for the perimeter control system. As a result of modelling, 
the optimal cavity bend angle and other parameters were 
determined that provide the greatest steepness of the 
adjustment characteristic for the cavity length stabilization. 

The first type of used four-frequency Zeeman laser 
gyroscope [2] had a cavity in the form of a regular 
tetrahedron with a length of 28 cm. An angle of incidence on 
the output mirror being 30o leads to high ellipticity of the 
output beam. Fully optical splitting of beat signals of 
orthogonal polarizations is still possible through using a 
compensating dielectric coating and a polarizing 
beamsplitter. This, however, makes the output optics very 
complex and requires high precision manufacturing and 
assembling. Even minor errors in dielectric coatings and 
geometry of optical elements can lead to signal crosstalk, 
with the source of the noise being hard to pinpoint. 
Therefore, we carried out research aimed at separating beat 
signals of counterpropagating waves of orthogonal 
polarization through processing in analog electronic circuits The research was supported by RSF (project № 23-22-00234), 

https://rscf.ru/project/23-22-00234/.
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without polarization-based output optics. To separate the 
beat signals of waves of orthogonal polarization we utilized 
the signals from two photodetectors with a phase shift of 90 
degrees. The separation of signals is possible due to 
interference fringes for waves of orthogonal polarization 
moving in opposite directions. After further phase shifting 
and summation in analog electronic circuits the beat signal of 
counterpropagating waves can be successfully isolated for 
each polarization. The chosen cavity geometry leads to a 
non-equidistant frequency spectrum for eigenmodes of left- 
and right-handed circular polarization with the gyroscope 
being able to operate with larger (~606.5 MHz) or smaller 
(~462.5 Mhz) wave frequency splitting. 

The second type of used four-frequency laser gyroscope 
had a cavity in the form of a isohedral tetrahedron with a 
length of 20 cm. To ensure four-frequency lasing a ~53/47% 
mixture of neon isotopes 20Ne and 22Ne was used in the gain 
medium This gyroscope offers plane of incidence rotation by 
22.5o on each mirror and has a high frequency splitting for 
orthogonal eigenmodes (~756.365 MHz), which unlike the 
first type of gyroscope allows stable operation both in four-
frequency and two-frequency regimes with appropriate 
adjustment of cavity length. The operating point 
corresponding to the lasing frequencies of modes of left and 
right circular polarization relative to the gain line was 
initially set based on the equality of lasing powers of waves 
of left and right circular polarization. Then fine tuning of the 
cavity length took place with lasing frequencies of 
orthogonal modes being set so that their frequency biases 
were equal (Fig. 5). This makes the sensitivity to the effect of 
a magnetic field on the frequency splitting of orthogonally 

polarized radiation identical in magnitude and different in 
sign. For the two-frequency lasing the cavity length was 
adjusted to the maximum frequency of the bias. As the angle 
of incidence on the output mirror for this gyroscope is 
~43.866o, the output radiation has even higher ellipticity, 
which further complicates fully optical beat signals splitting 
and encourages mathematical signal processing in electronic 
units. Still, a conventional non-polarizing optical mixer was 
used to obtain the mixed beat signals of counterpropagating 
waves. 

II. SEPARATING BEAT SIGNALS OF COUNTERPROPAGATING 
WAVES OF ORTHGONAL POLARIZATION OF A ZEEMAN LASER 

GYROSCOPES BY AN ELECTRONIC METHOD 

Operating a Zeeman laser gyroscope with a two-isotopic 
gain medium with an appropriate choice of the angle of rotation 
of the beam during cavity round-trip allows for simultaneous 
lasing of two orthogonal polarizations. That requires separating 
the beat signals of counterpropagating waves of orthogonal 
polarizations. Beat signals come from two photodetectors with 
a phase shift of /2 between each other, and signal separation 
of orthogonal polarizations is performed according to the 
mathematical description (1-17) and circuitry on Fig. 1. In 
addition to in-phase cos(x) signals, signals shifted by /2 – 
sin(x) are also obtained. To isolate the signals, amplifiers, 
phase-shifting electronic circuits, an adder and subtractor are 
used (Fig. 1). Signal separation (Fig. 1) was performed with a 
constant frequency bias up to ~30 kHz. We also considered 
increasing the frequency bias to one and half megahertz and 
working with an alternating bias.  

 

 
Fig. 1.  Block diagram of separation of beat signals of counterpropagating waves of a Zeeman laser gyroscope according to orthogonal polarizations.

The beat signals of counterpropagating waves of orthog-
onal polarization can be written as: 

/2)tcos(ASa   aa ;    /2)tcos(ASb   bb    (1) 

- the original signals of each of the orthogonal polariza-
tions. Each of the photodetectors records the sum of the beat 
signals of counterpropagating waves of two polarizations: 

/2)Sb(/2)Sa(Sab2   Sb,SaSab1   .      (2) 

At the output of the first photodetector: 

t)cos(At)cos(ASab1 bbaa   .                (3) 

At the output of the second photodetector: 

t)sin(At)sin(A

/2)tcos(A/2)tcos(ASab2

bbaa

bbaa








.     (4) 

After a phase shift of +by electronics of the second 
photodetector: 

t)cos(At)cos(A

t)cos(A)tcos(ASab2 2/

bbaa

bbaa






       (5) 

By summing the signal of the first photodetector and 
phase-shifted signal of the second photodetector: 

t)cos(A2                                                                    

t))cos(At)cos(A( t))cos(At)cos(A(

Sab2Sab1 2/

bb

bbaabbaa











  (6) 

One can obtain the original signal of one polarization: 

t)cos(A2Sab2Sab1 Bb 2/ bb   .              (7) 

By subtracting from the signal of the first photodetector 
the phase-shifted signal of the second photodetector: 
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t)cos(A2

t))cos(At)cos(A( t))cos(At)cos(A(

Sab2Sab1 2/

aa

bbaabbaa











  (8) 

One can obtain the original signal of orthogonal 
polarization: 

t)cos(A22/Sab2Sab1Aa a a  .              (9) 

For the signal of the first photodetector (3): 

t)cos(At)cos(ASab1 bbaa   .                 (10) 

After a phase shift of +by electronics of the first 
photodetector: 

t)sin(At)sin(A

)2/tcos(A)2/tcos(A

Sab1

bbaa

bbaa








     (11) 

By summing the phase-shifted signal of the first 
photodetector Sab1  (11) and the signal of second 
photodetector Sab2  (4): 

t)sin(A2

t))sin(At)sin(A(t))sin(At)sin(A(

Sab2Sab1 /2

bb

bbaabbaa


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






  (12) 

By subtracting from the phase-shifted signal of the first 
photodetector Sab1  (11) the signal of the photodetector 
Sab2  (4): 

t)sin(A2

t))sin(At)sin(A(t))sin(At)sin(A(

Sab2Sab1 /2

aa

bbaabbaa


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






 (13) 

Thus, we can obtain two source signals separated by 
polarization state and two source signals with /2 phase 
shifts: (7), (9), (12), (13). 

Source signals: 

t)cos(A2Sab2Sab1 2/ bb   ,                  (14) 

t)cos(A2Sab2Sab1 a2/ a  .                  (15) 

Source signals with /2 phase shifts: 

t)sin(A2Sab2Sab1 /2 bb   ,                 (16) 

t)sin(A2Sab2Sab1 /2 aa   .                 (17) 

The obtained signals phase-shifted by /2 allow to 
determine the direction of rotation if the polarization is 
known in advance, or vice versa, knowing the direction of 
rotation, the polarization can be determined. 

III. CAVITY LENGTH STABILIZATION BY THE BEAT SIGNALS OF 
CO-DIRECTED WAVES  

One of the main methods for stabilizing the cavity length in 
a four-frequency Zeeman laser gyroscope is equalizing the 
frequency biases, which simultaneously gives the same 
magnetic sensitivity. The sum of frequencies of Zeeman beats 
of beams of orthogonal polarizations [1, 5] can be written as: 

 21 ff , where ),(  K , ξ – frequency 
detuning, Δv – resonator bandwidth, η – gain exceeding losses, 
μ – Zeeman splitting of sublevels, δ – intermode frequency 

interval, ),( K  – magnetic detuning sensitivity function. 
When controlling the cavity length using signals of frequencies 
of modes of orthogonal polarization, due to the dependence of 
their frequency on the change in the refractive index according 
to the dispersion curve [4], and without taking into account 
Zeeman splitting, one can write for mode frequencies: 

)(mс)f(  nL , where 
2

2n)n( 0
  es , Lm , 

  FΔ0ff  , where L – cavity length, F – gain 

bandwidth,  - wavelength, n() – change in the refractive 
index due to anomalous dispersion of the gain medium, f – 
‘cold’ resonator frequency. The frequency difference f=f1–f2 
(beat frequency) between the modes of left and right circular 
polarization, each of which f1 and f2 changes according to the 
given expression is presented in Fig. 2. This dependence has a 
maximum shown in Fig. 2 corresponding to the minimum in 
Fig. 4. It reflects the state of modes of orthogonal polarization 
being symmetrical relative to the center of the gain curve. 

 
Fig. 2. Dependence of lasing frequency change of a mode of one circular 
polarization f1, of orthogonal polarization f2 and of their frequency 
difference on the cavity length detuning (frequency detuning) f=f1 – f2. 

IV. EXPERIMENTAL SETUP 

An experimental setup (Fig. 3) included four-frequency 
Zeeman laser gyroscopes with two different bend angles, 
gyroscope control and power supply units, radio-electronic 
circuits of cavity length control (CLC), computers with an 
ADC and DAC board and measuring equipment such as 
oscilloscopes, multimeters, radio spectrum analyzer. To 
stabilize the cavity length (Fig. 3) we used two methods, one 
based on measuring the frequency of an alternating bias for 
each of the orthogonally polarized modes and equalizing 
those biases through cavity length tuning (Fig. 5). The values 
of the biases for orthogonal polarizations were obtained 
either through a polarizing beam-combining optics or by 
non-polarizing optics and mathematical signal processing in 
an analog electronic unit. The other method for stabilizing 
the cavity length does not require beat signals of 
counterpropagating waves and beam-combining optics. It is 
based on measuring the beat frequency of co-directed waves 
of orthogonal polarization (~462.5 MHz, ~606.5 MHz or 
~756.365 MHz) and tunes the cavity length according to the 
maximum beat frequency. A high-speed avalanche 
photodetector with an amplifier is installed behind one of the 
cavity mirrors and its signal is lowered to ~10.7 MHz 
through heterodyning with further processing and calculating 
the feedback signal for the piezomotors (Fig. 3). Due to the 
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frequency shift in the radio mixer, the maximum frequency 
can be converted into a minimum (Figs. 2, 4). 

 

Fig. 3. Experimental setup. 

 
a. 

 
b. 

Fig. 4. Dependences of the beat signal of orthogonal polarizations on the 
cavity frequency detuning for two laser gyroscopes (a – cavity length of 
20 cm, two piezo motors, b – cavity length of 28 cm, one piezo motor). 

 
Fig. 5. Dependence of the dither of the beats of orthogonal polarizations 
Asin and Bsin on lasing frequency tuning by piezo motors. The signal 
separation was performed by an electronic system. 

 
Fig. 6. Allan variance of a Zeeman four-frequency laser gyroscope in case 
of electronically separated beat signals of orthogonal polarizations. 

Using signal separation via mathematical processing in 
an analog electronic unit, we have obtained data for the 
gyroscope and built the Allan variance (Fig. 6), showing that 
under certain conditions mathematical processing 
outperforms fully optical signal splitting. 

V. CONCLUSION 

Overall, the research resulted in creating a system for 
separating beat signals of counterpropagating waves of or-
thogonal circular polarizations based on mathematical pro-
cessing of combined beat signals after a non-polarizing 
beam combining optics. Insignificant channel crosstalk can 
be achieved at bias frequency that is significantly higher 
than with optical separation at the same angular velocities. 
To stabilize the cavity length of a four-frequency laser gyro-
scope and mathematically separate beat signals a system 
based on maximizing the beat frequency of co-directed 
waves of orthogonal polarization is found to be best suited. 

The authors express special gratitude to A.E. Vainshenker, 
A.I. Varenik and V.S. Suslin for the development and assembly of 
electronic components for the laser gyroscope. 
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Abstract— A method for measuring the size of the lock-in 
zone of a laser angular velocity sensor is proposed. The method 
is based on the use of measurement data of the nonlinearity of 
the scale factor, and allows you to control the size of the 
capture zone at all stages of production. 

Keywords—laser gyroscope, lock-in zone, frequency stand, 
scale factor, output characteristic. 

I. INTRODUCTION 

One of the main error sources in laser gyroscopes (LG) is 
the backscattering of light on the inhomogeneities of the 
mirrors of the ring resonator. This phenomenon leads to 
synchronization of the frequencies of counterpropagating 
waves at low angular velocities [1]. 

The use of an alternating frequency stand makes it 
possible to significantly reduce the nonlinear distortion of the 
output characteristic and not reduce the sensitivity of the LG 
at low rotational speeds [2, 3]. 

The Zeeman LG [4, 5] mainly uses a rectangular stand. 
The main distinguishing feature of such a stand is significant 
nonlinear distortions of the output characteristic of the LG at 
a rotation speed close to the amplitude of the stand. The 
nature of these distortions is determined by the value of the 
lock-in threshold (ΩL). 

When the rotation speed coincides with the amplitude of 
the stand (Ω ≈ Ω0), in one of the half-periods of the stand, the 
LG is in a state of synchronization of the frequencies of 
counterpropagating waves. Dynamic zones of parametric 
resonance, discovered relatively recently, are also present 
near the amplitude of the stand [6]. The zone of significant 
nonlinear distortions of the output characteristic of the 
Zeeman LG is approximately 2°/sec. 

II. THE THEORETICAL PART 

In [7], it was shown that the nonlinear distortions (∆K) of 
the output characteristic of an LG with a rectangular stand 
are adequately described by the ratio (1) obtained in the 
mode of weak coupling of counterpropagating waves [8] 
(when |Ω – Ω0| >> ΩL): 

Where: 

 A = Ω0
2 – Ω2 [°/sec]; 

 B = Ωg
2 + Ω2 – Ω0

2 [°/sec]; 

 C = (Ω – Ω0)2 + Ωg
2 [°/sec]; 

 D = (Ω + Ω0)2 + Ωg
2 [°/sec]. 

In the ratio (1), the value (Ωg) is called the strength of the 
limit cycle and characterizes the inertia of the ring laser 
active medium and depends on the bandwidth of the optical 
resonator and the excess of the pump level (α) over the loss 
level (δ). The parameters (S+ and S-) are the following 
combinations of the coupling coefficients 
counterpropagating waves due to backscattering: 

S±Krcw
rccw

rcwrcсwcosφcwφccw°/sec 

Where: 

K – scale factor LG; 

rcw, ccw – parts of the field of self-oscillation scattered in 
the opposite direction; 

φcw, ccw – phase shifts that occur during backscattering 
from the mirrors of an ring resonator when waves propagate 
clockwise (CW) and counterclockwise (CCW). 

The parameters (S+ и S-) represent the dissipative and 
conservative components of backscattering. They differ in 
the magnitude of the phase shift. The value of the total phase 
shift (φ = φcw + φccw) is: 2π for dissipative and π for 
conservative components. The value of the LG lock-in 
threshold is determined by the dissipative component (S+). 

It was shown in [9] that the ratio of the average values of 
the parameters (<S-> / <S+>) for an array of LG sensors 
assembled from mirrors of approximately the same quality 
ranges from 3 to 7. In this case, the average value of the 
parameter (S-) is determined by the integral scattering 
coefficient of the mirrors. It is also noted that there is no 
correlation between the components of backscattering. 

In Fig. 1, the ratio (1) is represented graphically, at S+ = 
0.1; S- = 0.8; Ω0 = 30; Ωg = 65; expressed in dimension 
[°/sec]. 

As can be seen from Fig. 1, a sharp surge in the 
nonlinearity of the output characteristic is observed at an 
angular velocity (Ω = 30°/sec), equal to the amplitude of the 
frequency stand (Ω0). Its value is characterized by the 
parameter (S+). The value of the positive component of the 
output characteristic is mainly determined by the parameter 
(S-). The output characteristic zone is indicated in gray, 
which is not described by the ratio (1). In the output 
characteristics of real devices, the width of this zone is about 
2°/sec. 

∆KΩSAS∙BCDppm 
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Fig. 1.  A typical view of the output characteristics of a laser gyroscope. 

In Fig. 2, two types of output characteristics are 
presented. In the first case, the parameter (S-) is zero, and in 
the second case, the parameter (S+) is zero (both cases are 
excluded in real devices). Thus, the first term of the ratio (1) 
is graphically shown at number 1, and the second at number 
2. Their summation will give the output characteristic of the 
real device shown in Fig. 1. 

Fig. 2. A special view of the output characteristic of a laser gyroscope; 
type 1: S- = 0; type 2: S+ = 0. 

As can be seen from Fig. 2, the relative deviation of the 
scale factor (∆K) at angular velocity (Ω = 90°/sec) is 
determined mainly by the value of the parameter (S-). 

This paper presents an analysis of the statistics of the 
values of the lock-in threshold (K-5 type sensors) obtained 
by a method based on measurements of the nonlinearity of 
the scale factor. 

III. THE EXPERIMENTAL PART 

Measurements of the LG scale factor were carried out on 
a single-axis test bench with a vertical axis of rotation. Next, 
the nonlinear corrections (∆K(Ω)) of the scale factor for each 
value of the angular velocity were calculated using the 
formula: 

∆(Ω)(Ω)ppm 

Where: 

K(180) – is the scale factor measured at an angular 
velocity of 180°/sec. At such an angular velocity, the output 
characteristic has practically no distortion, which makes it 
possible to accept K(180) as a reference value; 

K(Ω) – the scale factor measured at a certain angular 
velocity. 

The angular velocities were selected in such a way as to 
obtain a detailed dependence of the nonlinearity of the scale 
factor on the angular velocity not exceeding the amplitude of 
the frequency stand (Fig. 1). 

Approximation of the obtained dependence using formula 
(1) made it possible to calculate the dissipative (S+) and 
conservative (S-) components of backscattering, which is 
discussed in detail in [7, 10-12]. 

Thus, arrays of experimental data were obtained 
containing parameters (S+), (S-) and nonlinear corrections of 
the scale factor (∆K(Ω)) at various angular velocities. 

Measurements of the scale factor of K-5 type sensors and 
gyroscopes based on them are carried out at three angular 
velocities: 18, 90 and 180°/sec. As shown earlier (Fig. 2), at 
an angular velocity of 90°/sec, the nonlinear correction of the 
scale factor (∆K(90)) is determined by the parameter (S-). 
Statistical processing of experimental data arrays made it 
possible to establish the following functional relationship 
between these two parameters: 

S-ΔK(°/sec 

The nonlinear correction at an angular velocity of 18°/sec 
(∆K(18)) is determined by the values of the parameters (S+ 
and S-), as shown in Fig. 2. Thus, replacing the parameter (S-) 
with formula (4) in formula (1) and converting it allows us to 
calculate the parameter (S+) or the value of the lock-in 
threshold (ΩL) through the following ratio: 

SΩLA∆K(ΔK(∙
∙BCD°/sec 

IV. DISCUSSION OF THE RESULTS 

The number of sensors tested was 175. Taking into 
account that the tests are carried out on four adjacent modes 
of each sensor, the total number of measured values of the 
lock-in threshold (ΩL) was 700 pieces. 

The measured values of the lock-in threshold (ΩL) were 
converted from the dimension [°/sec] to [Hz]. A histogram of 
their distribution in 5 Hz increments is shown in Fig. 3. 

 
Fig. 3. Histogram of the distribution of the values of the lock-in threshold. 

The average value of the lock-in threshold was 177 Hz. The 
Rayleigh distribution density is also presented here, which 
describes the resulting field of an array of coherent oscillators 
with a random phase value [13]. The probability density of this 
distribution is described by the following ratio: 
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fΩLΩLσexpΩL
σ 

Where: 

ΩL – random parameter (lock-in zone threshold); 

σ – a scale parameter approximately equal to the average 
value of the lock-in zone threshold. 

A comparison of the histogram of the measured values of 
the lock-in threshold with the Rayleigh distribution density 
revealed their noticeable difference. Two reasons for this 
difference can be pointed out. 

The first is the contribution to the backscattering of 
sources that do not obey the Rayleigh distribution. These 
include backscattering from LG photodetectors and the 
presence of large (submicron-sized) defects in the working 
area of mirrors. This difference can also be explained by the 
backscattering of the aperture of the selective diaphragm. 

The second, more significant (in our opinion) reason is 
the limitation that arises when using the weak coupling mode 
to describe nonlinear corrections of the LG scale factor with 
a rectangular stand. 

As shown in [7], the strength of the limit cycle (Ωg) in the 
ratio (1) is significantly lower than the value calculated based 
on the model of cubic nonlinearity of the polarizability of the 
active medium. 

To resolve this contradiction, instead of dependence (Ωg  
α / δ – 1), dependence (Ωg  1 – δ / α) was introduced into the 
initial ratio (1). With such a replacement, the ratio (1) more or 
less adequately describes the output characteristic of LG. 

V. CONCLUSIONS 

This paper describes a method for measuring the lock-in 
threshold value of LG with a rectangular stand. The method 
is based on the analysis of nonlinear scale factor corrections. 
The results of statistical data processing are presented. 

The use of this method in the technological cycle of 
testing laser sensors (and gyroscopes based on them) will 
significantly increase awareness of the state of technological 
processes in production, and somewhat reduce the time and 
complexity of testing. 

It is noted that for the correct use of the LG frequency 
response model obtained in the weak coupling mode, it is 
necessary to change the type of functional dependence of the 
strength of the limit cycle. 

It is also relevant to use this method at the testing stage of 
inertial navigation units in order to clarify the causes of 
possible instrument failures due to exceeding the permissible 
nonlinearity of the scale factor. 

REFERENCES 
[1] Aronowitz F., in Laser Applications. Ed. by M. Ross (New York: 

Academic, 1971) pp 133–200. 

[2] Aronowitz, F., Optical Gyros and their Applications, RTO 
AGARDograph, 1999, 339, p.3.1. 

[3] Klimontovich Yu.L. (Ed.) Volnovye i fluktatsionnye protsessy v 
lazerakh (Wave and Fluctuation Processes in Lasers) (Moscow: 
Nauka, 1974). 

[4] Azarova V.V., Golyaev Yu.D., Dmitriev V.G. Quantum Electron., 30, 
96 (2010) [Kvantovaya Elektron., 30, 96 (2010)]. 

[5] Azarova V.V., Golyaev Yu.D., Saveliev I.I. Quantum Electron., 45, 
171 (2015) [Kvantovaya Elektron., 45, 171 (2015)]. 

[6] Gorshkov V.N., Grushin M.E., Lariontsev E.G., Saveliev I.I., 
Khokhlov N.I. Quantum Electron., 46, 1061 (2016) [Kvantovaya 
Elektron., 46, 1061 (2016)]. 

[7] Beketov, S.E., Bessonov, A.S., Petrukhin, E.A., Khokhlov, I.N., 
Khokhlov, N.I. Quantum Electron., 49, 1059 (2019) [Kvantovaya 
Elektron., 49, 1059 (2019)]. 

[8] Khoshev I.M. Cand. Diss. (Moscow: Lomonosov Moscow State 
University, 1978). 

[9] Petrukhin E.A., Khokhlov I.N., Khokhlov N.I. Quantum Electron., 
51, 351 (2021) [Kvantovaya Elektron., 51, 351 (2021)]. 

[10] Khokhlov I.N., Sinelnikov A.O. Comparative analysis of methods for 
measuring lock-in zone in zeeman laser angular velocity sensors // 
Physical education in universities, 2021, vol. 27, no.S4, pp. 76-80. 
DOI: 10.54965/16093143_2021_27_S4_55 

[11] Khokhlov I., Sinelnikov A. A Method for Measuring the Lock-In 
Zone in Laser Gyro Sensors, 2021 28th St. Petersburg International 
Conference on Integrated Navigation Systems (ICINS), Saint 
Petersburg, Russia, 2021, pp. 1-3, doi: 
10.23919/ICINS43216.2021.9470854. 

[12] Khokhlov I.N., Sinelnikov A.O., Fetisova N.E. Scale Factor 
Correction Model for Zeeman Laser Gyroscopes, 2022 29th St. 
Petersburg International Conference on Integrated Navigation 
Systems (ICINS), Saint Petersburg, Russian Federation, 2022, pp. 1-
4. doi: 10.23919/ICINS51784.2022.9815382 

[13] Rayleigh, Lord. Phylos. Mag., 10, 73 (1880). 

 
 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

349



Simulation of Initial Error Calibration of Uniaxial 
Rotating Laser Inertial Navigation System Assisted 

by Total Station 
Shaojun Du  

Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices  

Beijing,China 
dushaojunjg@sina.com 

 
Jiangang Guo  

Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices 

Beijing,China 
jiangang_tiger@126.com

Lili  
Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices  

Beijing,China 
liliii1683@sina.com 

 
 Lei Wang 

Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices 

Beijing,China 
wangleinuaa@163.com

Lin Zhang 
Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices 

Beijing,China 
zhanglinmail126@126.com 

  
Shitao Huang 

Beijing Aerospace Times Laser 
navigation Technology Co., Ltd 

Beijing Aerospace Institute of Control 
devices 

Beijing,China 
huangshitao11@163.com 

Abstract—For the extremely slow and extremely low dynamic 
error estimation situation of shield tunneling machine, this 
paper presents the scheme of shield machine guidance system 
with uniaxial rotating laser inertial navigation system as the 
core. By rotating the IMU itself, the observability of the 
installation error between inertial navigation system and shield 
tunneling machine is greatly improved. At the same time, this 
paper proposes the Kalman filter estimation scheme for the 
error estimation assisted by the total station system, and the 
system state space model is also derived. The effects of the IMU 
rotation, the total station pitch and the rod arm between the 
inertial navigation system and the observation points on the 
estimation observability and accuracy are analyzed in detail, 
the optimal scheme "uniaxial rotational excitation + reducing 
oblique pitch + increasing rod arm" of error estimation is 
proposed, which has a strong guiding value for practical 
engineering. 

Keywords—Uniaxial rotation, observability, oblique pitch, 
rod arm, estimation accuracy. 

I. INTRODUCTION  
 In recent years, applying inertial navigation technology to 
shield machine guidance system has become a research 
hotspot. In order to obtain the high-precision attitude 
information of the shield machine, the most important 
research direction is to suppress the initial alignment error 
and the navigation attitude drift. For the convenience of 
maintenance, the inertial navigation system is generally 
installed on the shield machine through the bracket. In 
general, the frame coordinate system of the bracket and the 
coordinate system of the shield machine do not coincide, and 
there is an installation error bias Angle, so accurate 
measurement and compensation are needed to improve the 
measurement accuracy of the attitude of the shield machine. 
There are generally two ways to measure the installation 
deflection Angle between inertial navigation system and 
shield machine: manual direct measurement method and 
optimal estimation method. 

 Manual  direct measurement method is the main method 
to determine the initial attitude of shield machine at present, 
which mainly includes artificial methods[1] such as horizontal 
ruler method, side wall method, partial middle method, three-
point method, cutting plane method or fitting circle method. 

Assuming that the coordinate frame of shield machine is 
defined as b' system, that of inertial navigation system is 
defined as b system, and that of navigation system is defined 
as n system, the attitude matrix Cୠ′

୬   is obtained through 
direct measurement, and Cୠ

୬ is obtained through inertial 
navigation measurement, thus obtaining the installation bias 

Angle Cୠ
ୠ’

 between inertial navigation system and shield 
machine : 

Cୠ
ୠ’ ൌ ሺCୠᇱ

୬ ሻିଵCୠ
୬ 

 Manual direct measurement method has many 
disadvantages, for example, the horizontal ruler method is 
only applicable to the active articulated type shield machine, 
and requires less shield tail parts and enough space to place 
the horizontal ruler, the applicable environment is limited by 
the construction of shield mechanism. Although the side wall 
method has wider range than that of the horizontal ruler 
method, the operation process is complicated. The operation 
of the three points is simple and fast, but in the operation 
process, this method should be strictly controlled at the same 
mileage, and the deformation of the shield machine shell 
should be small. The fitting circle method is not affected by 
the construction of shield mechanism, and is widely used in 
the attitude measurement of shield machine and forming 
tunnel detection. However, when the shield machine is used 
for a long time, the shell deformation is large or the 
measurement data is less, the measurement effect will change 
significantly. Therefore, more scientific methods of initial 
attitude determination need to be sought. 

 Since laser target is the mainstream method of attitude 
measurement of shield machine, the optimal estimation 
method of the installation Angle between the inertial 
navigation system and shield machine has not been discussed 
in the literature, and the estimation measurement of the 
installation Angle between inertial navigation system and 
star sensor,  odometer and DVL are performed on literature 
review. 

 Liqiang Luo[2] uses speed and position information 
provided by GPS as observation, the odometer scale 
coefficient and installation error of inertial navigation system 
are quickly and accurately estimated in about 50 seconds by 
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using recursive least squares.  Xingpeng Da[3]bases on the 
expanded Kalman filter algorithm, an iterative calibration 
method of odometer system error and lidar installation error 
is proposed, which can make the calibration of the above 
error in real time while positioning. Xin Wang[4] designs a 
sensor installation error ground rapid calibration method, 
which uses the inertial navigation system attitude, position 
and star sensor attitude to construct the observation 
measurement,  by two axial maneuver of the carrier, the 
triaxial installation error of the star sensor can be quickly 
estimated by Kalman filter. Jinwu Tong[5] designs a USBL 
installation error estimation algorithm based on two-vector 
reconstruction,with which the position calculation of the 
target responder and USBL installation error angle 
estimation can be completed in a circle. The operation 
process is simple and easy to implement, and has important 
engineering application value. Wang Li[6] presents a fast-
high-precision installation error estimation method on 
Levenberg-Marquart for INS/CNS, which transfers the 
observation vector at different time to the same frame at the 
same time, constructs the observation vector error of multi-
stars observed and least squares objective function of the 
navigation star vector , and uses the adaptive-step L-M 
iteration algorithm to solve the variation of the system 
installation matrix in real time. Jingke An[7] designs the 
dynamic identification method based on Kalman filter, which 
can quickly calibrate the installation error angle of the star 
sensor online, and the calibration value of the installation 
error angle can reach more than 85% of the actual error value, 
and effectively improves the accuracy of the INS/CNS 
integration navigation system. Zhaofa Zhou[8] puts forward a 
calibration method of odometer scale factor and installation 
error based on short-time SINS motion speed 
information,with which the initial calibration of odometer 
parameters can be realized within 1 minute, without the 
assumption that the error value of relevant parameters is 
small, and the influence of rod-arm effect on the calibration 
effect can be ignored. 

 The above installation error estimation methods are all 
conducted in the process of carrier movement or maneuver, 
so the parameter estimation is highly observable. For the 
very slow and very low dynamic use of shield machine, if the 
inertial navigation system has no motion parts, the 
observability of the installation error is very weak, even not 
observable. Therefore, this paper presents the scheme of 
shield machine guidance system with uniaxial rotating laser 
inertial navigation system as the core.By rotating the IMU 
itself, the observability of the installation error between 
inertial navigation system and shield tunneling machine is 
greatly improved. At the same time, this paper proposes the 
Kalman filter estimation scheme for the error estimation 
assisted by the total station system, and the system state 
space model is also derived. The effects of the IMU rotation, 
the total station pitch and the rod arm between the inertial 
navigation system and the observation points on the 
estimation observability and accuracy are analyzed in detail, 
the optimal scheme "uniaxial rotational excitation + reducing 
oblique pitch + increasing rod arm" of error estimation is 
proposed, which has a strong guiding value for practical 
engineering . 

II. COORDINATE SYSTEM DEFINITION AND ITS 

TRANSFORMATION 
The main coordinate system definitions and their 

interrelationships are shown in Figure 1. 

 
 
 
 

III.  

 
 
 
 
 
 
 
 
 

Fig. 1.   Equipment installation relationship and the definition of the 
main coordinate systems 

 
Fig. 2. total station measurement coordinate  system (s system) 

2.1 Definition of the coordinate system 
2.1.1 Total station measurement coordinate system 

This is called s system expressed as OsXsYsZs，Os is in the 
center of the total station, Xs axis points towards the 
measurement target, Ys axis points to the left, Zs axis is 
determined according to the "right-hand rule", as shown in 
Figure 2. When OsXsYsZs is in the horizontal plane, the 
Angle between OsXs and true north  is called the initial 
azimuth angle of the total station, and OsXs is positive 
clockwise. The s system represented in Figure 1 is measured 
for INS. 
2.1.2 INS coordinate system 

This is called b system expressed as ObXbYbZb, Solid 
connection with the shield machine, Ob is in the inertial 
navigation prism center, Xb axis points to the right of INS, 
Yb axis points to the anterior side of INS, Zb axis points to 
the upper side of INS. 
2.1.3 Characteristic point coordinate system of shield 
machine  

This is called b' system expressed as Ob’Xb’Yb’Zb’, Solid 
connection with the shield machine, Ob’ is at the shield 
machine feature point, Xb’ axis points to the right side of the 

Ob 

Yb 

Xb 

Zb 

Ob' 

Yb' 
Xb' 

Zb' 

݈௕  

Characteristic
point 

INS

Os 

Xs 

ρୠ′ 

total 
station 

ρୱ 

Ys 

Zs 

shield 
machine  

Zs 

Ys 

Os Xs 

଴  

True 

north 
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shield machine, Yb’ axis points to the front side of the shield 
machine, Zb’ axis points to the upper side of the shield 
machine, as shown in Figure 1. 
2.1.4 Navigation coordinate system  

This is called n system expressed as OnXnYnZn ， On 

coincides with Ob, the local horizontal geographic 
coordinate system (east-north-sky), in which position is 
expressed by latitude, longitude and altitude, or by X、Y or 
Z in ground rectangular coordinate system . 

2.2 Conversion between coordinate systems 
2.2.1 The relationship between the total station 
measurement coordinate system (s system) and the 
navigation coordinate system (n system) 

Suppose that the initial azimuth angle of the initial total 
station is ଴, firstly rotates  around the n system OnZn axis 

to OnXn1Yn1Zn; then rotates  around OnYn1 to OnXn2Yn1Zn1; 
finally turns 180°around OnXn2 , coincides with OsXsYsZs, 
the attitude matrix ܥ௡௦ between the two coordinate systems is 
௡௦ܥ ൌ ௫ܶሺߨሻ ௬ܶሺሻ ௭ܶ൫0 ൅ ൯

ൌ ቎

ሺ0ݏ݋ܿ ൅ ሻܿݏ݋ ሺ0݊݅ݏ ൅ ሻܿݏ݋ െ݊݅ݏ
ሺ0݊݅ݏ ൅ ሻ െܿݏ݋ሺ0 ൅ ሻ 0

െ݊݅ݏܿݏ݋ሺ0 ൅ ሻ ሺ0݊݅ݏ݊݅ݏ ൅ ሻ െܿݏ݋
቏ 

2.2.2 The relationship between the characteristic point 
coordinate system of shield machine (b' system) and 
coordinate system of  INS (b system) 
݈௕ represents the vector of the origin Ob' of the 

characteristic point coordinate system of the shield machine 
in INS coordinate system (b system). ௕ܥ

௕’  represents the 
rotation relationship between the two coordinate systems: 

  ௕ܥ 
௕’ ൌ ܫ െ  ൈൌ ቎

1 ௭ െ௬
െ௭ 1 ௫
௬ െ௫ 1

቏ 

Where,, ൌ ሾ௫ ௬ ௭ሿ்represents the angular vector of 
the b' system from the b system,  ൈ  represents the 
antisymmetry matrix of	angle	. 
2.2.3 The relationship between INS coordinate system (b 
system) and the navigation coordinate system (n system) 

The navigation coordinate system coincides with INS 
coordinate system through three rotations: firstly rotates െ 
around the navigation coordinate system OnZn axis , to reach 
the OXn1Yn1Zn; then rotates ߠ  around OnYn1 axis, gets to  
OnXn2Yn1Zn1; Finally 	rotates γ around OnXn2  axis, and gets to 
OnXn2Yn2Zn2, Coincides with ObXbYbZb, the attitude  matrix 
between the two coordinate systems is: 
௡௕ܥ ൌ ௬ܶሺߛሻ ௫ܶሺߠሻ ௭ܶሺെሻ

ൌ ൥
൅ݏ݋ܿߛݏ݋ܿ ߠ݊݅ݏ݊݅ݏߛ݊݅ݏ െܿ݊݅ݏߛݏ݋൅ ߠ݊݅ݏݏ݋ܿߛ݊݅ݏ െߠݏ݋ܿߛ݊݅ݏ

ߠݏ݋ܿ݊݅ݏ ߠݏ݋ܿݏ݋ܿ ߠ݊݅ݏ
െݏ݋ܿߛ݊݅ݏ ߠ݊݅ݏ݊݅ݏߛݏ݋ܿ െ݊݅ݏߛ݊݅ݏെ ߠ݊݅ݏݏ݋ܿߛݏ݋ܿ ߠݏ݋ܿߛݏ݋ܿ

൩ 

2.2.4 The  relationship  between  navigation coordinate 
system (n system) and platform coordinate system ( ݊ᇱ 
system) 

The matrix between n system and  nᇱ system is: 

௡௡ܥ
ᇲ
ൌ ܫ െ ∅ ൈൌ ቎

1 ∅௭ െ∅௬
െ∅௭ 1 ∅௫
∅௬ ∅௫ 1

቏， 

Where,,∅ ൌ ሾ∅௫ ∅௬ ∅௭ሿ்represents the angular vector of 
the nᇱ  system from the n  system, ∅୬ ൈ	 represents the 
antisymmetry matrix of	angle	∅୬. 

2.2.5 The relationship between the longitude-latitude-
altitude coordinate system and navigation rectangular 
coordinate system 

The origin location of the navigation rectangular 
coordinate system is ௦ܲ

௡  (0,0,0), whose geographical 
location is ௦ܲ

௡（଴, ,଴ܮ ݄଴） , where any point location is 
assumed ܲ（ݔ, ,ݕ ,it’s converted to ܲ（ ,（ݖ ,ܮ ݄）defined 
in longitude-latitude-altitude coordinate system as follows: 

ܲ（, ,ܮ ݄） ൌ ,ݔ）ܲܣ ,ݕ ൅（ݖ ௦ܲ
௡（଴, ,଴ܮ ݄଴） 

Where,ܣ ൌ ݀݅ܽ݃ ቀ
ଵ

ܴܰ

ଵ

௖௢௦௅బܯܴ
1ቁ.ܴெ、ܴேis the radius of 

curvature of the earth meridian and prime vertical  circle, 
respectively. 

  

IV. ANALYSIS OF THE SYSTEM STATE-SPACE 

MODEL 

3.1 System state equation   
The installation error angle between the inertial 

navigation system and the shield machine is constant, so 
ሶߙ ൌ 0 

When the traditional 15-dimensional  state  equation  of 
the conventional inertial navigation system is expanded to 
18 dimensions, then the equation of state of the new inertial 
navigation system is: 

                ሶܺ ൌ ܺܨ ൅  （1）                               ܹܩ
 Where, X is the system state  : 

ܺ ൌ ሾ∅ ݒߜ ݌ߜ ௕ߝ ௔ߘ ሿ் 
∅ ൌ ሾ∅௘ ∅௡ ∅௨ሿ்Is the platform error Angle; 
ݒߜ ൌ ሾݒߜ௘ ௡ݒߜ  ;௨ሿ்is speed errorݒߜ
݌ߜ ൌ ሾߜ ܮߜ  ;ሿ்is position error݄ߜ
௕ߝ ൌ ሾߝ௕௫ ௕௬ߝ  ;௕௭ሿ்is the gyro constant value driftߝ
௔ߘ ൌ ሾߘ௔௫ ௔௬ߘ  ௔௭ሿ் is the accelerator constant valueߘ
drift; 
 ൌ ሾ௫ ௬ ௭ሿ்is the installation error angle between 
the inertial navigation system and the shield machine. 
 :is the system state matrix ܨ

ܨ ൌ

ۏ
ێ
ێ
ێ
ۍ
∅∅ܨ ௩∅ܨ ௣∅ܨ െܥ௕

௡ 0ଷൈଷ 0ଷൈଷ
∅௩ܨ ௩௩ܨ ௩௣ܨ 0ଷൈଷ ௕ܥ

௡ 0ଷൈଷ
0ଷൈଷ ௣௩ܨ ௣௣ܨ 0ଷൈଷ 0ଷൈଷ 0ଷൈଷ
0ଽൈଷ 0ଽൈଷ 0ଽൈଷ 0ଽൈଷ 0ଽൈଷ 0ଽൈଷے

ۑ
ۑ
ۑ
ې
 

where, 

௩∅ܨ ൌ

ۏ
ێ
ێ
ێ
ۍ 0 െ

ଵ

ோಾା௛
0

ଵ

ோಿା௛
0 0

௧௔௡௅

ோಿା௛
0 ے0

ۑ
ۑ
ۑ
ې

௣௩ܨ ൌ ൦

௦௘௖௅

ோಿା௛
0 0

0
ଵ

ோಾା௛
0

0 0 1

൪， 

௣௣ܨ ൌ

ۏ
ێ
ێ
ێ
0ۍ

ܮܿ݁ݏܮ݊ܽݐ௘ݒ
ܴே ൅ ݄

െ
ܮܿ݁ݏ௘ݒ

ሺܴே ൅ ݄ሻଶ

0 0 െ
௡ݒ

ሺܴெ ൅ ݄ሻଶ

0 0 0 ے
ۑ
ۑ
ۑ
ې

 

∅∅ܨ

ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ 0 ߱௜௘ܮ݊݅ݏ ൅

௘ݒ
ܴே ൅ ݄

ܮ݊ܽݐ െሺ߱௜௘ܿܮݏ݋ ൅
௘ݒ

ܴே ൅ ݄
ሻ

െሺ߱௜௘ܮ݊݅ݏ ൅
௘ݒ

ܴே ൅ ݄
ሻܮ݊ܽݐ 0 െ

௡ݒ
ܴெ ൅ ݄

߱௜௘ܿܮݏ݋ ൅
௘ݒ

ܴே ൅ ݄
௡ݒ

ܴெ ൅ ݄
0

ے
ۑ
ۑ
ۑ
ۑ
ې
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௣∅ܨ ൌ

ۏ
ێ
ێ
ێ
ێ
0ۍ 0

௡ݒ
ሺܴெ ൅ ݄ሻଶ

0 െ߱௜௘ܮ݊݅ݏ െ
௘ݒ

ሺܴே ൅ ݄ሻଶ

0 ߱௜௘ܿܮݏ݋ ൅
௘ݒ

ܴே ൅ ݄
ܮଶܿ݁ݏ െ

ܮ݊ܽݐ௘ݒ
ሺܴே ൅ ݄ሻଶے

ۑ
ۑ
ۑ
ۑ
ې

 

∅௩ܨ ൌ ቎
0 െ ௨݂ ௡݂

௨݂ 0 െ ௘݂

െ ௡݂ ௘݂ 0
቏ 

௩௩ܨ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ

ܮ݊ܽݐ௡ݒ െ ௨ݒ
ܴே ൅ ݄

2߱௜௘ܮ݊݅ݏ ൅
௘ݒ

ܴே ൅ ݄
ܮ݊ܽݐ െሺ2߱௜௘ܿܮݏ݋ ൅

௘ݒ
ܴே ൅ ݄

ሻ

െ2ሺ߱௜௘ܮ݊݅ݏ ൅
௘ݒ

ܴெ ൅ ݄
ሻܮ݊ܽݐ െ

௨ݒ
ܴெ ൅ ݄

െ
௡ݒ

ܴெ ൅ ݄

2ሺ߱௜௘ܿܮݏ݋ ൅
௘ݒ

ܴெ ൅ ݄
ሻ

௡ݒ2
ܴெ ൅ ݄

0
ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

 

௩௣ܨ ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
0ۍ 2߱௜௘ሺݒ௨ܮ݊݅ݏ ൅ ሻܮݏ݋௡ܿݒ ൅

௡ݒ௘ݒ
ܴே ൅ ݄

ܮଶܿ݁ݏ
௨ݒ௘ݒ െ ܮ݊ܽݐ௡ݒ௘ݒ

ሺܴே ൅ ݄ሻଶ

0 െሺ2߱௜௘ܿܮݏ݋ ൅
௘ଶݒ

ܴே ൅ ݄
ሻܮଶܿ݁ݏ

௨ݒ௡ݒ ൅ ܮ݊ܽݐ௘ଶݒ
ሺܴே ൅ ݄ሻଶ

0 െ2ݒ௘߱௜௘ܮ݊݅ݏ
௘ଶݒ ൅ ௡ଶݒ

ሺܴே ൅ ݄ሻଶ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ې

 

ܹ is the system noise: 
ܹ ൌ ሾ ௚߱௫ ௚߱௬ ௚߱௭ ߱௔௫ ߱௔௬ ߱௔௭ሿ் 

Where, ω୥୶ ω୥୷ ω୥୸ is the gyro drift noise, 
ωୟ୶ ωୟ୷ ωୟ୸ is the accelerator  drift noise. 

 :is the system noise matrix ܩ

ܩ ൌ ቎
௕ܥ
௡ 0ଷൈଷ

0ଷൈଷ ௕ܥ
௡

0ଵଶൈଷ 0ଵଶൈଷ
቏ 

Where, ܥ௕
௡ is the INS attitude matrix. 

3.2 Measurement equation 
As shown in Figure 1, S system is the measurement 

coordinate system of the total station, b system is the INS 
coordinate system, and b 'system is the characteristic point 
coordinate system of shield machine. lୠ  is defined in b 
system, indicating the vector of Ob'Ob of the characteristic 
point coordinate system of shield machine in the INS 
coordinate system (b system).ρୠᇱ is defined in the b' system, 
as the vector of the origin OsOb' of the total station 
coordinate system (s system) in the b' system.ρୱ  represents 
slant-range for the origin Ob of the INS coordinate system (b 
system) measured  by the total station in s system.   

Assuming that the total station has completed the north 
determination, the initial Angle between its OsXs axis and 
true north is ଴ , and the center position of the measuring 
station ொܲ଴

௡ ሺܮ଴,଴, ݄଴ሻ has been nearly determined. The 
initial position of INS ூܲேௌ଴

௡ ሺܮ଴,଴, ݄଴ሻ is determined by 
measuring the slant-range ρୱ , elevation angle ଵ and 
azimuth angle ଵbetween the total station and the inertial 
navigation system as follows: 

ூܲேௌ଴
௡ ൌ ொܲ଴

௡ ൅ ௡௦ሺଵ,ଵሻ൧ܥൣܣ
ିଵ
 ௦భߩ

where, 

ܣ ൌ ݀݅ܽ݃ቆ
1
ܴܰ

1
ሺݏ݋ܿܯܴ ொܲ଴

௡ ሺܮ଴ሻሻ
1ቇ 

௡௦ሺଵ,ଵሻܥ

ൌ ቎

ሺ଴ݏ݋ܿ ൅ ଵሻܿݏ݋ଵ ሺ଴݊݅ݏ ൅ ଵሻܿݏ݋ଵ െ݊݅ݏଵ

ሺ଴݊݅ݏ ൅ ଵሻ െܿݏ݋ሺ଴ ൅ ଵሻ 0
െ݊݅ݏଵܿݏ݋ሺ଴ ൅ ଵሻ ሺ଴݊݅ݏଵ݊݅ݏ ൅ ଵሻ െܿݏ݋ଵ

቏ 

After INS is initialized with ூܲேௌ଴
௡ , the initial alignment 

begins, and then goes into the pure inertial navigation state, 

thus the real-time position ூܲேௌ
௡ ሺܮ, , ݄ሻ  of INS  can be 

obtained. 
Through the real-time position ூܲேௌ

௡ ሺܮ, , ݄ሻ	of  INS, the 
rod arm lୠ ，the slant-range ρୠᇱ， and the installation error 
matrix  Cୠ

ୠ’ between the b system  and the b' system , the 
position ෠ܲ௠௡ of the total station can be determined as follows: 

      	෡ܲ௠௡ ൌ ூܲேௌ
௡ ൅ ௡ᇲܥܣ

௡ ௕ܥ
௡ᇲሺCୠ’

ୠ ρୠᇱ ൅ lୠሻ																			

（2） 

where, ܥ௕
௡ᇲ  is the inertial navigation attitude matrix, ܥ௕ᇲ

௕  is 
the installation error matrix between INS and the shield 
machine, and ܥ௡ᇲ

௡  the platform error angle matrix. 
In  formula (2), 
௡ᇲܥ																																					

௡ ൌ ܫ ൅ ∅ൈ 																											（3） 
௕ᇲܥ													             

௕ ൌ ܫ ൅  ൈ 																																		（4） 
where, ∅ ൌ ሾ∅ୣ ∅୬ ∅୳ሿ୘, ൌ ሾ௫ ௬ ௭ሿ் . ∅  is the 
platform error angle vector ,and  is the installation error 
angle vector between INS and the shield machine. 
Formula ሺ2ሻ is substituted by formula（3）and（4）, and 
simplified, then  linear equation of ෠ܲ௠௡  by ignoring the 
second order and above infinitesimal is obtained as follows: 

෠ܲ௠௡ ൌ ூܲேௌ
௡ ൅ ܫሺܣ ൅ ∅݊ ൈሻܥ௕௡

ᇲ
ሾሺܫ ൅  ൈሻρୠᇱ ൅ lୠሿ

ൌ ூܲேௌ
௡ ൅ ௕ܥܣ

௡ᇲሺρୠᇱ ൅ lୠሻ

െ ௕ܥ൫ൣܣൣ
௡ᇲሺρୠᇱ ൅ lୠሻ൯ ൈ൧ ௕ܥܣ

௡ᇲሺρୠᇱ ൈሻ൧ ൤∅
݊


൨ 

If the exact position P୫୬  of the total station is got, the 
position measurement error ݒ is: 
ݒ ൌ ෠ܲ௠௡ െ ௠ܲ

௡

ൌ െൣൣܣ൫ܥ௕
௡ᇲሺρୠᇱ ൅ lୠሻ൯ ൈ൧ ௕ܥܣ

௡ᇲሺρୠᇱ ൈሻ൧ ቂ∅
௡


ቃ ൅ ூܲேௌ

௡

൅ ௕ܥܣ
௡ᇲሺߩ௕ᇱ ൅ ݈௕ሻ െ ௠ܲ

௡																																															（5） 
Assume: 

݄ ൌ ௕ܥ൫ൣܣൣ
௡ᇲሺߩ௕ᇱ ൅ ݈௕ሻ൯ ൈ൧ ௕ܥܣ

௡ᇲሺߩ௕ᇱ ൈሻ൧ 
ܺ ൌ ሾ∅݊ ሿ் 

ݖ ൌ ூܲேௌ
௡ ൅ ௕ܥܣ

௡ᇲሺρୠᇱ ൅ ݈௕ሻ െ ௠ܲ
௡ 

Then  formula （5）can be simplified as follows: 

ݖ																																		 ൌ ݄ܺ ൅  （6）																																		ݒ
Where,  X  is 6ൈ1 dimensional column vector, ݖ  is 3ൈ1 
dimensional observation column vector, ݄  is 3 ൈ 6 
dimensional matrix, and ݒ is 3ൈ1 dimensional observation 
error column vector. 

According state equation (1), 
ܺ ൌ ሾ∅ ݒߜ ݌ߜ ௕ߝ ௔ߘ ሿ் 

The measurement matrix ݄ᇱ  in  equation (6) can be 
defined as follows: 

݄ᇱ ൌ ௕ܥ൫ൣܣൣ
௡ᇲሺρୠᇱ ൅ lୠሻ൯ ൈ൧ 0ଷൈଵଶ ௕ܥܣ

௡ᇲሺρୠᇱ ൈሻ൧ 
So the new measurement equation is: 

ݖ			                   ൌ ݄ᇱܺ ൅  （7）																																		ݒ

3.3 State space model 
Combining equation (1) and (7), the state space model of 

the INS/total station integration systems is: 

                     ൜
ሶܺ ൌ ܺܨ ൅ ܹܩ
ݖ ൌ ݄ᇱܺ ൅ 	ݒ

																																			（8） 

Where, ܺ ∈ ܴଵ଼ൈଵ, ܨ ∈ ܴଵ଼ൈଵ଼, ܩ ∈ ܴଵ଼ൈ଺,ܹ ∈ ܴ଺ൈଵ , ݖ ∈
ܴଷൈଵ, ݄ᇱ ∈ ܴଷൈଵ଼, ݒ ∈ ܴଷൈଵ . ܨ is the system state matrix, ܩ 
is the system noise matrix, ܹ  is the system noise state 
column vector, ݖ is the measurement column vector,  ݄ᇱ	is 
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the  measurement matrix, and ݒ is the measurement noise 
column vector. 

The statistical characteristics of the state vector ܺ are: 
෠ܺሺݐ଴ሻ ൌ ሺܺሺ0ሻሻܧ ൌ ݉௫బ 

ܲሺݐ଴ሻ ൌ ሺܺሺ0ሻ்ܺሺ0ሻሻܧ ൌ ሺܺሺ0ሻሻݎܽݒ ൌ ௫ܲబ 
The statistical characteristics of the system noise  ܹ and 

the measurement noise ݒ are: 
ሻሿݐሾܹሺܧ ൌ ሻ்ܹሺ߬ሻሿݐሾܹሺܧ，0 ൌ ሻ,ܹሺ߬ሻሻݐሺܹሺݒ݋ܿ

ൌ ܳሺݐሻߜሺݐ െ ߬ሻ 
ሻሿݐሾܸሺܧ ൌ ሻ்ܸሺ߬ሻሿݐሾܸሺܧ，0 ൌ ,ሻݐሺܸሺݒ݋ܿ ܸሺ߬ሻሻ

ൌ ܴሺݐሻߜሺݐ െ ߬ሻ 
ሻ்ܸሺ߬ሻሿݐሾܹሺܧ ൌ ,ሻݐሺܹሺݒ݋ܿ ܸሺ߬ሻሻ ൌ 0 

ܳሺݐሻ  is the system noise variance intensity matrix, 6 ൈ6 
dimensional non-negative definite matrix; ܴሺݐሻ  is  the 
measurement noise variance intensity matrix, 3 ൈ 3 
dimensional positive definite matrix;ߜሺݐ െ ߬ሻ is the Dirac 
shock function as follows, 

ݐሺߜ െ ߬ሻ ൌ ቊ
ݐ，1 ൌ ߬

ݐ，0 ് ߬
 

ܳሺݐሻ ൌ ݀݅ܽ݃ሾߪ௚௫ଶ ௚௬ଶߪ ௚௭ଶߪ ௔௫ଶߪ ௔௬ଶߪ ௔௭ଶߪ ሿ 
Where,ߪ௚௫ଶ ௚௬ଶߪ ௚௭ଶߪ  are gyroscopes’ drift noise variance 
and ߪ௔௫ଶ ௔௬ଶߪ ௔௭ଶߪ  are accelerators’ drift noise variance. 

Discretize the state-space model (8) to obtain: 

																										൜
ܺ௞ ൌ ߶௞,௞ିଵܺ௞ିଵ ൅ ௞ିଵ߁ ௞ܹିଵ

௞ݖ ൌ ௞ܺ௞ܪ ൅ ௞ܸ	
															

（9） 
Where, 

߶௞,௞ିଵ ൌ ෍
ሾܨሺݐ௞ିଵሻ ௦ܶሿ௡

݊!

ஶ

௡ୀ଴

 

௞ିଵ߁ ൌ ൝෍
ሾܨሺݐ௞ିଵሻ ௦ܶሿ௡ିଵ

݊!

ஶ

௡ୀ଴

ൡ ௞ିଵሻݐሺܩ ௦ܶ 

ܳ௞ ൌ ܳሺݐሻ/ ௦ܶ 
ܴ௞ ൌ ܴሺݐሻ/ ௦ܶ 

ܳ௞ is  the scattered noise covariance matrix of the system, 
and ܴ௞ is the measurement noise covariance matrix, ௦ܶ is the 
filtering period. 

3.4 Observability analysis[9] 
Without considering the system noise, the discrete system 

(9) is simplified to: 

                   ൜
ܺ௞ ൌ ߶௞,௞ିଵܺ௞ିଵ
௞ݖ ൌ ௞ܺ௞ܪ ൅ ௞ܸ	

																															（10） 

Where, 
ሺܧ ௞ܸሻ ൌ 0 

൫ܧ ௞ܸ ௞ܸ
்൯ ൌ ܴ௞	 

ሺܺ଴ሻܧ ൌ തܺ଴	 
ሾሺܺ଴ܧ െ തܺ଴ሻሺܺ଴ െ തܺ଴ሻ்ሿ ൌ ଴ܲ 

Assume: 

߶௞,଴ ൌ ߶௞,௞ିଵ߶௞ିଵ,௞ିଶ ⋯߶ଶ,ଵ߶ଵ,଴ ൌෑ߶௜,௜ିଵ

௜

௜ୀଵ

 

଴,௞ܮ ൌ෍߶௞,଴
்	

௞

௜ୀ଴

௞ܪ
்	ܴ௞

ିଵܪ௞߶௞,଴ 

Defining the diagonal of the matrix ൫I ൅ P଴L଴,୩൯
ିଵ

is the 
observable index corresponding to each state variable, and 
the observable  index of the i subcomponent in the time t୩ 

state variables is defined as the i diagonal element of matric 

൫I ൅ P଴L଴,୩൯
ିଵ

, that is: 

σ୩
୧ ൌ ቄdiag൫I ൅ P଴L଴,୩൯

ିଵ
ቅ
୧
（11） 

According to definition of the above observability, the  
closer หσ୩

୧ ห	 is  to 0, the faster  the estimation error is 
decreasing,the more bigger the observability of the 
corresponding state parameter is. On the contrary,  the  
closer หσ୩

୧ ห  is to 1, the slower  the estimation error is 
decreasing,the more smaller the observability of the 
corresponding state parameter is. 

3.5 Optimal estimation method of state variables 
To the discrete system ሺ11), the standard Kalman filter 

algorithm is: 
෠ܺ௞,௞ିଵ ൌ ߶௞,௞ିଵ ෠ܺ௞ିଵ 

௞ܲ,௞ିଵ ൌ ߶௞,௞ିଵ ௞ܲିଵ߶௞,௞ିଵ
் ൅ ௞ିଵ߁௞ିଵܳ௞ିଵ߁

்  

௞ܭ ൌ ௞ܲ,௞ିଵܪ௞
௞ܪൣ் ௞ܲ,௞ିଵܪ௞

் ൅ ܴ௞൧
ିଵ

 
෠ܺ௞ ൌ ෠ܺ௞,௞ିଵ ൅ ௞ൣܼ௞ܭ െ ௞ܪ ෠ܺ௞,௞ିଵ൧ 

௞ܲ ൌ ሾܫ െ ௞ሿܪ௞ܭ ௞ܲ,௞ିଵ 
Where, ෠ܺ௞  is the current optimal estimated state variable, 
෠ܺ௞,௞ିଵ is  one-step prediction of  the state variable 
Estimation, ௞ܲ is the current optimal estimated covariance 
matrix, ௞ܲ,௞ିଵis the one step prediction covariance matrix,  
	௞ܭ  is the optimal gain matrix, ܳ௞  is the system noise 
covariance matrix,and ܴ௞ is the measurement noise 
covariance matrix. 

߶௞,௞ିଵ ൎ ܫ ൅ ௞ିଵሻݐሺܨ ௦ܶ ൅ ௞ିଵሻݐଶሺܨ
௦ܶ
ଶ

2
 

௞ିଵ߁௞ିଵܳ௞ିଵ߁
் ≜ ܳ௞ିଵ

ൌ ܳሺݐ௞ିଵሻ ௦ܶ
൅ ሾܨሺݐ௞ିଵሻܳሺݐ௞ିଵሻ

൅ ሺܨሺݐ௞ିଵሻܳሺݐ௞ିଵሻሻ்ሿ
௦ܶ
ଶ

2!
 

V. SYSTEM SIMULATION 

4.1 Block diagram of the system simulation principle 
The schematic block diagram of the system simulation is 

shown in figure 3. 

 
Fig. 3. Schematic block diagram of the system simulation 

In the block diagram,A and Aᇱ are position transformation 
matrics from navigation rectangular coordinate system to the 
longitude-latitude-altitude coordinate system ,which are 
expressed as follows: 

A ൌ AሺPୠ
୬ሻ, Aᇱ ൌ AሺPୠ

୬ᇲሻ 
For example with the latter: 

ᇱܣ ൌ ݀݅ܽ݃ ቆ
1
ܴܰ

1
ሾݏ݋ܿܯܴ ௕ܲ

௡ᇲሺܮሻሿ
1ቇ 
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The initial position Pୠᇲ
୬  and the arm of the total station lୠ 

have been determined in advance, we can obtain: 

௕ߩ
ᇲ
ൌ ሺܥܣ௕

௡ሻିଵ൫ ௕ܲᇲ
௡ െ ௕ܲ

௡൯ െ ݈௕ 
Thus  measurement z and measurement matrix ݄ᇱcan be 

got: 

ݖ ൌ ௕ܲ
௡ᇲ ൅ ௕ܥܣ

௡ᇲሺሺܥܣ௕
௡ሻିଵ൫ ௕ܲᇲ

௡ െ ௕ܲ
௡൯ ൅ ݈௕ሻ െ ௕ܲᇲ

௡  

݄ᇱ ൌ ቂܣᇱ ቂቀܥ௕
௡ᇲሺܥܣ௕

௡ሻିଵ൫ ௕ܲᇲ
௡ െ ௕ܲ

௡൯ቁ ൈቃ 0ଷൈଵଶ ௕ܥᇱܣ
௡ᇲሺߩ௕ᇱ ൈሻቃ 

4.2 System Simulation 
The simulation conditions are set up as follows: 

Initial position:ሾ40° 116° 50݉ሿ்; 

Gyro zero bias: 0.01°/hሺ1ሻ, random walk: 0.001°/√h;  
Accelerator zero bias: 30μgሺ1), random walk: 1μg/√h; 
Initial value of the status variable: 

∅ ൌ ൣെ1’ 2’	 	3’൧
୘
 

δv ൌ ሾ0.1m/s 0.1m/s 0.1m/sሿ୘ 

δp ൌ ሾ0.5m 0.5m 0.5mሿ୘ 

ε
ୠ
ൌ ൣ0.01°/h 0.01°/h 0.01°/h൧

୘
 

ୟൌ׏ ൣ30μg 30μg 30μg൧
୘
 

 ൌ ൣെ11’ 9’	 20’൧
୘
 

Initial variance of state variable,: 

P଴ ൌ ൣdiagሺ∅ δv δp ε
ୠ

ୟ׏ ሻ൧
ଶ
 

System noise variance: 
Q

ൌ diagൣdiagሺ0.001°/√h 0.001°/√h 0.001°/√h 1μg/√h 1μg/√h 1μg/√h 0ଵଶൈଵሻ൧
ଶ 

With the total station measurement error  1mm, the noise 
variance matric is determined as follow: 

R ൌ ሾdiagሺ1mm 1mm 1mmሻሿଶ 

INS is installed at the lower right of the rear vertical plane 
of the shield machine; the characteristic point on the shield 
machine is selected on the upper left of INS，and the arm in 
INS coordinate system is lୠ ൌ ሾ4m 0m	 6mሿ୘; the total 
station is set 50m behind the shield machine，that's ρୠᇱ ൌ
ሾ0 െ50m	 0ሿ୘; the Kalman filter period is 5 seconds; the 
simulation time is 350 seconds. 
4.2.1 Simulation of  motion state effect on the error 
estimation 

The following three states are set for comparison 
simulation: 

1）Stationary state; 
2） INS uniaxial azimuthal rotation 360° , and the 

rotation angle rate  1.2° / s; 
3）INS uniaxial azimuthal rotation 180° , rotation 

angle rate 1.2°  / s; then rolling rotation 90°, rotation 
angle rate 0.6° / s. 

Figure 4-6 are the observability curve, initial alignment 
error estimation curve and installation  angle estimation 
curve respectively. Table 1-2 are the results of observability 
and error estimation, estimation accuracy statistics at the 
time of filtering 300s,in which,p1 stands for stationary 
state,p2 stands for azimuth rotation,and p3 stands for 
“azimuth + rolling ”rotation. 

 
 (1) stationary state                (2) azimuth rotation     (3) azimuth/rolling rotation 

Fig. 4.       Observability curve 

 
(1) stationary state                 (2) azimuth rotation      (3) azimuth/rolling rotaion 

Fig. 5.  Initial alignment error estimation curve 

 
(1) stationary state                   (2) azimuth rotation     (3) azimuth/rolling rotaion 

Fig. 6.   Installation error angle estimation curve 

TABLE 1-1 INITIAL ALIGNMENT ERROR OBSERVABILITY (300S) 

TABLE 1-2 INSTALLATION  ANGLE OBSERVABILITY (300S) 

TABLE 2-1 INITIAL ALIGNMENT ERROR ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ∅۳  ۼ∅ ܃∅

Set value ‐1 2  3

estimation 
value 

P1 ‐3.9957e‐01  1.7780e+00  3.6609e+00

P2 ‐8.3981e‐01  1.8762e+00  2.2529e+00

P3 ‐1.5869e+00   1.8144e+00  3.0245e+00

estimation 
accuracy 

P1 6.0043e‐01  ‐2.2201e‐01  6.6093e‐01

P2 1.6019e‐01  ‐1.2377e‐01  ‐7.4709e‐01

P3 ‐5.8686e‐01  ‐1.8558e‐01  2.4494e‐02

TABLE 2-2 INSTALLATION  ANGLE ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ࢞ હܡ  ࢠ

Set value ‐11 9  20

estimation 
value 

P1 ‐1.1551e+01  9.1067e+00  1.9174e+01

P2 ‐1.1069e+01  8.9981e+00  1.9111e+01

P3 ‐1.0911e+01  8.7929e+00  1.9639e+01

item ∅۳  ۼ∅ ܃∅

P1 3.8619e‐01  1.0274e‐02  3.5204e‐02

P2 1.6719e‐03  2.2428e‐03  2.0137e‐04

P3 2.8405e‐04  2.0395e‐03  5.8146e‐05

item ࢞ હܡ  ࢠ

P1 7.0026e‐03 5.4746e‐05  3.9609e‐03

P2 2.7693e‐05 1.4978e‐05  2.1357e‐05

P3 4.3054e‐06 3.1380e‐05  5.0380e‐06
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estimation  
accuracy 

P1  ‐5.5120e‐01  1.0673e‐01  ‐8.2554e‐01

P2  ‐6.9073e‐02  ‐1.9391e‐03  ‐8.8851e‐01

P3  8.8522e‐02  ‐2.0708e‐01  ‐3.6139e‐01
 

The following conclusions can be drawn from Figure 1-3 
and Table 1~2: IMU maneuver will improve the 
observability and parameters’ estimation accuracy in the 
following two aspects: 

1） observability  impact analysis 
Compared with stationary state, the parameter estimation 

observability under uniaxial azimuthal rotation  decay 
rapidly, especially ∅

୙
		and			∅

୉
,୶		and		୸ , decay by nearly 

1 / 100. Compared with  and uniaxial azimuth rotation, the 
parameter estimation observability  under the azimuth and 
rolling sequential rotation is further improved, and the 
observability  of  ∅

୙
	, ∅

୉
,୶		and		୸	decay by nearly 1 / 10. 

2） Analysis of parameter estimation accuracy impact  
Compared with the static state, ∅୉ 、 ۼ∅ 、 ୶  and હܡ 

estimation accuracy under uniaxial rotation are all 
improved,while  that of ∅

୙
	and	୸  remains unchanged. 

Compared with  single axial azimuth rotation,∅
୙

and 		୸ 
estimation accuracy  under the azimuth and rolling 
sequential rotation is significantly improved, from nearly 1' 
to within 30''. 
4.2.2 Simulation of the influence of total station position on 
installation error angle estimation 
In the case of uniaxial rotation, the following two conditions: 

1) The total station is set at 10m behind the shield 

machine,ρ
ୠ′

ൌ ሾ0 െ10m	 0ሿ୘. 
2) The total station is set at 200m behind the shield 

machine,ρ
ୠ′

ൌ ሾ0 െ200m	 0ሿ୘. 
Figure 7-9 are the observability curve, initial alignment 
error estimation curve and installation  angle estimation 
curve respectively. Table 3-4 are the results of observability 
and error estimation, estimation accuracy statistics at the 

time of filtering 300s,in which,p1 stands for ρ
ୠ′

ൌ

ሾ0 െ10m	 0ሿ୘,p2 stands for ρ
ୠ′

ൌ ሾ0 െ200m	 0ሿ୘. 

 
（1）ρୠᇱ ൌ ሾ0 െ10m	 0ሿ୘        （2）ρୠᇱ ൌ ሾ0 െ200m	 0ሿ୘ 

Fig. 7.  Observability curve 

 
（1）ρୠᇱ ൌ ሾ0 െ10m	 0ሿ୘        （2）ρୠᇱ ൌ ሾ0 െ200m	 0ሿ୘ 

Fig. 8. Initial alignment error estimation curve for INS 

 
（1）ρୠᇱ ൌ ሾ0 െ10m	 0ሿ୘        （2）ρୠᇱ ൌ ሾ0 െ200m	 0ሿ୘ 

Fig. 9.   Installation error angle estimation curve 

TABLE 3-1 INITIAL ALIGNMENT ERROR OBSERVABILITY (300S) 

TABLE 3-2 INSTALLATION  ANGLE OBSERVABILITY (300S) 

TABLE 4-1 INITIAL ALIGNMENT ERROR ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ∅۳  ۼ∅ ܃∅

Set value ‐1 2  3

estimation 
value 

P1 ‐8.1966e‐01  2.0344e+00  1.7120e+00

P2 ‐1.0023e+00  1.7847e+00  2.1651e+00

estimation 
accuracy 

P1 1.8034e‐01  3.4449e‐02  ‐1.288e+00

P2 ‐2.2937e‐03  ‐2.1527e‐01  ‐8.3491e‐01

TABLE 4-2 INSTALLATION  ANGLE ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ࢞ હܡ  ࢠ

Set  value ‐11 9  20

estimation 
value 

P1 ‐1.1029e+01  8.9952e+00  1.9684e+01

P2 ‐1.1075e+01  9.0523e+00  1.9127e+01

estimation 
accuracy 

P1 ‐2.9174e‐02  ‐4.8488e‐03  ‐3.1616e‐01

P2 ‐7.5364e‐02  5.2289e‐02  ‐8.7301e‐01

 
The following conclusions can be drawn from Figure 7-9 

and Table 3~4: The distance between the total station and 
the shield machine has a significant impact on the 
convergence speed and accuracy of the installation error 
Angle estimation, which is embodied in the following two 
aspects: 

1) Influence analysis on observability  
The closer the total station is to the shield machine, the 

faster the convergence of the parameter estimation 
observability is, but there is no significant difference from 
the convergent stability value. 

2) Influence Analysis on estimation accuracy  
The closer the total station is to the shield machine, the  

estimated stable value accuracy of the installation error 
Angle ୶、αy	and	୸ is improved in some degree, reaching 
nearly 30'' at 10 meters’ distance, while the stable value 

item ∅۳  ۼ∅ ܃∅

P1 2.3020e‐03  1.2968e‐03  2.0380e‐04

P2 1.5833e‐03   5.0169e‐03  1.9009e‐04

item ࢞ હܡ  ࢠ

P1 2.7617e‐05 1.9379e‐05  2.1292e‐05

P2 2.7401e‐05 5.1171e‐06  2.0997e‐05
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accuracy of attitude, heading error(∅
୉
∅
୒
	and	∅

୙
) does not 

change significantly. 
4.2.3 Simulation of the influence of the rod arm on the 
parameter estimation 

In the case of uniaxial azimuthal rotation and ρ
ୠ′

ൌ
ሾ0 െ50m	 0ሿ୘,according to the following two conditions: 

1) lୠ ൌ ሾ0.4m 0m	 0.6mሿ୘; 
2)	lୠ ൌ ሾ4m 0m	 6mሿ୘. 

Figure 10-12 are the observability curve, initial alignment 
error estimation curve and installation  angle estimation 
curve respectively. Table 5 are the results of observability 
and error estimation, estimation accuracy statistics at the 
time of filtering 300s,in which,p1 stands for lୠ ൌ
ሾ0.4m 0m	 0.6mሿ୘ ,p2 stands for 	lୠ ൌ
ሾ4m 0m	 6mሿ୘. 

 
（1）lୠ ൌ ሾ0.4m 0m	 0.6mሿ୘（2）lୠ ൌ ሾ4m 0m	 6mሿ୘ 

Fig. 10.  Observability curve 

 
（1）lୠ ൌ ሾ0.4m 0m	 0.6mሿ୘（2）lୠ ൌ ሾ4m 0m	 6mሿ୘ 

Fig. 11.  Initial alignment error estimation curve  

 
（1）lୠ ൌ ሾ0.4m 0m	 0.6mሿ୘（2）lୠ ൌ ሾ4m 0m	 6mሿ୘ 

Fig. 12.   Installation error angle estimation curve 

TABLE 5-1 INITIAL ALIGNMENT ERROR OBSERVABILITY (300S) 

 

TABLE 5-2 INSTALLATION  ANGLE OBSERVABILITY (300S) 

 

TABLE 5-3 INITIAL ALIGNMENT ERROR ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ∅۳  ۼ∅ ܃∅

Set value ‐1 2  3

estimation 
value 

P1 ‐1.0131e+00  1.7659e+00  7.8325e+00

P2 ‐8.4034e‐01  1.8751e+00  2.2672e+00

estimation 
accuracy 

P1 ‐1.3098e‐02  ‐2.3408e‐01  4.8325e+00

P2 1.5966e‐01  ‐1.2493e‐01  ‐7.3279e‐01

TABLE 5-4 INSTALLATION  ANGLE ESTIMATION RESULTS AND  

ACCURACY(300 SECONDS, UNIT: MIN (')) 

item ࢞ હܡ  ࢠ

Set value ‐11 9  20

estimation 
value 

P1 ‐1.1001e+01  8.9910e+00  1.3509e+01

P2 ‐1.1064e+01  8.9988e+00  1.9094e+01

estimation 
accuracy 

P1 ‐1.1421e‐03   ‐9.0423e‐03   ‐6.4908e+00

P2 ‐6.4077e‐02  ‐1.2467e‐03  ‐9.0613e‐01

 
The following conclusions can be drawn from Figure 10-

12 and Table 5~6: the rod arm lୠ has a significant influence 
on the convergence accuracy of the initial heading error and 
that of heading installation angle, which is reflected in the 
following two aspects: 

1)  Influence analysis on observability 
The rod arm lୠ	has no effect on the observability of the 

parameter estimation. 
2) Analysis of parameter estimation accuracy 

The larger the arm lୠ	 is, the higher the convergence 
accuracy of the initial heading error ∅

୙
 and the heading  

installation error angle ୸  is.When  ρ
ୠ′

ൌ
ሾ0 െ50m	 0ሿ୘, lୠ ൌ ሾ4m 0m	 6mሿ୘ ,the convergence 
accuracy of ∅

୙
 and ୸  is better than 1 ', while the stable 

value accuracy of the horizontal attitude error ሺ∅
୉
		and		

∅
୒

)and that  of horizontal installation angle (୶	and	୷) don’t 
change significantly. 

4.2.4 Simulation Summary 
According to 4.2.1~4.2.3, the effects of inertial navigation 

IMU maneuver, variation of ρ
ୠ′

and ݈௕ on parameter 
estimation observability and convergence accuracy are 
shown in Table 6,in which,p1 stands for observability ,p2 
stands for convergence accuracy. 

TABLE 6-1 INITIAL ALIGNMENT ERROR ESTIMATION SUMMARY 

item ∅۳ ܃∅ ۼ∅

Zimuth 
rotation 

P1 raised raised raised
P2 raised raised no change

Zimuth + 
rolling 
rotation 

P1 raised raised raised

P2
raised raised greatly  

raised 
decreaseߩ௕ᇱ P1 no change no change no change

P2 no change no change no change

Increase 
݈௕

P1 no change no change no change
P2 no change no change raised

item  ∅۳   ۼ∅ ܃∅

P1  1.8041e‐03  2.9027e‐03  5.0610e‐03

P2  1.6826e‐03  2.5214e‐03  2.0481e‐04

item  ࢞  હܡ  ࢠ

P1  2.8983e‐05  2.9831e‐05  5.5584e‐04

P2  2.8889e‐05  1.5103e‐05  2.1899e‐05
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TABLE 6-2 INSTALLATION  ANGLE ESTIMATION SUMMARY 

item ࢞ હܡ ࢠ

Zimuth 
rotation 

P1 raised raised raised
P2 raised raised no change

Zimuth + 
rolling 
rotation 

P1 raised raised raised

P2 raised raised greatly 
raised 

decrease
 ′௕ߩ

P1 no change no change no change
P2 raised raised raised

Increase 
݈௕ 

P1 no change no change no change
P2 no change no change raised

a. Note: (1) "azimuth rotation" and "azimuth + rolling rotation" are compared with static; (2)"decrease 
 ."௕ᇱ" and "increase݈௕" are compared with "azimuth rotationߩ

VI. ENGINEERING EXAMPLE ANALYSIS 
It can be seen from Table 6 that the best combination to 

achieve the high-precision estimation compensation of the 
initial error of INS is "zimuth rotation  + rolling rotation + 

decrease ρ
ୠ′

 +increase ݈௕ ", but only combination  of 

"decrease ρ
ୠ′

 +increase ݈௕ " for the low-cost uniaxial 
rotation INS. Because "increasing ݈௕ " improves the 
estimation accuracy of the Zimuth error angle only ("raised" 
in Table 6 is different from "greatly raised"), how to 
improve the estimation accuracy of the initial azimuth error 
angle of INS becomes the key problem. Since the uniaxial 
rotation INS adopts two position alignment mode, the initial 
alignment heading accuracy can be within 40’', and the 
horizontal Angle error can reach the second level, thus, 
when initial error of INS is calibrated and compensated, it’s 
not necessary to consider the high precise calibration of INS 
initial alignment error, while the installation angle 
calibration should only be considered. To the shield 
machine of 10m diameter , If INS  is installed at the 45°
edge of the upper right corner of the rear vertical plane of 
the shield machine, and the characteristic point of the shield 
machine is selected in the upper left corner of symmetric 
position, then ݈௕ ൌ ሾ7.07m 0m	 3.535mሿ୘, and  the total 
station is set as near as possible from the shield 
machine,such as ߩ௕ᇱ ൌ ሾ0 െ10m	 0ሿ୘  ,the installation 
angle estimation curve and estimation accuracy results are 
shown in Figure 13 and Table 7. 

TABLE 7. ACTUAL ENGINEERING ESTIMATION CASES (300 SECONDS, 
UNIT: MIN (')) 

item  ௫	 	࢟ࢻ ௭
set value  ‐11  9  20 

estimation
value 

‐1.1036e+01  8.9973e+00  1.9798e+01 

bias  ‐3.6231e‐02  ‐2.7211e‐03  ‐2.0164e‐01 

 

As can be seen from Figure 13, the three installation  
angles quickly converged within 180 seconds without 
fluctuation and overshoot. As can be seen from Table 7, the 
estimation accuracy of the three installation angle  is better 
than 15'', so the initial alignment error ∅  overlaying 
installation angle   is generally better than 1' as a whole, 
which fully meets the requirements of the actual engineering 
accuracy of 1 mrad. 

 
Fig. 13.  Actual Engineering  estimation curve(ሻ 

VII. CONCLUSION 
For the extremely slow and extremely low dynamic 

installation error estimation situation of shield tunneling 
machine, this paper presents the scheme of shield machine 
guidance system with uniaxial rotating laser inertial navigation 
as the core. By rotating the IMU itself, the observability of the 
installation error parameter estimation is greatly improved; At 
the same time, this paper proposes the Kalman filter estimation 
scheme for the inertial navigation installation error assisted by 
the total station system, the system state space model of 
uniaxial rotating laser inertial navigation assisted by total 
station is derived, the effects of the IMU rotation, the total 
station pitch and the rod arm between the inertial navigation 
system and the observation points on the estimation 
observability and accuracy of the installation error are analyzed 
in detail, the optimal scheme of installation error estimation of 
"uniaxial rotational excitation + reducing oblique pitch + 
increasing rod arm" is proposed, which has a strong guiding 
value for practical engineering. 

REFERENCES 
[1] Li Hailiang. Measurement method and applicability analysis of the initial 

attitude of the shield tunneling machine [J], LOW CARBON WORLD, 
March,2020,pp:179-180. 

[2] Luo Strong. The integrated navigation system calibration of inertial 
navigation and odometer based on the least squares method[J], MISSILES 
AND SPACE VEHICLES, No.1,2014,Sum No.330,pp:30-33. 

[3] Da Xingpeng.Mobile robot /odometer system error and lidar 
installation error online calibration[J], ROBOT, vol.39, No.2, Mar. 
2017，pp:206-213. 

[4] Wang Xin.Star sensor installation error calibration technology research[J], 
Navigation, Positioning & Timing, Vol. 6, No.3, May 2019，pp:126-130. 

[5] Tong Jinwu. Analysis on the impact of ultra-short baseline installation 
error on positioning accuracy and its Calibration Technology research [J], 
Navigation, Positioning & Timing, Vol.7, No.2, Mar. 2020,pp:19-27. 

[6] Wang Li.An online rapid estimation method of all-day star tracker[J], 
Acta Aeronautica et Astronautica Sinica, Vol.41,No.8,August 
2020,pp:624117-2~8. 

[7] Anjing Ke. Online calibration method for installation error of space 
spacecraft[J], Navigation, Positioning & Timing, Vol.9, No.2, March 
2022,pp:83-90. 

[8] Zhou Zhafa. Rapid Calibration Method for Milometer Parameters based 
on SINS Speed Information [J], Journal of Southwest Jiaotong 
University,Network first paper, https://kns.cnki.net/kcms/detail/51. 

 1277.U.20220608.1507.004.html, June 9,2022. 

[9] Shi Zhiyong. Online calibration technology of rotating strapdown 
inertial navigation system[M]. Beijing: Beijing Institute of 
Technology Press, August 2021,first edition. 

 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

358



 

Magnetic Compass with a New Correction 
System: Field Test Results 

 D. G. Gryazin 
Concern CSRI Elektropribor, JSC, ITMO University,  

St. Petersburg, Russia  
volnagdg@yandex.ru  

Т. V. Paderina 
Concern CSRI Elektropribor, JSC,  

St. Petersburg, Russia  
paderinata@gmail.com  

 
The paper studies the performance of a magnetic compass 

with a new correction system based on a complementary filter. 
The correction system is intended to reduce the effect of 
dynamic errors occurring under the ship rolling and pitching 
motion and conditioned by the influence of ship magnetic 
forces (heeling deviation) and translational accelerations if the 
compass is installed at some distance from the ship oscillation 
center.  

The results from bench and field tests of the magnetic 
compass (in the Lake Ladoga) are presented, which confirm 
the effectiveness of the correction system.  

 

Keywords—magnetic compass, correction system, heeling 
deviation, translational accelerations, MEMS gyroscope  

I. INTRODUCTION 

Under the ship rolling and pitching motion, the errors in 
magnetic compass occur, conditioned by two factors. First, 
the redistributed ship magnetic forces affect the magnetic 
system of the compass card, which results in heeling 
deviation [1], which can be eliminated only for a certain 
latitude. Second, tangential and centripetal (translational) 
accelerations conditioned by the compass installation at 
some distance from the ship oscillation center influence the 
compass card, being a short-period pendulum [2].  

These errors are most pronounced in high latitudes, 
which additionally complicates the heading indication, 
because the card directional magnetic moment caused by the 
horizontal component of the Earth’s magnetic field is 
initially small. Considering the growing number of ships, 
including fishing ones, which work in the northern seas, and 
therefore the increasing use of the Northern Sea Route, 
suppressing the dynamic errors of magnetic compass 
becomes a key problem.  

The paper presented at the previous International 
Conference on Integrated Navigation Systems (May 2023) 
was devoted to the development of a new dynamic error 
compensation method for a magnetic compass in roll and 
pitch conditions. It was proposed to use a MEMS gyroscope 
in the compass design and to develop a complementary filter 
integrating the data from the magnetic heading sensor 
(MHS) generating the signal from the card and the MEMS 
gyro in order to improve the performance.  

 
II. MAGNETIC COMPASS CORRECTION SYSTEM 

BASED ON A COMPLEMENTARY FILTER   
 

The block diagram of the compass correction system 
based on a complementary filter is presented in Fig. 1 [3]. 

 
 
Fig. 1.  Block diagram of the magnetic compass correction system based 
on a complementary filter.   

The principle of the complementary filter consists in 
compensating the dynamic errors due to the translational 
accelerations and ship magnetism during the roll/pitch 
motion with the MEMS gyroscope data, and to compensate 
the errors due to the gyro drift low-frequency components 
with the MHS data. Thus, the complementary filter 
functions as a high-pass filter (HPF) for the MEMS 
gyroscope and as a low-pass filter (LPF) for the MHS [4].  
The complementary filter is described with an equation [5]: 

ˆ ( ) ( )HPF G LPF MHSW p W p     ,               (1) 

where ( )HPFW p is the HPF transfer function, ( )LPFW p  is 

the LPF transfer function, G , MHS  are the total heading 

and yaw angles from the MEMS gyroscope and MHS, 
respectively, ̂  is the sum of heading and yaw angles 
estimated by the filter.  

In the simplest case, the relevant links with the transfer 
functions  

( )
1HPF

Tp
W p

Tp



, 1

( )
1LPFW p

Tp



,                      (2) 

can be used as HPF and LPF, where T is the HPF and LPF 
time constant.  

The difference equation for estimating the current sum 
of heading and yaw angles ̂ can be presented as follows:   

 1ˆ ˆt t G MHS

T t
t

T t T t


      

   
 ,    (3) 

where 1ˆ t is the estimate of the sum of heading and yaw 

angles at the previous time; 

G is the angular rate from the MEMS gyroscope; 

MHS is the heading and yaw angle from MHS; 

t  is the sampling interval. 
To provide invariance conditions, the factors 1К  and 

2К in Fig. 1 should be selected as follows: 
1

2

K

K
T  , if   The work was supported by the RSF grant N 23-29-00090.

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

359



 

1K =1, 2K  should be selected equal to the time constant 

TК 2 .  

 Therefore, the total heading and yaw angle MK  ( MK is 

the magnetic heading,  is the yaw angle) in Fig. 1 should 

be generated according to the following algorithm:  
1. The MHS output comes to the link with the gain 

factor К1, and the MEMS gyro output comes to the link  
with the gain factor К2. 

2. MHS signal 
1 MHSK   ( MHS MK    ) is 

summed with the MEMS gyro signal  

2 GK p ( G MK    ). 

3. The obtained signal sum is applied to the input of the 
aperiodic link 

1

1

pT
. The signal from the aperiodic link 

 MKˆ  being the estimated sum of the heading and 

yaw angles free of the compass error due to roll/pitch 
motion is applied to the remote display.  

The MEMS gyroscope applied in the compass 
correction system has the following characteristics: 
measured angular rate – 75 – 900 deg/s (adjustable); bias 
instability – max 24 deg/h, ARW – max 0.28 deg/√h, 
bandwidth up to 160 Hz. Considering the gyroscope 
performance, sampling interval t = 0.01 s, and based on 
the simulation modeling results, the filter time constant Т  
was selected to be 10 s. 

II. RESULTS FROM BENCH AND FIELD TESTS OF A MAGNETIC 

COMPASS WITH A NEW CORRECTION SYSTEM  

 
The capability of the magnetic compass correction 

system based on a complementary filter with the time 
constant Т = 10 s of reducing the compass dynamic errors 
under the ship motion was experimentally estimated on a 
specialized test bench (Fig. 2) [6]. The test bench consists of 
a DC drive, a platform for the compass bowl, and two 
constant magnets positioned at some distance from the drive 
rotation axis. The compass bowl is installed at a distance l 
relative to the same axis of rotation. 

 
 

Fig. 2.  Yaw test bench. 

When the compass bowl is rotated by a certain angle, 
additional magnetic field is induced to the compass card, 

causing it to deviate from the physical yawing angle by an 
additional angle. The test bench design allows applying an 
extra magnetic moment to the card magnetic system, which 
provides the card additional rotation. This additional 
magnetic moment simulates the effect of ship magnetic 
forces due to motion. The compass magnetic system then 
should compensate the effect of this additional error.  

The compass was tested at 60 deg N (horizontal 
component of the magnetic field strength is (15±1) μT). 
Yawing motions within ±10º with different periods from 4 
to 30 s were set. The constant magnets positioned near the 
bowl simulated the effect of heeling deviation at extreme 
positions – plus and minus 10 deg, which resulted in 
additional card rotation within a doubled range ±20º. The 
compass correction system should correct the compass 
readings to the yawing angles commanded by the test bench, 
i.e., angles within ±10º. As a measure of the efficiency of 
correction system, we used the efficiency factor: 

/М М
ef nocorr corrК DK DK                                  (4) 

where М
nocorrDK , М

corrDK  are the compass errors being the 

limiting differences between the noncorrected/corrected 
compass outputs and true yawing angles.  

The dependency of 
efК  on the disturbance periods (in 

bench tests, the periods of commanded harmonic 
oscillations of yawing angles) is shown in Fig. 3. The values 
of 

efК range from 3.7 to 9.8 as the yawing periods vary 

from 4 to 30 s, with the maximum 
efК  observed at 18 s. 
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Fig. 3.  Efficiency factor vs. the disturbance periods. 

The field tests of the compass with a correction system 
were conducted on board Azimuth ship with 100 tons water 
displacement in the Lake Ladoga. The compass was 
installed on the upper bridge. Additionally, a strapdown 
attitude determination system with GNSS receiver was used 
to determine the ship oscillation angles, and a gyrocompass 
was used as a source of reference heading. The additional 
vertical magnets were removed from the binnacle during the 
measurements to investigate the effect of noncompensated 
heeling deviation on the correction system (in standard 
mode, the magnets compensate the heeling deviation).  

As an illustration, Figure 4 presents the errors of the 
compass with the running and disabled correction system 
obtained by forming the differences between the 
corresponding output signals of the compass and the 

constant magnets

Efficiency factor of the magnetic compass  
with correction system 

Disturbance period, s 

E
ff
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ie

n
cy

 f
ac

to
r 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

360



 

readings of the gyrocompass when the ship is moving on a 
constant course. 

Magnetic compass error
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Fig. 4.  Compass errors with the enabled and disabled correction system 
(heading K  = 0º). 

The field tests have demonstrated that under rolling with 
amplitude up to 17º and pitching with amplitude up to 4.5º 
and periods close to 4 s, application of the correction system 
in the compass measurement scheme reduces the error, with 
the efficiency factor Kef depending on the oscillation periods 
being from 2.4 to 3.5. This agrees with the bench test results 
with the extra magnets simulating the heeling deviation, 

where efК  for the yawing periods about 4 s was 

3.7efК  . 

III. CONCLUSIONS 

The paper presents the results from bench and field tests 
of the magnetic compass with a new correction system. The 
correction system is intended to reduce the effect of 
dynamic errors occurring under the ship rolling and pitching 
motion and conditioned by redistributed ship magnetic 
forces (heeling deviation) and translational accelerations if 

the compass is installed at some distance from the ship 
oscillation center.  

The bench tests results have confirmed the efficiency of 
the correction system based on complementary filter, which 
reduces the compass dynamic errors 3.5 to 9.8 times 
depending on the prevailing frequencies (periods) of ship 
oscillations.   

The field tests conducted in the Lake Ladoga with 
maximum 4 s oscillation periods have shown that the 
dynamic errors are reduced 2.4 to 3.5 times, which agrees 
with the bench test results. 

The findings can be applied in developing the modern 
magnetic compasses to provide higher heading indication 
accuracy. Moreover, the correction system enhances the 
stability of the current heading and yawing when using the 
magnetic compass in auto pilot control loop.  
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Abstract — Quaternion equations of strapdown gyro-
vertical are considered. In addition to the integral correction, 
which does not provide damping of oscillations with the Shuler 
period, an algorithm for bringing to the horizon and damping 
oscillations is proposed, which is practically invariant to linear 
accelerations. 

Key worlds —gyro-vertical, quaternion, strapdown inertial 
navigation system 

I. INTRODUCTION 

Strapdown inertial navigation systems (SINS) are widely 
used for navigation on the Earth's surface. The most 
commonly used algorithm for determining orientation in 
such SINS is the integration of kinematic equations, also 
called Poisson equations [1, 2]. At the same time, in SINS of 
medium and high accuracy it is necessary to compensate for 
the angular velocities due to the daily rotation of the Earth 
and the fact that movement along the Earth’s surface occurs 
along an arc, the radius of which is determined by the size of 
the Earth. The disadvantage of this algorithm is the rather 
rapid increase in time of errors in determining the angular 
position. To eliminate these errors, a correction based on the 
signals of accelerometers included in the SINS, is introduced 
into the algorithm for integrating angular velocities. 
Depending on the correction algorithm, it is possible to 
eliminate the increase in errors in roll and pitch 
(gyrovertical), heading (gyrocompass) or in all three angles 
(heading gyrovertical). These algorithms are widely known, 
but their justification is based on the mathematical apparatus 
of Euler-Krylov angles [3,4], which presents some 
inconveniences during their practical implementation in 
modern navigation systems using the quaternion apparatus. 

II. MATHEMATICAL MODEL FOR DETERMINING 

GYROVERTICAL ORIENTATION PARAMETERS 

Let's consider a coordinate system OENH , the center of 
which is connected to the center of mass of the moving 
object, the axis ON  is directed along the meridian to the 
north, the OH  axis is directed along the local vertical, and 
the OE  axis complements the system to the right. Let's 
associate with the inertial measurement unit a coordinate 
system OXYZ  rotated relative of the ONHE  to the Euler-
Krylov angles (Figure 1). 

It is known [1,2,5] that the equation for calculating the 
orientation quaternion from angular velocities has the form: 

 с2

1
   

where с  – vector of absolute angular velocity in a coupled 
coordinate system;   – quaternion conversion from coupled 
to base coordinate system;    – quaternion multiplication 
operator. 

 
Fig. 1.  Coordinate systems 

When moving along the Earth's surface, the absolute 
angular velocity vector б  includes the angular velocity vector 
around the Earth and the Earth's rotation velocity vector: 

 Vg  збб  2

where T
gHgNgEg ][б   – vector of the 

angular velocity of the inertial measurement unit relative to 
the surface of the earth's ellipsoid in the coordinate system 

OENH ;  T sincos0 ззз  – vector of the 
angular velocity of the Earth's rotation in the coordinate 

system OENH ; 

T

EEN
V HR

V

HR

V

HR

V





















tg
 – 

vector of angular velocity due to the flight around the earth's 
ellipsoid; EV , NV  – projections of the linear velocity of the 
inertial measurement unit to the eastern and northern axes of 
the accompanying geographic trihedron, respectively; 

R , R  – radii of curvature of normal sections of a common 

earth ellipsoid;   – longitude; H  – altitude. 

To eliminate the increase in errors in orientation angles, 

correction angular velocities k
N , k

E , k
H , are added to the 

angular velocities б , calculated from accelerometer signals 
and ensuring that the virtual accompanying geographic 
trihedron ONHE  is brought to the horizon and azimuth. 

Corrective angular velocities k
N , k

E , k
H  are calculated 

from accelerometer signals in accordance with the formulas: 

  
t

Ik dtaKaK
0

бб  3
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where Tk
H

k
N

k
Ek ][   – vector of correction 

angular velocities in the coordinate system ONHE ; K  – 
matrix of transmission coefficients of the proportional 
correction component; IK  – matrix of transmission 
coefficients of the integral correction component; 

][б HNE aaaa   – apparent acceleration vector in the 
coordinate system OENH . 

Translating (1) into the base coordinate system and 
substituting (3) and (2), we may find: 

 









  

t

IVg dtaKaK
0

ббзб2

1  

Let's represent the vector V in the form ист
бVKVV  , 

where 








































00
tg

00
1

0
1

0

HR

HR

HR

KV , 


















H

N

E

V

V

V

V ист
б . 

Considering that the apparent acceleration vector is 
вр
б

ист
бб aaa  , where ист

б
ист
б Va   – acceleration vector 

relative to the base coordinate system; 

gVKVKa aVa  
ист
б

ист
б

вр
б  – “harmful” component of 

the apparent acceleration vector; 






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

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









00)cos(2

00)sin(2

)cos(2)sin(20

зaK ; 
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
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
















g

g 0

0

 – gravity 

vector, let us transform equation (4) to the form: 

 


































t

aVaV

t

IVg

dtgVKVKK

dtaKKaK

0

ист
б

ист
б

0
бзбб

)(

)(

2

1  

When ,0K IV KK   equation (4) will take the form 

 









   

t

aVaVg dtVKVKK
0

истистзб )(
2

1  

The form of equation (6) confirms the well-known result 
[1-4,7,8] that with integral correction adjusted to the Schuler 
period, linear accelerations will not affect the orientation 
parameters. 

Let us obtain the error equation, taking into account that 
in land navigation the orientation relative to the global 
coordinate system is of interest, the quaternion of which can 
be calculated using the equation: 

  
б2

1
g  

In this case, subtracting (6) from (5) and neglecting terms 
of higher orders of smallness, the orientation error equation 
can be written in the form: 
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2

1
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~~

(
2

1

ббб

0
истистз

0

ggg

t

aVaV

t

V

dtVKVKK

dtggK

 

Equation (11) confirms the well-known result [1-4,7,8], 
that in the case of integral correction at the 0 , the 
gravitational acceleration vector g  creates a component that 
increases in time, tending to reduce the magnitude of the 
orientation error. 

It is well known that integral correction set to the Schuler 
period does not provide damping for oscillations with the 
Schuler period. To dampen oscillations and accelerate the 
bringing of the virtual platform to the horizon, either external 
sources of navigation information are used (usually speed 
from Doppler or other meters) or they use not only integral, 
but also proportional correction based on accelerometer 
signals [10,11,12], which violates invariance to linear 
accelerations. 

One of the options for correction using accelerometers 
was proposed in [13], where the orientation quaternion is 
determined from the acceleration vector as a solution to the 
minimization problem: 

  с~
min ag aa

a



  

where a  – orientation quaternion determined by 

accelerations; сa  – measured acceleration vector in a coupled 
coordinate system. 

In this case, to solve this problem numerically, it is 
proposed to use the gradient descent method. However, this 
minimization problem has an exact solution [8]: 


 














.01при001

;01при
1

1

сс

сс
сс

сс

agag

agag
agag

agag

a 

To obtain the resulting orientation quaternion, the 
quaternion determined by formula (10) is summed with the 
quaternion determined by the angular velocity sensors. In 
this case, the weighting coefficients are calculated depending 
on how much the measured acceleration vector differs from 
the acceleration of gravity: 

  a)1(  

where 
gag

g





~

c 
. 

To confirm the performance of the obtained algorithms 
for correcting orientation parameters based on accelerometer 
signals, experimental studies were carried out. The AIST-
350 unit produced by Aisens LLC, built on the basis of 
micromechanical gyroscopes and accelerometers, the 
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parameters of which can be found in [14], was used as a 
block of inertial sensitive elements. 

To check the invariance of the proposed algorithm to 
linear accelerations, the block was installed on a centrifuge 
where rotation was set at a constant speed. As can be seen 
from the graphs of orientation parameters, there are no roll 
and pitch deviations (Fig. 2, Fig. 4). Also, there are 
practically no heading deviations (Fig. 3, Fig. 5). 

Note, that the first ten seconds are spent to preparing for 
the initial alignment and no data is transmitted. The next 30 
seconds the initial alignment is carried out. In the Fig. 4 and 
Fig. 5, work in the setting-up mode and the initial alignment 
mode are not shown. 

The results of experimental studies presented in the work 
confirmed the performance of the proposed gyrovertical 
algorithms. 

 
Fig. 2.  Roll and pitch angles during rotation with acceleration 0.2g 

 
Fig. 3.  Heading angle during rotation with accleration  0.2g 

 

Fig. 4. Roll and pitch angles during rotation with acceleration 1g 

 
Fig. 5. Heading angle during rotation with accleration 1g 

III. CONCLUSION 

The generalized equations of operation of a strapdown 
gyro in quaternions obtained in this work can be useful for 
research and construction of new algorithms for navigation 
systems. The proposed method for accelerated alignment to 
the horizon has also shown its effectiveness. 
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Abstract-The use of a cluster of micromechanical sensors 
allows reducing noise characteristics, improving the accuracy 
of measurement information, accuracy of the resulting 
navigation solution, and increasing the level of reliability and 
failure control.  

The paper is devoted to the problems of building navigation 
systems based on cluster of IMU, analyzing the accuracy and 
noise characteristics of the navigation system depending on the 
number of sensors, analyzing the main factors limiting the 
accuracy of modern micromechanical systems, and searching 
for ways to improve the accuracy of micromechanical 
navigation systems. 

Keywords-Micromechanical systems, Allan variance, ARW, 
micromechanical IMU. 

I. INTRODUCTION 

A feature of modern micromechanical gyroscopes 
(MMG) is a large drift from launch to launch and a much 
smaller drift in launch [1]. In contrast to the error of 
gyroscopes, micromechanical accelerometers (MMAs) have 
comparable drift values both in launch and from launch to 
launch [2]. 

In recent years, works have appeared that consider the 
possibility of building an inertial measurement unit (IMU) 
based on a cluster of cheap and coarse sensors which can be 
configured to create a navigation system. This makes it 
possible, depending on the cost and accuracy requirements, 
to configure the composition of the navigation system by 
changing the number of sensors within the IMU. The use of a 
cluster of sensors allows reducing noise characteristics, 
increasing the accuracy of measurement information, 
accuracy of the resulting navigation solution, as well as the 
level of reliability and failure control. 

The paper is devoted to the problems of building 
navigation systems based on cluster of IMU, analyzing the 
accuracy and noise characteristics of the navigation system 
depending on the number of sensors, analyzing the main 
factors limiting the accuracy of modern micromechanical 
systems, and searching for ways to improve the accuracy of 
micromechanical navigation systems.  

II. BASIC APPROACHES TO BUILDING A CLUSTER 

SOLUTION  

Based both on the error distribution density and the 
assumption of independence of errors of measurement 
modules, combining several inertial modules provides noise 
reduction of the sensor array solution. Also due to the 
additional control of measurements its reliability increases [3]. 

Consumer-grade MEMS can be used for the construction 
of IMU (the cost is a few dollars per measurement module). 
Assuming the probability theory and independence of errors 
of measuring modules, the error of the final measurement 
can be reduced by √N times on N inertial sensors [4]. The 
noise characteristics of the array of measurement modules 
should also be reduced. 

Figure 1 shows the theoretical dependence of the 
measurement unit accuracy improvement as the number of 
used MEMS measurement modules increases. Averaging the 
output data of measurement modules leads to noise reduction 
in accordance with the following expression: 

1
N

ARW
ARW

N
  (1) 

The graph of Angle Random Walk (ARW) dependence on 
the number of measuring modules (N) is shown in Figure 1. 

 
Fig.1. Graph of Angle Random Walk (ARW) dependence on the number of 
measuring modules (N) at ARW1 = 0.3°⁄√h 
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Experimental data confirm the theoretical approaches of 
constructing these solutions. However, the real improvement 
in the accuracy of the measurement unit is less than the 
theoretically expected one:  

эксп 1
N

ARW
ARW

N
  (2) 

Due to the large number of inertial modules in IMU, one 
or more modules can fail. For example, the modules can 
become noisy or the sensor signal may jump at a certain 
temperature. This can severely affect the accuracy 
performance of the IMU. Therefore, it is important to apply 
filtering of inertial module readings when building the 
solution. 

The main variants of filtering are median filter and 3-
sigma filtering. The advantage of the first variant is low labor 
intensity; however, its potential accuracy is limited by the 
constant number of filtered channels. The advantage of the 
second one is a variable number of filtered channels, but this 
method is more labor-intensive and fails at high frequency of 
solution construction. 

III. INVESTIGATION OF CLUSTER IMU ERRORS WITH 

INCREASING NUMBER OF INERTIAL MODULES 

USING ALLAN VARIANCE  

In order to evaluate the possible improvement of 
accuracy characteristics and noise reduction, a number of 
IMUs based on 32, 64, 128, 256 inertial modules was 
manufactured. Using technological software, data recording 
was performed on the fixed base of each sample. Allan 
variance plotting was performed to evaluate the achievable 
accuracy and noise performance. Also, data recording of one 
inertial module was performed to compare the results.  

To evaluate the Allan variance, IMU recordings of at 
least 650 seconds duration with a frequency of 500 Hz were 
used. The IMU was mounted in a horizontal position on a 
tilt-and-turn table. Comparative noise characteristics of the 
IMU obtained during the experiments for different numbers 
of inertial modules are given in Table 1.  

According to the studies, the character of experimentally 
obtained dependence of ARW, Velocity Random Walk 
(VRW) and zero instabilities of accelerometers and 
gyroscopes coincide with the theoretically justified 
dependence. Thus, as the number of inertial modules in the 
IMU increases, the ARW of gyroscopes decreases by a factor 

of 4 for 32 modules and up to 12 times for 256 modules, the 
VRW of accelerometers decreases to 6.5 times for 32 
modules and up to 15.5 times for 256 modules. Meanwhile, 
according to ARW theory, the VRW should decrease by a 
factor of 5.6 and 16 for 32 and 256 modules, respectively. 

Also, increasing the number of measurement modules 
reduces the accelerometer zero errors to 4.65 and 10.3 times 
for 32 and 256 modules and the gyroscope zero instability to 
1.85 and 5.5 times for 32 and 256 modules, respectively. 

TABLE I.  IMU CHARACTERISTICS DEPENDING ON THE NUMBER 
OF INERTIAL MODULES 

N VRW Acc, 
m/(s2√h) 

ARW 
Gyr, °/√h 

Bias Acc, 
m/s2 

Bias Gyr, 
°/h 

1 3.49E-4 7.86 1.76E-4 2.49 

32 5.377E-5 2.048 3.78E-5 1.34 

64 3.03E-5 1.366 2.57E-5 0.75 

128 2.78E-5 0.88 1.78E-5 0.67 

256 2.24E-5 0.659 1.71E-5 0.45 

IV. CONCLUSION 

The main approaches to the formation of the cluster of 
IMU are analyzed and the accuracy and noise characteristics 
of the Allan variance-based IMU using 1, 32, 64, 128, and 
256 inertial modules are shown. Analysis of the experimental 
data has confirmed the theoretically predicted errors of IMU 
based on the cluster solution. 

The use of a cluster of 256 inertial modules allows us to 
significantly increase the autonomous operation time of the 
micromechanical navigation system and makes it possible, in 
a number of applications, to use a cluster of sensors as a 
cheaper analog with smaller mass-size characteristics of 
navigation systems based on laser, fiber-optic and solid-
state-wave gyroscopes.. 
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Abstract— Mathematical model of the hybrid type gyroscope 

has built based on the modulation MMG. In order to eliminate 
the “zero displacement”, the model uses the principle of 
modulation of primary information in the mechanical contour 
and its readout in a rotating coordinate system, which is well 
developed in the theory of the rotor vibrating gyroscopes. This 
approach makes it possible without interfering with the 
mechanical circuit of the device, to provide it with the ability to 
measure three components of the angular velocity of rotation of 
the base, i.e. create an absolute angular velocity sensor. Based 
on numerical experiments carried out in high-level 
mathematical programming packages, two algorithms for 
determining the third component of angular velocity, which 
coincides in direction with the vector of the gyroscope angular 
momentum, are formulated. 

Keywords— gyroscope, angular velocity sensor, beat 
oscillations 

I. INTRODUCTION 

Micromechanical gyroscopes (MMG), widely used in 
modern aircraft control systems [1-5], are mostly single-
component angular velocity sensors. When solving problems 
of navigation (orientation) of moving objects, it is necessary 
to install three such sensors on board, the measuring axes of 
which must be oriented with sufficiently high accuracy 
relative to the axes of the object, which requires appropriate 
design solutions and time costs. In addition, the operation of 
such an instrument arrangement in conditions of temperature 
fields reaching a difference of 1000C or more leads to errors 
in the orientation of the measuring axes of the devices, not to 
mention solving the issue of mutual influence of gyroscopes 
and their electromagnetic compatibility. Therefore, 
developers of primary information sensors strive to combine a 
comprehensive set of metrological capabilities in one device 
at the stage of their creation [6-8]. 

We also note that the small size of the sensitive element 
(SE) of the device creates the problem of ultra-high sensitivity 
of the system for readout of its vibrations, which limits the 
accuracy of determining the object location. In addition, the 
MMG sensitivity to inaccuracy of manufacturing the SE and 
the lack of the possibility of fine-tuning it leads to a significant 
“zero displacement”, compensation for which is one of the 
main problems of the considered class of devices [9-10]. 

When developing modern primary information sensors, it 
is desirable to use new methods for improving their 
characteristics, based on circuit solutions without interfering 
with the mechanical circuit of the device. Below we will show 
that, taking into account the developments of instrument-
making enterprises, the solution to the above problems can be 
implemented on the basis of hybrid MMGs [11]. In particular, 

the two-step modulation MMG is characterized by 
significantly higher accuracy, has a large arsenal of 
metrological capabilities, and, in addition, it does not require 
high level of technological support for production. 

This work is based on the results of works [12-14]. The 
authors obtained a mathematical model of a hybrid type 
gyroscope based on a two-step modulation MMG. To 
eliminate the “zero displacement”, the principle of modulating 
primary information in a mechanical circuit and obtaining it 
in a rotating coordinate system, well developed in rotary-
vibrating gyroscopes, is used. 

This model makes it possible, without interfering with the 
mechanical design of the device, to provide it with the ability 
to measure three components of the angular velocity of 
rotation, i.e. to create an absolute angular velocity sensor. 
After simulating in the Maple and Matlab+Simulink packages 
[15-17] it was possible to determine the conditions for 
implementing the device’s ability to measure the third 
component of the angular velocity, which coincides in the 
direction with the vector of the gyroscope angular momentum.  

II. FORMULATION OF THE PROBLEM 

Figure 1 shows the kinematic diagram of a modulation 
MMG with  an  RR-type (rotary-rotary) sensitive element 
made by planar technology. Here, 1 is the base of the device, 
2 – the rotor electric drive, 3 – the rotor-sensitive element, 4 
– torsion bar suspension, 5 – the torque sensor, 6 – the 
elements fastening the rotor to the drive shaft, and 7 is the 
angle sensor.  

 
Fig. 1. Kinematic diagram of the modulation MMG 

Note that in the above device, the elasticity of the rotor 
suspension along the ܱ ௣ܻ	 axis is significantly greater than 
the elasticity of the rotor suspension along the ܱܺр  axis, 
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which provides two degrees of freedom to the rotor (rotation 
with the electric drive shaft and angular oscillations around 
ܱܺв axis).  

Figure 2 shows the coordinate system ܱܺоб оܻбܼоб rigidly 
connected to the device, its origin coincides with the center 
of mass of the object. 

 
Fig. 2. Coordinate systems 

The projections of angular velocity 	ࢶሶതതത  of rotational 
motion relative to the origin of coordinates will be denoted 
by ࢶሶ ሶࢶ	,࢞ ሶࢶ,࢟  в associatedࢆвࢅвࢄࡻ The coordinate system .ࢠ
with the drive motor shaft rotates with angular velocity Ω 
around the ࢆࡻоб	 axis. The coordinate system ࢄࡻрࢅрࢆр , 
associated with the SE, along with rotation together with the 
shaft, rotates around the torsion bar suspension at an angle θ 
with angular velocity ࣂሶ . 

Let us determine the motion parameters of the gyroscope 
in the specified coordinate systems. Projections of the angular 
velocities of movement of the base on the axis of the system 
вࢆвࢅвࢄࡻ  after turning the shaft through an angle Ωt are 
determined by the expressions 

ω௫
ᇱ ൌ 	Φሶ ௫ cosΩt ൅ Φሶ ௬ sinΩt, 

ω௬
ᇱ ൌ 	Φሶ ௬ cosΩt ൅ Φሶ ௫ sinΩt, 

ω௭
ᇱ ൌ ߗ ൅Φሶ ௭. 

Projections of angular velocities on the axis of the system 
 р after rotation through an angle θ can be written inࢆрࢅрࢄࡻ
the form 

߱௣௫ ൌ ω௫
ᇱ cos ߠ െ ω௭

ᇱ sin  ,ߠ
߱௣௬ ൌ ω௬

ᇱ ൅ ሶߠ , 
߱௣௭ ൌ ω௭

ᇱ cos ߠ ൅ ω௫
ᇱ sin  .ߠ

To derive the differential equations of motion of the 
gyroscopic system, we will use the Lagrange method [18], 
choosing the rotation angle θ(t), which determines the SE 
position, as the generalized coordinate, and the damping 
moment and the elastic moment of the torsion bar as the 
generalized forces. After linearizing the equations using the 
Jacobian matrix, we obtain a mathematical model of 
modulation MMG for the case of movement of the device 
base with a constant angular velocity, which can be 
represented in the form 

ሷࣂ ൅ ૛ࣂࢇሶ ൅ ࣓૙
૛ ቆ૚ ൅

૛ࢶࣄሶ ࢠ
࣓૙

ቇ ൌ

ൌ ሺ૚ ൅ ሶࢶටࢹሻࣄ ૛࢞ ൅ ሶࢶ ૛࢟ ࢚ࢹሺ࢔࢏࢙ ൅  ,ሻ࣒

ሶࢶ ሶࢶ,࢞ ሶࢶ,࢟  are projections of the angular velocity of the base ࢠ
movement, a is the damping coefficient of SE oscillations, 

	࣓૙ ൌ ට࢑ାሺ࡭ି࡯ሻࢹ૛

࡮
 is the frequency of natural oscillations of 

the SE, A, B, C – respectively equatorial and polar moments 

of inertia of the SE, ࢹ ൌ ට ࢑

࡯ି࡮ା࡭
 is the resonant value of the 

angular velocity of rotation of the SE, ࣄ ൌ
࡭ି࡯

࡮
ൎ ૚ is the 

coefficient of centrifugal pendulum rigidity, 
࣒  ൌ ሶࢶሺࢍ࢚ࢉ࢘ࢇ ࢞ ሶࢶ ൗ࢟ ሻ. 

The initial conditions for the model can be taking in the 
form 

ሺ0ሻߠ ൌ ሶሺ0ሻߠ ൌ 0. 

The peculiarity of this mathematical model is the presence 

in the free term of the equation of the addendum 
ଶ఑஍ሶ ೥
ఠబ

, 
caused by the projection of the angular velocity of rotation of 
the base Φሶ  onto the SE axis of rotation (usually this term is ݖ
not taken into account in the equation, since it is of the second 
order of smallness). In order to eliminate the interference 
associated with the influence of angular vibration of the base 
with double the rotor speed on the accuracy of the device, the 
ratio of its moments of inertia is selecting so that the 
coefficient κ is close one [19]. The presence of the specified 
term in the equation is equivalent to a change in the value 
߱0– the frequency of natural oscillations of the SE, which 
leads to detuning of the device and, consequently, a change 
in the amplitude and phase of oscillations of the gyroscope 
rotor. Based on the magnitude of these changes, we can judge 
the value of the parameter Φሶ  that caused them. This is the .ݖ
basis for one of the methods proposed below for determining 
the third component of angular velocity. 

In addition, from the vibration’s theory we know [20] that 
if a weakly damped oscillatory system is acted upon by a 
force function with a frequency slightly different from the 
frequency of its free (natural) oscillations, then the observed 
response of the system to this effect leads to the occurrence 
of beat oscillations. Moreover, the frequency of beat 
oscillations turns out to be equal to the difference in the 
frequencies of natural oscillations of the system and the force 
function. Consequently, by measuring the magnitude of the 
phase shift of the natural oscillations of the system relative to 
the resonant value or the magnitude of the beat frequency, 
one can judge the proximity of the frequency of the force 
function to the frequency of free oscillations of this system. 

The solution to the problem can be represented in the 
following form [20] 

ሻݐሺߠ ൌ ௚ሺሺ1ܭ െ ݁ି௔௧ሻΦሶ ௑ െ 2݁ି௔௧Φሶ ௒ sinΦሶ ௭ݐ sinΩtሻ	

െሺ1 െ ݁ି௔௧ሻΦሶ ௒ ൅ 2݁ି௔௧Φሶ ௑ sinΦሶ ௭ݐ cosΩt ,       ݃ܭ ൌ
1൅ߢ

2ܽ
.    

The formula describes the MMG motion in the case of 
rotation of the base of the device with an absolute angular 
velocity. It consists of undamped forced oscillations caused 
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by the angular velocities Φሶ ,ݔ Φሶ ,ݕ and damped beat 

oscillations created by the third component	Φሶ  .ݖ
The type of beat oscillations in weakly damped and 

damped gyroscopes is presenting in Figures 3a and 3b. 
Taking into account the high-quality properties of 

modulation MMG, beat oscillations have a significant 
duration, which ensures their observability. This 
circumstance allows us to measure the third component of the 
angular velocity Φሶ  .with a weakly damped MMG ݖ

  

a b 
Fig. 3. Character of oscillations of weakly damped beats (a) and damped 
(b) MMG 

After demodulation, the output voltages of the 
demodulators for the corresponding measuring channels 
can be represented in the following form 

௑ܷሺݐሻ ൌ
௚ܭ
2
ሺሺ1 െ ݁ି௔௧ሻΦሶ ௑ െ 2݁ି௔௧Φሶ ௒ sinΦሶ ௭ݐ, 

 

ܷ௒ሺݐሻ ൌ
௚ܭ
2
ሺሺ1 െ ݁ି௔௧ሻΦሶ ௒ ൅ 2݁ି௔௧Φሶ ௑ sinΦሶ ௭ݐ. 

The resulting expressions and Figures 3 lead to the 
conclusion: knowing the beat frequency, one can 
determine the value of the angular velocity Φሶ  directedݖ
along the axis of rotation of the gyroscope SE. 

Thus, information about the third component of the 
angular velocity Φሶ ௭  can be obtained in two ways: by 
measuring the phase of oscillation of the MMG rotor, as 
well as by measuring the oscillation frequency of the beats. 
Algorithms for implementing these methods will be 
described below. 

III. MEASUREMENT METHODS OF THE THIRD COMPONENT 

ANGULAR VELOCITY 

A. Determination of the third component by the magnitude 
of the change in the phase of oscillations of the SE 

The first method was implemented by solving the 
equation of gyroscope motion in the Maple environment. 

From the frequency characteristics of the SE shown in 
Figure 4, it is clear that a change in the phase of its 
oscillations up or down relative to the resonant value equal to 
–90ᵒ is determined by the magnitude of the detuning caused 
by the angular velocity	ࢶሶ  and the nature of the phase change ࢠ
determined by its direction. 

∆Φ ൌ Ф௥௘௦ െ Φ௖, 

Ф௥௘௦ ൌ
గ

ଶ
  is the resonant value of phase,	Ф௖ is the current 

value of phase caused by parameter Φሶ   .ݖ
Isolation of a signal proportional to the magnitude of the 

phase shift is carried out by phase detection, where the signal 
of the reference voltage generators is used as a reference 
signal. Note that the modulation MMG is a high-Q oscillatory 

system is tuned to the resonance, and its frequency response 
has a significant steepness, which makes it possible to create 

a channel for measuring the angular velocity Φሶ  with highݖ
resolution. 

 

 
Fig. 4. MMG frequency characteristics 

When implementing the method under consideration it is 
necessary to keep in mind that two components of the angular 
velocity Φሶ ܺand Φሶ ܻ	are measured in the sensitivity plane of 
the device. Therefore, depending on their ratio and sign, an 
additional phase shift corresponding to the polar angle ߰ is 
entered into the information channel for measuring the phase 
shift created by the angular velocity 	Φሶ ݖ . Therefore, to 
eliminate this phase shift, it is necessary to use an additional 
channel that identifies the current value of the polar angle, for 
example, as shown in [21], and then, by performing an 
algebraic summation of the output signals of both channels, 
obtain the required information about the magnitude and 
direction of the angular velocity	Φሶ ௭. 

B. Determination of the third component by the frequency 
of beat oscillations 

The second method was implemented by modeling in the 
Matlab+Simulink environment. The block diagram of the 
model, based on the equation of gyroscope motion, is shown 
in Figure 5. 
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Fig. 5. Block diagram of the MMG simulation model 

The simulation model diagram consists of four blocks: 
 modulation MMG – mask MMG block, 
 demodulator with low-pass filters – mask DM Filtr 

block, 
 scheme for identifying the sign ࢶሶ -/+ block mask –ࢠ

PhiZ, 
 frequency demodulator with frequency meter – mask 

Freq block. DM. 
To expand the range of the measured angular velocity ࢶሶ  ,ࢠ

it is necessary to ensure a sufficient level of amplitude of beat 
oscillations, which decreases with detuning. To do this, it is 
advisable to expand the frequency bandwidth of the device. 
In [19], it is shown that to expand the bandwidth of the SE 
frequency response, it is advisable to ensure, by choosing the 
ratio of its moments of inertia, the value of the coefficient of 
centrifugal pendulum stiffness of the suspension ࣄ ൎ ૚ , 
thereby bringing the shape of the rotor closer to a 
parallelepiped.  

Figure 6 shows the frequency characteristics of the 
gyroscope at various values	ࣄ. 

 

Fig. 6. Frequency characteristics at different values of ࣄ 
From Figure 6 we can see that as ࣄ  increases, the 

bandwidth of the amplitude-frequency characteristic of the 
device expands and thereby ensures the required level of 
amplitude of beat oscillations under conditions of an 
expanded range of measured angular velocity	ࢶሶ  ,however ,ࢠ
the steepness of the phase-frequency characteristic decreases. 
Therefore, the value of the SE centrifugal pendulum stiffness 
should be chosen in accordance with the application area of 
the device. 

IV. CONCLUSION 

The mathematical model constructed by the authors, as 
well as the algorithms proposed in this work for determining 
the third component of angular velocity make it possible: 

 to implement an absolute angular velocity sensor 
based on modulation MMG; 

 to ensure the preservation of the resonant operating 
mode of the device by introducing an auto-tuning loop using 
the measured angular velocity Φሶ  ;ݖ

 to eliminate the so-called “zero displacement” 
characteristic of conventional MMGs  based on the principle 
of modulation of primary information in a mechanical circuit 
and its acquisition in a rotating coordinate system; 

 to provide a measurement range of absolute angular 
velocity along the third axis of sensitivity that significantly 
exceeds the measurement range along the other two axes, 
which allows the device to be used in rotating objects; 

 to ensure the stable spatial orientation of a moving 
object with one three-component device under conditions of 
its operation in a wide range of temperature fields, reaching a 
difference of 1000C or more. 

All of the above capabilities may be implemented without 
interfering with the mechanical circuit of the device. 
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Abstract—A method for non-contact mutual angular 
binding of navigation devices as part of a distributed control 
system for a rocket and space technology is considered. The 
implementation of the method involves retrofitting each 
navigation device with additional optical equipment - a laser 
module and an optical camera. The method is based on a 
simple and fast tracking procedure of the mutual drift of laser 
marks during operation process of the control object. 
Experimental results on the mutual angular binding of two 
navigation devices simulators using low-power laser modules 
and an electronic endoscope are presented. 

Key words—mutual angular binding, strapdown inertial 
navigation system, differential optical measurements, cross-type 
laser module, small deformations of the control object 

I. INTRODUCTION 

The problem of mutual angular binding of various 
instruments and devices has a multitude (including patented) 
of technical solutions in the field of geodesy, construction, 
mechanical engineering and, of course, rocket and space 
technology [1 – 8]. In the patent roll, the author's certificate 
[9] should be noted, which is closest to the concept of mutual 
binding by angular position, using modern optical 
equipment, outlined in this article. 

Assuring high-precision mutual angular binding of 
navigation devices is a high-demand problem when various 
gyroscopic equipment and devices are used. This problem is 
especially relevant for strapdown inertial navigation systems 
(SINS)-based control systems. There is no possibility of fully 
solving the tare problem for SINS due to its stiffening as part 
of a rocket and space technology object. For the same reason, 
the initial binding of the SINS by angular position is carried 
out into great expenses. In such conditions, a more accurate 
navigation system, for example, a platform INS, can be used 
in order to improve the basic technical characteristics of 
SINS [10]. 

The method of mutual binding, based on vector matching 
of SINS and platform INS measurement information, is 
described in the technical literature [11]. This method can be 
used to adjust the SINS orientation relative to the vertical 
axis. In this case, a special measuring section is required with 
a turn of the longitudinal axis of the control object by 90 
angular degrees. This method makes it possible to reduce 
SINS errors, but it has application constraint as a high-
precision mutual binding of the SINS and the platform INS 
as part of the control object. 

A stable mutual angular position of the devices can be 
ensured mechanically by placing on one bracket or one 
mounting plate. However, in practice, this approach is not 
always justified due to deformations of the body (structure) 
of the control object or its components when operating 
conditions change. This, in particular, can be related to 
external mechanical or climatic effect. In addition, 
navigation devices can use their own shock absorption 
systems with individual characteristics, which are determined 
by the design features of the sensitive elements of the 
measuring units and other design solutions [12]. In such 
conditions, it is necessary to control and algorithmically take 
into account changes in the mutual angular position of 
navigation devices. First, this is in demand for distributed 
control systems with spatially separated measuring units. 

This article considers a non-contact method for solving 
the problem of angular binding of navigation devices using 
counter-directed cross-type laser modules. A simple and fast 
procedure for mutual angular binding of navigation devices 
is used by tracking the mutual drift of laser marks during the 
control object operation. Some of presented experimental 
estimates show the possibility of practical use of differential 
optical measurements and the method as a whole. Some 
characteristics of angular binding estimate range were 
obtained. 

II. MUTUAL BINDING BY ANGULAR POSITION 
WITH THE USE OF LASER MODULES 

Technically, to obtain differential optical measurements, 
two navigation devices must be spaced apart from each other in 
a certain direction (hereinafter referred to as the angular 
binding axis). An area is additionally marked (or determined 
additionally) on bodies of both navigation devices, directed 
towards each other, nominally orthogonal to the angular 
binding axis. Figure 1 shows a standard view of a marked area, 
where larger blue markings are applied to a fine green grid. 

A laser module is rigidly mounted to each navigation 
device, nominally co-directed with the angular binding axis 
and looking onto the marked area of the adjacent device. 
Two optical cameras located away from the angular binding 
axis synchronously record images of the corresponding 
marked areas before and after switching on the laser 
modules. The marking used in this case should ensure the 
required binding accuracy of the laser mark screen 
coordinates to it. Mutual deviations of laser marks from the 
angular binding axis are intended to control mutual 
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orientation of navigation devices among themselves and to 
adjust their mutual binding by angular position. 

 

Fig. 1. Design of marked area 

Let us describe an approximate procedure for mutual 
angular binding of two navigation devices NP1 and NP2 
using cross-type laser modules. It is considered that the 
devices belong to the same control object and are located at a 
distance (d  0,3%) relative to each other. In this case, the 
mutual angular deviations of the seats do not exceed 1 
angular degree. The necessary sequence of actions is 
functionally divided into three main stages. 

At the first stage, the initial mutual binding of NP1 and 
NP2 is carried out (certification of the initial position). This 
stage includes the alignment of optical cameras, connection 
of laser modules and initial alignment of laser marks. The 
alignment of each optical camera is carried out using a video 
image of the corresponding marked area and consists of a 
standard procedure for determining correction coefficient 
(including scaling factors, axial misalignment, change in 
perspective, etc.) [13, 14] for correct recalculation of the 
screen coordinates of the optical camera into the reference 
binding coordinates of the marked area. The initial alignment 
of laser marks characterizes the initial relative position of the 
devices. Each laser mark is initially fixed in screen 
coordinates, and then is recalculated into the plane of the 
marked area. The resulting initial positions of the laser mark 
centers denote as ሺܺ1, ܻ1ሻ	and	ሺܺ2, ܻ2ሻ for the second and 
first marked areas, respectively. In this case, to calculate the 
center of each mark, let us take the intersection of curves that 
approximate the vertical and horizontal lines of a cross-type 
laser mark. The obtained coordinates, as well as the 
alignment correction coefficient of the optical cameras, are 
stored in the calculator’s memory.  

At the second stage, the change in the mutual angular 
position of the NP1 and NP2 devices compared to the initial 
one is estimated. New positions of laser marks 
ሺܺ1݊, ܻ1݊ሻ	and	ሺܺ2݊, ܻ2݊ሻ are calculated according to the 
same scheme as at the first stage. Note that at this stage the 
process of optical camera alignment can also be partially 
repeated to adjust/verify the corresponding correction 
coefficients. 

The third stage consists of coprocessing of 
ሺܺ1, ܻ1ሻ, ሺܺ1݊, ܻ1݊ሻ	and	ሺܺ2, ܻ2ሻ, ሺܺ2݊, ܻ2݊ሻ  pairs. The 
result of coprocessing is flat angles 	and			, defining the 
change in the relative position of NP1 and NP2 in the 
longitudinal (see Fig. 2) and transverse planes: 

  1 ൅ 2  ݃ݐܿݎܣ ൬
ܻ1 ൅ ܻ2

݀
൰,

 

  ݃ݐܿݎܣ ൬
ܺ1 ൅ ܺ2

݀
൰,

 

where ܻ1 ൌ ܻ1 െ ܻ1݊, ܻ2 ൌ ܻ2 െ ܻ2݊ – laser 
marks decentration in the longitudinal plane relative to the 
original (certificate) value for NP1 and NP2, respectively, 

ܺ1 ൌ ܺ1 െ ܺ1݊, ܺ2 ൌ ܺ2 െ ܺ2݊   – laser marks 
decentration in the transverse plane relative to the original 
(certificate) value for NP1 and NP2, respectively. 

 

Fig. 2. Change in the mutual angular position of NP1 and NP2 in the 
longitudinal plane 

Assuming that the angles 	and			 are small (up to 3 
angular degrees), it is possible to calculate the spatial angle 
of change in the mutual angular position of NP1 and NP2 as 

 ට2 ൅ 2 . 

III. DESCRIPTION OF THE EXPERIMENT RESULTS 

An empirical research of the considered method of 
mutually binding of two navigation devices by angular 
position was carried out at an experimental operating 
position. This position is equipped with the following 
standard equipment: marked area 100100 mm (2 pcs.), red 
laser module 14,548 mm with focusing 650 nm 5 mW 
(cross) with power supply and bracket (2 pcs.), electronic 
endoscope Orbit OT-SME12 (8 mm, 1280720 5m) (2 pcs.), 
laptop (1 pc.). The marked areas are spaced 2 m apart from 
each other. The laser modules are located in close proximity 
to the angular binding axis to reduce methodological errors. 
Endoscopes are installed in front of the corresponding 
marked areas at an angle of up to 30 degrees so as not to 
obscure the laser mark. 

To select and subsequently bind laser marks, images of 
marked areas were taken before and after switching on the 
laser modules. In this case, two modes of the endoscope 
built-in lighting and a mode without lighting were used. Note 
that maintaining a light balance turned out to be important 
from the viewpoint of finding procedure of the laser mark 
center. Examples of images processed in different lighting 
modes are shown in Fig. 3. 

To initially identify laser marks lines, several directions 
were considered along the sides of the marked area. Such 
directions are nominally orthogonal to the lines of the laser 
marks. The cross-position of the laser marks was determined 
using approximation of the laser mark lines and subsequent 
conversion into the coordinates of the marked area. During 
the initial processing of images, color filtering and 
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normalization of images were performed according to the 
data before and after switching on the laser module. A 
corresponding example of color filtering and normalization is 
shown in Fig. 4. 

Fig. 3. Examples of images processed in different lighting modes of 
the endoscope 
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Fig. 4. Separation of the laser module light line before and after primary 
processing 

The resulting scattering of light lines and laser mark 
crosshairs makes it possible to evaluate the characteristics of 
the calculated angles α and β. In the longitudinal and 
transverse directions, the resulting scattering of angles does 
not exceed 2 angular min.  

Let us make a special emphasis on the use of a cross-type 
laser module. It allows to additionally obtain an estimate of 
the twist angle, which characterizes the turn relative to the 
angular binding axis. Despite the fact that the determination 
accuracy of twist angle is lower (according to preliminary 
estimates at the level of 30 angular min), it is important for 
diagnostic purposes. 

IV. CONCLUSION 

The experimental implementation of the known scheme 
of mutual angular binding of two navigation devices with the 
use of modern optical equipment is considered. This scheme 
allows to track changes in mutual angular orientation by 
calculating angles in the longitudinal and transverse 
directions. The resulting accuracy may be of practical 
interest. In the option of using a cross-type laser module, the 
twist angle relative to the axis of the angular binding can be 
additionally calculated, although with less accuracy. 
Nevertheless, it is possible to consider a three-dimensional 
estimate of the relative angular orientation for these 
conditions. 

Despite the need for stability of the laser module beam 
under external influences, the use of such a scheme can 
provide benefits in a number of operational characteristics. 
Thus, several different types of devices can be combined into 
one navigation system, which will allow, in particular, to 
naturally assign tasks solved during pre-flight preparation 
and in flight. When implementing such a scheme, there is no 
need for high-precision installation of equipment as part of 
the control object, and the requirements for the permissible 
deformation level of the control object during operation are 
significantly weakened. 

Thus, the presented research can be considered as a 
prospective line of development of distributed control 
systems for rocket and space technology objects. 
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Abstract—A technique for estimating elevation and azimuth 

angles of a measurement device–– optical, in particular––with 
the help of a strapdown inertial measurement unit (SIMU) 
including a triad of accelerometers and two angular rate sen-
sors is considered. The algorithms, the results of the theoretical 
error analysis and the results of bench testing of a prototype of 
such an SIMU based on the micromechanical inertial meas-
urement unit MPU-9250 and two fibre-optic gyroscopes (FOG) 
FOGS170B are described. 

Key words—strapdown inertial measurement unit, elevation 
angle, azimuth, error analysis. 

I. INTRODUCTION 

A conventional strapdown gyroscopic device for deter-
mining elevation and azimuth angles includes a triad of ac-
celerometers and a triad of angular rate sensors (ARS) meas-
uring correspondingly vectors of the normal reaction force to 
gravity (hereinafter called ‘gravity’) and the earth rotation 
rate. Accelerometers measuring the gravity with sufficient 
accuracy are relatively low-cost devices whereas only high 
precision ARS, the cost of each of which can be much higher 
than the cost of the rest of an SIMU, can provide the required 
accuracy of the earth rotation rate. Reducing the number of 
ARS of a SIMU allows for a notable decrease in its cost. 

Obviously, an azimuth angle cannot be unambiguously 
determined in a single orientation with only one ARS, even if 
its sensitive axis is ideally levelled. Introduction of a second 
ARS into a SIMU allows solving the problem. 

The problem of azimuth determination with the help of 
two ARS, i.e. under incomplete measurements, has been 
considered in a number of papers, in particular in the funda-
mental work [1], with regard to gyroscopic inclinometers. 
However, every practical application has its own peculiari-
ties and every developer has his own approaches to algo-
rithms and error analysis, thus the results presented in the 
paper appear to be original.  

II. STATEMENT OF THE PROBLEM AND ERROR MODEL 

The problem is solved with the use of the following iner-
tial sensors: 

– a triad of accelerometers included in an inertial meas-
urement unit MPU-9250; 

– two fibre-optic gyroscopes (FOG) FOGS170B. 

To describe the statement of the problem, we use the fol-
lowing coordinate frames: 

ONHE is the geographical coordinate frame (GCF), 
(North, Height, and East); 

OXYZ is the right-handed orthogonal coordinate frame 
connected with a device body (BCF), the OX is directed 
along the longitudinal axis of a device, OY is oriented in the 
plane formed by the OX and the vertical under zero slope 
angle, OZ complements the frame to a right-handed one. 

I I IOX Y Z  is the right-handed orthogonal SIMU instru-
mental coordinate frame (ICF) geometrically attached to 
SIMU accelerometers sensitive axes (SA). 

Coordinate transformation from the GCF to the BCF is 
defined as three consecutive rotations:1) about the axis OH 
by an azimuth angle A clockwise, 2) about the axis OE by an 
elevation angle  counterclockwise, 3) about the axis OX by 
a slope angle  counterclockwise. The transformation matrix 
is as follows: 

cos cos sin cos sin

cos sin cos sin sin cos cos sin sin cos cos sin

cos sin sin sin cos cos sin

                                                                                     (1)BCF GCF

A A

A A A A

A A

M 

  

           

      



sin sin sin cos cosA A   

 
 
 
  

The specified angle ranges are  

1)  0;360A  ; 2)  45 ;80   ; 3)  5 ; 5     . 

Misalignments between the ICF and BCF axes are de-
fined by three small angles of consecutive rotation 

, ,x y z   . 
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The ICF axes coincide nominally with the accelerometers 
sensitive axes. Accelerometers error model is typical and 
includes biases, scale factor errors, and SA misalignments.  

The FOG sensitive axes coincide nominally with the BCF 
axes OY and OZ. SA misalignments are parametrized by nonor-
thogonalities , , ,y y z z     relative to the BCF axes: 

2 2sin , 1 sin sin , sinBCF
y y y y yl            


  

(2) 

2 2sin , sin , 1 sin sinBCF
z z z z zl            


, 

where BCF
yl


, BCF
zl


 are the unit vectors of the FOG sensi-

tive axes projected on the BCF axes. 

FOG error model includes biases and scale factor errors. 

The task is to determine elevation and azimuth angles and 
to estimate errors of this determination. 

With the help of a three-axis sensor of the specific force 
vector, determination of an elevation angle does not pose a 
problem. SIMU accelerometers outputs are as follows: 

ˆ 0 sin

ˆ cos cos

0 cos sinˆ

x

y BCF GCF

z

g

g M g g

g



     
              
           

           (3) 

The elevation and slope angles are uniquely determined 
from the expression (3) without methodical errors. The ex-
pression for the elevation angle estimation error induced by 
the accelerometers errors under zero slope angle, lack of cor-
relation of error sources and the same variances of the simi-
lar errors takes the form: 

  2 2 4
2

2sin cos sinA

A Aакс

D
D D D

g


         ,   (4) 

where 
A

D , 
A

D , 
A

D  are correspondingly the variances of 

biases, scale factor errors and misalignments of accelerome-
ters sensitive axes. 

Misalignments between the ICF and BCF axes reduced to 
a horizontal axis are included in the estimation error with the 
unit coefficient, i.e. 

 D D                                  (5) 

To determine the azimuth angle, consider two methods. 
In the first one (direct method) an azimuth is determined 
directly from sensor outputs [1] (first levelling and then gy-
rocompassing are implemented). The second one is based on 
the help of a virtual FOG, which allows using the TRIAD 
method having the minimum instrumental errors if there are 
all three projections of the earth rotation rate [2]. 

III. DIRECT METHOD FOR AZIMUTH ANGLE DETERMINATION  

Earth rotation rate projections on the BCF axes are as fol-
lows: 

cos cos sin

cos sin cos sin sin cos cos

cos sin sin sin cos cos sin

x N H

y N N H

N N Hz

A

A A

A A

     
               
             

 (6) 

where cosN    , sinH    ,  is the magnitude 

of the earth rotation rate,  is the latitude of a location. 

From (6) obtain 

 cos cos sin
cos

sin

H y z

N
A

         


  
  (7) 

 sin cos
sin

y z

N
A

     
 


 

The azimuth angle is determined uniquely from the ex-
pressions (7) under 0   and with the help of elevation and 
slope angles determined before from accelerometers outputs. 
From (6) and (7) analytical expressions for azimuth angle 
estimation error can be obtained. Up to the first-order terms, 
the error caused by FOG additive errors takes the form: 

(1) sin cos
cos sin

sin
sin sin

          cos cos
sin

y
FOG

N
z

N

A
A A

A
A

            
         

         (8) 

The error caused by accelerometers additive errors in-
cluding misalignment between their SA and a device body is 
as follows (under zero slope angle): 

 

2
(1)

2

sin cos cos
tan sin cos

sin

          tan sin sin sin cos cos

cos cos 1
         tan cos

sin sin cos

x
accel

y

z

gA A
A A

g
g

A A A
g

gA
A

g

    
          


         

   
          

 

(9) 

From (2), (6) and (8), the expression for the azimuth an-
gle estimation error as a function of misalignments between 
FOG SA and a device body can be obtained. 

It is obvious that the method does not work under eleva-

tion angles close to zero. It is clear as well, that if 
2


 , 

the method also does not work since the azimuth angle be-
comes indeterminable in this case. 

IV. USE OF A VIRTUAL FOG 

The value of the third projection of the earth rotation rate 
can be unambiguously obtained from the vector magnitude 
and two measured projections as follows: 

2 2 2ˆ ˆ ˆ
x y z                                  (10) 

The sign of the third projection is the same as the sign of 
the expression cos cos sinN HA    including the es-
timated azimuth angle. The sign of the third projection (as 
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well as the projection itself) can be obtained from the scalar 
product of the vectors of gravity and earth rotation rate: 

ˆ ˆˆ ˆ
ˆ

ˆ
H y y z z

x
x

g g g

g

    
                       (11) 

Provided that cos 0A   or 
2


   , the sign of the 

third projection is necessarily positive. 

If there are all three projections of angular rate and specif-
ic force, the direction cosine matrix between GCF and BCF 

ˆ
BCF GCFM   can be obtained with the help of the TRIAD 

method [2]. Then using its components 11 13,m m  (expres-
sion 1), the azimuth angle can be uniquely determined by 

 
 

y

2

ˆ ˆˆ ˆ ˆ
ˆ arctg

ˆ ˆˆ ˆ ˆ ,

z z y

x x

g g g
A

g g g

    


    
  , where              (12) 

2 2 2ˆ ˆ ˆ ˆx y zg g g g   ,  ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ, x x y y z zg g g g       
 

 

(13) 

Obtain errors of the method by varying expression (12). 
The error induced by FOG errors has more complicated form 
than the error of the first method 

 

 

(2) tan sin cos cos sin sin cos sin

cos cos tan sin
tan sin sin cos sin cos cos cos

          
cos cos tan sin

y
FOG

N

z

N

A A
A

A
A A

A

           
   

      
             

 
      

(14) 

The error caused by accelerometers errors has simpler 
form and is equal to the error of physical gyrocompassing 
[2]. Under  = 0, it can be written as: 

(2) tan sin cos tan sin sin

sin
         tan cos

cos

yx
accel

z

gg
A A A

g g
g

A
g


           

      

 

(15) 
The expression for the azimuth estimation error as a func-

tion of misalignment between FOF sensitive axes and the 
body frame can be obtained from expressions (2), (6), (14). 

This method also does not work if 
2


 . The second 

singularity point (surface) for this method is determined by 
the expression cos cos tan sin 0A        meaning that 
the axis OX is parallel to the equatorial plane. 

V. ERROR ANALYSIS 

Verification of the algorithms and theoretical estimation 
of azimuth determination errors were implemented with the 
help of mathematical simulation using two approaches: the 
method of weight functions and the method of statistical 
simulation. 

In the method of weight functions, error sources consid-
ered as random variables are assumed to be uncorrelated and 
contribution of each source to azimuth estimation error is 
calculated separately. Total variance is determined as a sum 

of component variances. This method allows verifying the 
results of calculation with the help of analytical expressions. 
The errors calculated by the simulating program coincide 
with the numerical values of the errors calculated by means 
of analytical expressions with the accuracy of three signifi-
cant decimal digits. 

When using the device, accelerometers will have in-run 
ellipsoidal calibration [3], which is why their errors were set 
at the following level (3): biases 510–3 m/s2, scale factor 
errors 510–2%, and misalignments 1. FOG biases were set 
according to Datasheet 0.06/h, misalignments between ac-
celerometers SA and body axes 0.5, and misalignments be-
tween FOG SA and body axes 1. Azimuth estimation errors 
for both methods are shown as function of azimuth angle in 
Fig. 1, as function of elevation angle in Fig. 2. 

As it can be seen from Fig. 1, the errors of the second 
method are somewhat less than those of the first method. If 

 90 ;270A   , it is the first method that has an advantage 

of accuracy. Figure 2 shows that if 0 , the first method 
stops working whereas the errors of the second method do 
not increase. 

 
Fig. 1.  Azimuth estimation errors as functions of the azimuth angle under 
 = 56.8,  = 45,  = 0 

 
Fig. 2.  Azimuth estimation errors as functions of the elevation angle 
under  = 56.8, А = 45,  = 0 

To estimate errors, the method of statistical simulation 
was used as well. Latitude and attitude angles were simulated 
as uniformly distributed random variables, instrumental er-
rors as normally distributed random variables with zero 
mathematical expectations. Several series of runs with 
15 000 in each one were carried out. Numerical characteris-
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tics (3) of azimuth determination errors induced by FOG 
biases with the level (3) of 0.6/h were estimated. Corre-
sponding series of runs were intended 1) for assigned ranges 
of attitude angles, 2) for all elevation angles (except for close 
to zero), 3) for singularity points of the first method (eleva-
tion angles close to zero), 4) for singularity points of the sec-
ond method  ( cos cos sin 0x N HA          ). The 
results of estimation are shown in Table I. 

TABLE I 

Azimuth determination errors estimated 
with the help of statistical simulation (3),  

Series of 
runs No 

Simulated intervals 
First 

 method 
Second 
 method 

1 
 : 10 ,80   ;  : 3 ,355A   ; 

 : 45 ,80   ;  : 5 , 5      
0.52 0.53 

2 
 : 0 ,80   ;  : 0 ,90A   ; 

 : 0 ,87   ; 0    
9.31 0.96 

3 
 : 0 ,70   ;  : 0 ,90A   ; 

 : 0 ,3   ; 0    
47.5 2.17 

4 
cos cos sin 0N HA       

,  : 0 ,70   , 0    
0.365 0.358 

 

As it can be seen from Table I, the methods are close in 
accuracy under the assigned range of elevation angle. When 
expanding the range of elevation angle, it is the second 
method that has the advantage of accuracy. It is interesting 
that both methods have the same accuracy for singularity 
points of the second method. 

Experimental estimation of azimuth determination errors 
was carried out using the equipment of JSC “Scientific and 
Production Association of Electromechanics” (Miass). Misa-
lignments between device axes and the reference azimuth 
direction were about several arc min. Before experiments, 

the device was calibrated, which is worth dedicating a spe-
cial paper. The results of error estimation are shown in Table 
II. As it can be seen from the Table, the second method is 
more accurate according to testing results. 

TABLE II 

Azimuth determination errors estimated in testing,  
Reference 
azimuth 

Before calibration After calibration 
1 method 2 method 1 method 2 method 

140 –6.7 –5.3 –1.17 –0.48 
230 –2.6 –1.9 1.86 0.84 
320 3.1 2.2 1.58 0.20 

VI. CONCLUSION 

The results of the conducted study have confirmed a pos-
sibility of gyrocompassing with the help of an SIMU includ-
ing a triad of accelerometers and two ARS. The methods 
considered in the paper are close in accuracy but have their 
own singularity points, which is to be taken into considera-
tion when choosing a method. By and large, these methods 
can be used simultaneously to control device operation and 
improve azimuth estimation accuracy. 
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Abstract—Fiber optic inertial measurement units (IMU) 
primarily utilize high-precision fiber optic gyroscopes. 
However, the fiber optic gyroscopes power supply can 
introduce switching frequency noise through the data 
processing circuit power supply, which is then amplified by the 
long-distance transmission cable within the inertia group. This 
noise, present in the P-Intrinsic-N Field Effect Transistor 
（PIN-FET）of the fiber optic gyroscopes data processing 
circuit, manifests as random voltage spikes on the component 
side. Consequently, when using analog to digital (AD) sampling 
to solve the rotation phase in fiber optic gyroscopes, random 
phases are introduced, leading to a reduction in bias-stability. 
To address this issue, we analyzed the power supply channel in 
the inertial group, considering the signal path and 
characteristics. By utilizing actual measured power supply 
switching frequency noise data, we established a mathematical 
model to evaluate the impact of this noise on the gyroscopes 
bias. Through simulation analysis, we discovered that when 
subjected to a power switching frequency amplitude of 
120mVp-p, the bias-stability of the fiber optic gyroscope 
decreased from 0.0012°/h (100s, 1δ) to 0.0026°/h (100s, 1δ). 
Further analysis revealed that for optimal performance of a 
high-precision fiber optic gyroscope, the power supply 
switching frequency should not exceed 70mVp-p. To meet the 
specified requirements, we implemented a filter to regulate the 
power input of the fiber optic gyroscope. As a result of this 
filtering process, the amplitude of the fiber optic gyroscope's 
response to the power switching frequency does not exceed 
60mVp-p. During the gyroscopes bias-stability test conducted 
under these conditions, it was observed that the bias-stability 
of the fiber optic gyroscopes increased by more than 20%. This 
indicates that the implemented filter is an effective measure in 
reducing power switching frequency interference. To ensure 
optimal performance, it is recommended that the power supply 
switching frequency should not exceed 70mVp-p. 

Keywords—High-precision fiber optic gyroscope, Power 
switching frequency noise, filter, Bias-stability 

I. INTRODUCTION  

As a new all-solid-state gyroscope, fiber optic gyroscope 
has broad application prospects in many military fields such 
as inertial guidance, satellite positioning, and inertial 
navigation self-alignment due to its advantages of high 
reliability, fast startup, lightweight, and low cost[1]. At 
present, domestic high-precision fiber optic gyroscopes are 
generally on the order of 0.001°/h. As high-precision fiber 
optic gyroscopes develop towards higher precision and are 
gradually used in large quantities in inertial groups, high-
precision fiber optic gyroscopes have increasingly higher 
power requirements. Performance has become one of the 
main factors affecting the engineering application of high-
precision fiber optic gyroscopes. 

Research on fiber optic gyroscope power supply systems at 
home and abroad mainly focuses on the suppression of power 
supply noise and the distributed power supply of the system. A 
dedicated power filter network was developed for the noisy 
fiber optic gyroscope power supply system. At the same time, 
the crosstalk between the gyroscopes modulation and 
demodulation systems was reduced through the distributed 
power supply design of the gyroscopes system [2]; for medium 
and low precision fiber optic gyroscopes, Research The 
influence of the duty cycle changing characteristics of the 
switching power supply on the accuracy of the load gyroscopes 
when the switching power supply is working [3] is focused on 
the causes of the spike noise of the switching power supply and 
the mechanism of its impact on the performance of the fiber 
optic gyroscope. On this basis, it is proposed that slew rate 
control is an applicable Low-noise power supply for fiber optic 
gyroscope system power supply [4]. However, the above 
studies did not provide a clear solution to the mechanism and 
measures for increasing the bias error of fiber optic gyroscope 
due to the switching frequency characteristics of the switching 
power supply and the crosstalk introduced by the power supply 
transmission cable. 

To ensure the zero-bias performance of high-precision 
fiber optic gyroscopes, the power supply for fiber optic 
gyroscopes is required to be miniaturized, have a large input 
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voltage range, low noise, low ripple, and stable performance.  
At present, domestic switching power supplies have zero 
requirements for high-precision fiber optic gyroscopes.  The 
biased influence needs to be further improved.  This paper 
combines the high-precision fiber optic gyroscopes power 
supply path and its signal characteristics to analyze the 
impact mechanism of switching power supply noise on the 
fiber optic gyroscopes signal acquisition circuit, and on this 
basis, uses a designed filter to complete the fiber optic 
gyroscopes switching power supply filtering process.  A 
certain type of three-self strap-down inertial unit is used to 
build a test platform to verify the zero-bias performance of 
the fiber optic gyroscope before and after filtering the 
switching power supply. 

II. HIGH-PRECISION FIBER OPTIC GYROSCOPE POWER 

SUPPLY PATH AND ITS SIGNAL CHARACTERISTICS 

The power supply channel for high-precision fiber optic 
gyroscopes and its signal characteristics are crucial for their 
performance in inertial units. Typically, the power supply 
channel for fiber optic gyroscopes involves a DC 26~30V input, 
which is then converted to a DC ±5V output using a DC/DC 
power module. This ±5V power is then distributed through the 
inertial unit to power various components such as the 
photoelectric conversion P-Intrinsic-N Field Effect 
Transistor(PIN-FET)components, preamplifier, AD sampling 
circuit, FPGA circuit, DA output circuit, and Amplified 
Spontaneous Emission(ASE) light source. Due to space 
constraints within the inertial unit, the power cable may 
intersect with the rotating motor and other power supply cables, 
potentially causing electromagnetic coupling. The quality of the 
power supply at the entrance of the fiber optic gyroscope is 
critical as it directly impacts the stability of the aforementioned 
devices. The power supply path structure of the fiber optic 
gyroscope in the inertia group is illustrated in Fig. 1. 

 
Fig. 1.  Schematic diagram of the fiber optic gyroscope power supply path 
structure. 

The fiber optic gyroscope power supply path is outlined 
in the schematic diagram, with the analog part of the circuit 
featuring analog-to-digital conversion (AD), digital-to-
analog conversion (DA), amplifier circuits, and ASE light 
source drive circuits. The digital section consists of the 
FPGA digital signal processing unit and communication 
module. The switching power supply provides power to all 
components of the system, but power supply noise and cable 
noise can introduce interference in the circuit module. In a 
digital closed-loop fiber optic gyroscope system, noise in the 
sampling signal channel can impact gyroscopes output zero-
bias performance and stability. 

III. POWER SWITCHING FREQUENCY INTERFERENCE 

MODEL 

A. Power supply noise sources  

Power supply noise in fiber optic gyroscope circuit 
typically originates from switching power supplies, which can 
manifest as power supply switching frequency noise and peak 
burr noise due to the switching frequency. Fig. 2 displays 
typical noise test outcomes resulting from the measured 
switching frequency at the PIN-FET terminal. The noise 
generated by the switching frequency of the power supply 
being tested is 100mVp-p, with a switching rate of 352 kHz. 

  
Fig. 2.  Typical switching power supply noise test results at the 
gyroscopes PIN-FET  

The measurement results in Fig. 2 show that the test 
power supply switching frequency noise of PIN-FET is 
approximately 200mVp-p. This noise is amplified nearly 2 
times through the inertia power supply cable when compared 
to the power supply switching frequency. 

B. Mathematical model of power supply switching 
frequency interference. 

The output signal of the fiber optic gyroscopes detector is 
a square wave signal, while the interference from the 
switching frequency of the fiber optic gyroscopes power 
supply can be considered a sinusoidal signal. By applying the 
demodulation principle of the fiber optic gyroscope, formula 
(1) can be derived. 

 2 0 1 1 0 2

2 1 0 1 0 2

( ) ( sin( )) ( sin( ))

( ) (sin( )) sin( ))

t V f t V f t

V V f t f t

    
   

 (1) 

Where the first term, 1V and 2V , are the two levels of the 
square wave signal respectively, and the second term is the 
zero-bias of the fiber optic gyroscope caused by the power 
supply switching frequency noise. 

To further examine the impact of power supply switching 
frequency noise on the bias of fiber optic gyroscope, let 

( ) ( ) ( )s Ft t t      and conduct a Fourier transform 

on the detector signal free from power supply interference. 
This will be as in (2): 

  
+1

0
0

=1

4 sin( (t)) (-1)
( ) = cos (2 -1)

2 -1

n

n

V
U t n f t

n




∞   (2) 

The switching frequency interference signal introduced 
by the power supply, as in: 

 0 ( ) ( )p wn n t n t   (3) 
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Where: 0 ( )n t is the white noise, and ( )wn t  is the noise 

of the switching power supply.  

The fiber optic gyroscope demodulation process, as in: 
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Where: 
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In (4): the first term is the actual demodulation output 

value of the fiber optic gyroscope. Since 0 ( )n t  is white 

noise, the second term is a small quantity. The third term is 
the fiber optic gyroscope output error caused by the power 
supply switching frequency noise switching frequency noise, 
which is set to eR . Its essence is that the interference of the 
detector signal caused by the power supply switching 
frequency is multiplied by the demodulation signal, and it is 
expanded, that is: 
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IV. EFFECT OF POWER SUPPLY SWITCHING FREQUENCY 

ON GYROSCOPES BIAS PERFORMANCE 

A. Simulation of the influence of power supply switching 
frequency on gyroscopes bias-stability. 

 Simulation analysis based on power supply switching 
frequency interference model. The power supply switching 
frequency is 352KHz, while the fiber optic gyroscopes 
modulation frequency is 68KHz. The fiber optic gyroscopes 
is not affected by the power supply switching frequency 
(amplitude: 120mVp-p), but it is interfered with by the 
switching frequency. The comparison results of the output 
are illustrated in Fig 3. 

The noise band of the zero bias of the gyroscopes output 
widens noticeably when the gyroscopes data is affected by 
the power switching frequency, as shown in Figure 3. 
According to the simulation results, the gyroscopes bias-
stability (100s smoothing) is 0.0012°/h when not interfered 

with by the power switching frequency. However, this 
stability decreases to 0.0026°/h when the power switching 
frequency interference is present, causing the gyroscopes 
bias-stability to more than double. 

 
Fig. 3.  Simulation of switching power supply noise interfering with 
gyroscopes data 

B. Analysis of the mechanism of the influence of power 
supply switching frequency on gyroscopes bias-stability. 

 According to the high-precision fiber optic gyroscope 
power supply path and its signal characteristics, the fiber 
optic gyroscope is extremely susceptible to interference from 
the switching frequency of the inertial group&#39;s power 
supply to the gyroscopes when used in fiber optic inertial 
measurement unit, resulting in each gyroscopes signal 
acquisition input terminal (PIN-FET) The signal 
superposition during the transit time interferes with the trip 
point. A certain type of gyroscope is affected by power 
supply noise in the inertial group.  

The power supply switching frequency has a significant 
impact on the input PIN-FET signal of the gyroscopes 
closed-loop demodulation, amplifying the amplitude of the 
sampled original signal level by 2 to 3 times, and the above 
influence shows random distribution.  After the above errors 
are solved by gyroscopes sampling, they will bring random 
phase errors, which will eventually lead to the deterioration 
of the bias- stability of the fiber optic gyroscope.  

Through simulation analysis, it can be seen that the 
power switching frequency has a significant impact on the 
bias-stability of the gyroscope.  To give full play to the 
accuracy of the high-precision fiber optic gyroscope, the 
power switching frequency of the high-precision fiber optic 
gyroscope signal input end (PIN-FET end) needs to be 
controlled within 70mVp-p. To achieve the index 
requirements without changing the high-precision fiber optic 
gyroscope circuit and optical path structure, it is necessary to 
add appropriate filter suppression to the fiber optic 
gyroscope power input end. 
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V. POWER FILTER DESIGN 

A. Power filter principle 

The noise generated by the switching power supply can 
be amplified as it travels through the power lines of different 
electrical devices. This noise interference can be categorized 
into common mode interference and differential mode 
interference. Common mode interference refers to an 
unwanted potential difference between any current-carrying 
conductor and a reference ground, while differential mode 
interference is an unwanted potential difference between any 
two current-carrying conductors. In applications where the 
power line supplying power to the gyroscope in an inertial 
unit is long, exceeding 1m, such as in a three-axis strap-
down inertial unit, the noise from the switching power 
supply can disrupt the coupling of the motor and its control 
frequency through the lengthy cable. The interference path of 
the fiber optic gyroscope is illustrated in Figure 4, based on 
the classification and route of interference. 

DMCMI I

CM DM
I I

CM
I

CM
I

DM
I

 
Fig. 4.   Common mode (CM) noise and differential mode (DM) noise. 

Simulation results indicate that switching power supply 
noise can impact the bias-stability of fiber optic gyroscopes, 
as well as the coupling of power cables with multiple 
external noise sources. To address this issue, a filter is 
incorporated into the power input of the fiber optic 
gyroscope to eliminate external interference frequencies such 
as the power switching frequency and the power cable 
coupling motor control frequency. The insertion loss curve of 
the designed filter shows an attenuation of -25dB to -30dB 
for the 352kHz frequency and its high-frequency harmonics, 
effectively suppressing interference from the power 
switching frequency and power cable coupled motor control 
frequency. 

B. Filter verification. 

A high-precision fiber optic gyroscope was utilized to 
construct a test platform for evaluating the filtering efficacy 
of the designed filter. The outcomes are detailed in Table 1, 
while the test findings regarding the switching power supply 
noise from the PIN-FET terminal are illustrated in Figure 5. 

Fig.5 demonstrates that the interference at the PIN-FET 
end of the fiber optic gyroscope decreased from 100mVp-p 
in Fig.2 to 60mVp-p after filtering the high-precision power 
supply inlet signal. Subsequently, the bias- stability of the 
fiber optic gyroscope was evaluated, with the test outcomes 
outlined in Table 1. 

Table 1 illustrates that incorporating a filter gyroscopes at 
the output end of the power module has enhanced bias-
stability, particularly evident in the significant improvements 
in the 10s and 100s data. 

 

TABLE I.  COMPARISON OF BIAS-STABILITY TEST RESULTS  
OF A CERTAIN TYPE OF FIBER OPTIC GYROSCOPE POWER SUPPLY WITH AND 

WITHOUT FILTER 

Fiber optic gyroscope 
status 

Bias-stability(°/h，1δ） 

0.1s 1s 10s 100s 

X-Axis 
Unfiltered 0.052 0.014 0.0052 0.0030 

Filter 0.050 0.014 0.0045 0.0018 

Y-Axis 
Unfiltered 0.378 0.052 0.0073 0.0019 

Filter 0.328 0.048 0.0048 0.0016 

Z-Axis 
Unfiltered 0.315 0.041 0.0068 0.0024 

Filter 0.262 0.037 0.0051 0.0020 
 

 
Fig. 5.  Test results of power supply interference at the PIN-FET end of 
the gyroscope after filtering 

VI. CONCLUSION 

This study delves into the impact of switching frequency 
noise from the switching power supply on high-precision 
fiber optic gyroscopes systems. By analyzing the signal 
characteristics of the fiber optic gyroscopes power supply 
channel and the propagation path of this noise, a 
mathematical model is established to simulate its effect on 
the zero-bias performance of the gyroscopes. The findings 
reveal that interference from the external 100mVp-p power 
supply significantly reduces the bias-stability of the fiber 
optic gyroscope. Implementing a filter to mitigate this 
interference results in a substantial improvement in the bias-
stability of the gyroscope by over 20%. 
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Abstract—We use the skeleton with special surface 
treatment and three kinds of adhesives (A, B and C) with 
different parameters to make fiber coils. By measuring fiber 
coil loss, fiber coil polarization crosstalk and input axis 
misalignment angle of FOGs, it is determined that C adhesive 
can effectively reduce the input axis misalignment angle error. 
Furthermore, according to the stress analysis curve of fiber 
coils with C adhesive and different coiling tensile forces (6.5g, 
8.5g and 10.5g), the internal stress of fiber coil with the coiling 
tensile force of 8.5g is minimum. In the actual production 
process, the qualification rate of the input axis misalignment 
angle of FOGs has increased from 53.2% to 92.8%, which 
improves by 39.6%. 

Keywords—fiber optic gyroscope, fiber coil, error 
suppression, adhesive, input axis misalignment angle 

I. INTRODUCTION 

The fiber optic gyroscope (FOG) is a kind of all solid-
state inertial instrument, which is different from traditional 
mechanical inertial instrument. It has the characteristics of 
simple structure, low cost, small volume, and light weight, 
and is widely used in the fields of aerospace, aviation and 
weapon systems [1]. The FOG inertial navigation system has 
high requirements for the change input axis misalignment 
angle caused by the temperature, which is also one of the 
important factors affecting the performance of the FOG 
inertial navigation system. The error of input axis 
misalignment angle will cause zero drift error and scale 
factor error, which will affect the FOGs precision [2].  

Fiber coils with skeleton are mainly composed of quartz 
(fiber core and cladding), polymer materials (fiber coating 

and adhesive), and the skeleton. The general preparation 
process is using the quadrupole symmetrical winding method 
to wind the optical fiber on the skeleton, brushing adhesive 
while winding or winding the optical fiber after passing 
through the adhesive groove, and then curing and shaping. 
The FOG is composed of fiber coils with skeleton, circuit 
boards, and structural components, etc. This article mainly 
focuses on the research of the method to suppress input axis 
misalignment angle error of FOGs with the skeleton. 

II. MECHANISM OF INPUT AXIS MISALIGNMENT ANGLE FOR 

FOGS 

The equivalent plane normal of the fiber coil composed of 
multiple-turn fibers is the input axis (IA) of the fiber optic 
gyroscope. The gyroscope output is maximized when the input 
axis is parallel to the carrier's rotational angular velocity 
direction. Ideally, the gyroscope input axis should be parallel to 
the normal of the installation surface, namely the input 
reference axis (IRA). However, the sensing unit fiber coil of the 
FOG is composed of multiple-turn coils, and its input axis is 
the result of the vector sum of the plane of each turn of the 
optical fiber coil. Due to inherent issues of quadrupole 
symmetrical winding method and manufacturing process 
defects, IA generally does not coincide with IRA. The angle 
between IA and IRA is usually defined as the input axis 
misalignment angle γ[3-4],which is shown in Fig. 1. 

The main reasons for the misalignment angle error of 
FOGs used the fiber coil with skeleton include errors of the 
gyroscope structure, errors of the fiber coil with skeleton, 
and installation errors of the fiber coil with skeleton [5], etc. 
The misalignment angle error can be divided into constant 
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error and temperature sensitive error. The constant error is 
mainly caused by factors such as the accuracy of the 
gyroscope platform structure, the flatness of the gyroscope 
installation surface, and installation errors of the fiber coil 
with skeleton. And it does not change as the environment 
changes. The temperature sensitive error refers to the 
variation of the misalignment angle of the FOG as the 
temperature changes, and the main factor causing 
temperature sensitive errors is the error of the fiber coil with 
skeleton. In this paper, by surface treatment on the skeleton, 
choosing the appropriate adhesive of fiber coil and choosing 
the appropriate coiling tensile force, the error of the fiber coil 
with skeleton is suppressed. Moreover, it will reduce input 
axis misalignment angle error of FOGs. 

 
Fig. 1.  Schematic diagram of input axis misalignment angle 

III. SPECIAL SURFACE TREATMENT ON THE SKELETON 

Three kinds of adhesives (A, B and C) are chosen to 
make fiber coils. After high-temperature aging and 
temperature cycling, the volume of adhesives shrinks to a 
certain extent. The volume shrinkage rates are 1.28% for A 
adhesive, 1.07% for B adhesive, and 0.85% for C adhesive. 
This is because the cured adhesive undergoes physical aging 
during temperature cycling, with a very small amount of 
solvent and small molecules volatilizing from the adhesive, 
and the molecular chain segments gradually occupying the 
free voids left by the evaporation of solvents and small 
molecules through thermal motion. This results in a 
reduction in the free volume of the adhesive and a slowing 
down of molecular chain segment movement. After a certain 
temperature cycling, the group reactions or filling of free 
voids end, and the entire cured adhesive enters a relatively 
stable state where the volume no longer changes. To solve 
the issues of volume shrinkage of adhesives and uneven 
brushing adhesives during winding, and to reduce the input 
axis misalignment angle error of FOGs, we adopt special 
surface treatment on the skeleton. 

There are two special surface treatment process 
sequences between sulfuric acid anodizing and sandblasting 
for the skeleton (2A12 aluminum alloy). One method is 
sandblast followed by anodizing, while the other method is 
to anodize followed by sandblasting. Both sandblasting and 
sulfuric acid anodizing have an impact on the surface 
roughness of the skeleton. What's more, they can increase the 
surface roughness, which will be beneficial for adhesive 
bonding. In the adhesive strength tests for these two 
processes, the skeleton treated with anodizing before 
sandblasting exhibits higher adhesive strength compared to 
the skeleton treated with sandblasting before anodizing. This 
is because sulfuric acid anodization is a chemical method for 
treating metal surfaces. If sandblasting is conducted before 

anodizing, it will destroy the chemical groups on the metal 
surface polished by sandblasting, hindering the chemical 
reaction or chemical bonding between the metal surface and 
the adhesive. Therefore, anodizing before sandblasting is 
conducive to increasing the adhesive strength between the 
adhesive and the metal. 

We choose five skeletons that have undergone 
anodization followed by sandblasting, and clean the 
skeletons with organic solvents and then dry them to ensure 
the cleanliness of the skeleton surface. The cross-sectional 
diagram and physical image of the skeleton are shown in 
Figure 2. Use a coordinate measuring machine to measure 
the flatness and perpendicularity of the skeleton. The test 
data in Table I shows that the flatness of the installation 
surface, the flatness of the parallel surface, and the 
perpendicularity between the bottom and side surfaces of the 
skeleton, which meet the design requirements. And the 
surface treatment of the skeleton does not affect the flatness 
and perpendicularity. 

 
a)                                           b) 

Fig. 2.  The skeleton: a) cross-sectional diagram, b) physical image  

TABLE I.  SKELETON FLATNESS AND PERPENDICULARITY 

Skeleton 
number, # 

Installation surface 
flatness(A-side), 

mm 

Parallel  
surface 
flatness, 

mm 

Perpendicularity 
of bottom and 

side surfaces, mm 

1 0.0046 0.0032 0.0033 
2 0.0049 0.0048 0.0039 
3 0.0041 0.004 0.0048 
4 0.0044 0.0037 0.0038 
5 0.0049 0.0046 0.0047 

Applying anodizing followed by sandblasting to the 
surface of the skeleton can effectively enhance the bonding 
strength between the fiber coil and the skeleton, which resists 
the shrinkage of the fiber coil. So, it can avoid to exist weak 
gaps between the fiber coil and the skeleton and reduce 
misalignment angle error. 

IV. EXPERIMENT 

A. Impact of different adhesives on the misalignment angle of 
FOGs  

Three kinds of adhesives (A, B and C) with different 
parameters have been chosen, which are viscosity, glass 
transition temperature, curing shrinkage rate, thermal expansion 
coefficient, elastic modulus. They are shown in Table II. 

The viscosity of the three adhesives is between 3500 
mPa•s and 5000 mPa•s, which is suitable for use as 
adhesives of fiber coils. The glass transition temperature 
should avoid the temperature range of -40°C to 60°C in the 
FOG. The thermal expansion coefficients of three adhesives 
are close, which means that different adhesives have similar 
effects on the fiber coils. The curing shrinkage rate and 
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elastic modulus of A adhesive and C adhesive are smaller 
than those of B adhesive.The stresses generated during the 
curing of adhesive include shrinkage stress and adhesive 
stress, where the shrinkage stress mainly depends on the 
volume shrinkage of adhesives, and adhesive stress mainly 
depends on the elastic modulus of adhesives[6]. Choosing 
the adhesive,which has a smaller elastic modulus and curing 
shrinkage rate, as well as a suitable thermal expansion 
coefficient, can reduce the force between the fiber coil and 
the skeleton. Therefore, it will reduce the deformation of the 
fiber coil and effectively suppress the input axis 
misalignment angle error of FOGs. 

TABLE II.  PARAMETERS OF DIFFERENT KINDS OF ADHESIVES 

Parameters A adhesive B adhesive C adhesive 

Viscosity,  
(mPa·s, 25℃) 

3502 4556 3721 

Glass transition 
temperature, ℃ 

-50 -54 -63.5 

Curing shrinkage 
rate, % 

1.22 1.58 0.93 

Thermal expansion 
coefficient, (10-6/K, 

25℃) 
226 223 248 

Elastic modulus, 
(MPa, 25℃) 

1.78 2.1 1 

 

Use three kinds of adhesives (A, B, and C) to make the 
fiber coils (under the same conditions: the coiling tensile 
force of 6.5g), which contain 12 coils of each adhesive and 
totally 36 coil samples. According to the data in Fig. 3, the 
average loss of the three kinds of coils is between 0.16 dB 
and 0.18 dB at room temperature, and there is no obvious 
difference. By measuring fiber coil polarization crosstalk 
across the full temperature range from -45°C to 75°C, it is 
determined that fiber coils with A and C adhesives have the 
same performance (the average of the maximum polarization 
crosstalk is about -19.55dB). However, the performance of 
the fiber coil with B adhesive is slightly inferior (the average 
of the maximum polarization crosstalk is about -16.46dB), as 
shown in Fig. 3. The possible reason may be that the curing 
shrinkage rate and elastic modulus of A and C adhesives are 
smaller than those of B adhesive. During the temperature 
change process, the stress on the optical fiber is smaller, 
resulting in smaller the maximum polarization crosstalk of 
fiber coils across the full temperature range. 
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a)                                                b) 

Fig. 3.  Fiber coils with different adhesives: a) the loss, b) the maximum 
polarization crosstalk 

The input axis misalignment angle of the gyroscope with 
different adhesives is shown in Table III. And the 
specification requirement for the input axis misalignment 
angle of this type gyro is less than 5′. Before temperature 
cycling, the qualification rate of the input axis misalignment 
angle of FOGs is 58.3% with A adhesive; 75% with B 

adhesive; and 91.6% with C adhesive. After temperature 
cycling, the qualification rate of the misalignment angle of 
FOGs with each adhesive has not changed. And the absolute 
value of the maximum variation of misalignment angle for 
FOGs is 0.93′ with A adhesive; 1.11′ with B adhesive; and 
0.78′ with C adhesive.  

TABLE III.  THE INPUT AXIS MISALIGNMENT ANGLE OF THE 
GYROSCOPE WITH DIFFERENT ADHESIVES 

Different 
adhesives 

Input axis misalignment 
angle(′)

Variation for 
misalignment angle (′) Before 

temperature 
cycling 

After 
temperature 

cycling 

A 
adhesive 

3.912 3.257 -0.655 
0.890 1.432 0.542 
3.480 4.411 0.931 
-0.384 0.484 0.868 
-8.185 -8.441 -0.256 

-11.283 -10.887 0.396 
9.114 9.687 0.573 
3.880 4.524 0.644 
0.198 -0.128 -0.326 
-5.178 -5.633 -0.455 
-2.984 -2.323 0.661 
7.866 8.264 0.398 

B 
adhesive 

-10.079 -9.337 0.742 
-3.592 -3.806 -0.214 
-2.973 -4.080 -1.107 
-2.287 -2.556 -0.269 
-0.401 -1.138 -0.737 
4.225 4.989 0.764 
6.125 6.792 0.667 
2.450 2.004 -0.446 
-1.220 -0.697 0.523 
3.412 2.899 -0.513 
8.784 8.028 -0.756 
-2.010 -1.355 0.655 

C 
adhesive 

2.655 2.069 -0.586 
-3.179 -2.445 0.734 
1.811 1.339 -0.472 
-0.832 -0.486 0.346 
1.733 2.284 0.551 
9.126 8.636 -0.490 
-0.216 -0.856 -0.640 
-2.411 -1.630 0.781 
4.416 4.826 0.410 
0.594 0.682 0.088 
1.75 1.254 -0.496 
1.251 0.884 -0.367 

B. Impact of different coiling tensile forces on misalignment 
angle of FOGs 

Use C adhesive to make the fiber coils with different 
coiling tensile forces (6.5g, 8.5g and 10.5g). By measuring 
fiber coil loss and polarization crosstalk, it is determined that 
fiber coils with coiling tensile forces of 6.5g and 8.5g have 
the same performance (the average loss of fiber coils with 
6.5g tension is 0.16 dB, and the average of the maximum 
polarization crosstalk over the full temperature range is -
19.68 dB; the average loss of fiber coils with 8.5g tension is 
0.19 dB, and the average of the maximum polarization 
crosstalk over the full temperature range is -20 dB). 
However, the performance of the fiber coil with the coiling 
tensile force of 10.5g is slightly inferior (the average loss of 
fiber coils with 10.5g tension is 0.35 dB, and the average of 
the maximum polarization crosstalk over the full temperature 
range is -17.43 dB), as shown in Figure 4. 
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Fig. 4.  Fiber coils with different coiling tensile forces: a) the loss, b) the 
maximum polarization crosstalk 

Before temperature cycling, the average misalignment 
angle of FOGs with the coiling tensile force of 8.5g is 
smallest among them, which is 1.02′ (the average 
misalignment angle of FOGs with the coiling tensile force of 
6.5g is 1.90′, the average misalignment angle of FOGs with 
the coiling tensile force of 10.5g is 3.11′), as shown in Figure 
5. According to the stress analysis curve of fiber coils with 
skeleton, the internal stress of fiber coil with the coiling 
tensile force of 8.5g is minimum, as shown in Figure 6. 
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Fig. 5.  The misalignment angle of FOGs with different coiling tensile 
forces 
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Fig. 6.  Stress analysis curve of fiber coils with different coiling tensile 
forces at different temperature 

After temperature cycling and random vibration, there is 
no abnormality in misalignment angle of FOGs with the 
coiling tensile force of 8.5g. Finally, the reliability of this 
state has been fully proved. 

V. CONCLUSION 

In conclusion, by special sandblasting treatment on the 
skeleton, choosing the C adhesive of fiber coils and choosing 
the coiling tensile force of 8.5g, the input axis misalignment 
angle error of FOGs is effectively suppressed. Moreover, the 
qualification rate of the input axis misalignment angle of 
FOGs has increased from 53.2% to 92.8%, which improves 
by 39.6%. 
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Abstract—Firstly, the mathematical model of scale factor of 
the fiber optic gyroscope (FOG) is studied in this paper, and 
the main cause of scale factor changes in variable temperature 
environment is identified as variations in the length and 
diameter of fiber coil. To solve this problem, a method based 
on finite element simulation analysis is proposed to calculate 
the equivalent thermal expansion coefficient of fiber coil, and 
the finite element simulation analysis model for fiber coil is 
established on this basis. Then, the simulation analysis 
platform is established for the variation in scale factor of FOG 
caused by deformation of fiber coil in variable temperature 
environment. The influence of material properties of each 
component of the fiber coil encapsulation structure on the scale 
factor is quantitatively analyzed. The simulation results show 
that the deformation of fiber coil under variable temperature 
conditions can be effectively suppressed by reducing the 
thermal expansion coefficient of the winding adhesive and 
skeleton, as well as the elastic modulus of the winding adhesive. 
Thereby the stability of scale factor is improved. Finally, the 
material properties of the fiber coil encapsulation structure are 
optimized and experimentally verified in variable temperature 
(-40~+70) °C environment. The experimental results show that 
the stability of scale factor of the FOG is improved from 
54.6ppm to 23.2ppm, which is of great significance for further 
realizing the engineering of high precision FOG. 

Keywords—fiber optic gyroscope (FOG), scale factor, fiber 
coil,  finite element simulation,  optimal design 

I. INTRODUCTION 

With the continuous improvement of the level of FOG 
devices and related technologies, as well as the increasingly 

mature manufacturing process, FOG is constantly developing 
towards high precision. As the main performance indicator 
of FOG, scale factor is very sensitive to temperature 
disturbances. The stability of scale factor will decrease due 
to the change of ambient temperature, which is one of the 
main factors limiting the performance and application of 
high precision FOG at present, and is also the main 
shortcoming of FOG compared with laser gyroscope [1-3].  

At present, the stability of scale factor is improved by 
optimizing light source, temperature compensation for the 
scale factor and optimization of the software algorithm. W.S. 
Feng proposed a method to improve the temperature 
performance of the scale factor based on the wavelength 
control of light source[4]. H.Y. Chen analyzed the influence 
of the average wavelength of the wide spectrum light source 
on the scale factor, established the scale factor system model 
of the open-loop FOG and the closed-loop FOG, and verified 
the correctness of the system model[5]. Y.P. Zhang studied a 
scale factor temperature compensation scheme that combines 
software and hardware, which can reduce the temperature 
error of the scale factor[6]. Y.J. Wu analyzed the relationship 
between temperature and scale factor based on closed-loop 
FOG, established the corresponding formulas, and provided 
temperature coefficients for corresponding parameters[7]. 
Other studies have shown that by optimizing the software 
algorithm of FOG and using the second closed-loop control 
to compensate for the scale factor of FOG, the stability of the 
scale factor of FOG can also be effectively improved[8]. 

In this paper, the mathematical model of the scale factor 
of FOG is studied and analyzed, and the main reason of the 
scale factor change in the variable temperature environment This work was supported by Shaanxi Provincial Key Research and

Development Program (Grant No. 2024GX-YBXM-199). 
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is determined. The influence of material physical property 
parameters of each component of fiber coil encapsulation 
structure on the scale factor of fiber optic gyroscope is 
quantitatively analyzed, and a scheme to improve the 
stability of the scale factor of FOG is proposed and verified. 

II. THEORY 

The scale factor of FOG is the proportional factor 
between the digital output of the gyroscope and the input 
angular velocity, which can be expressed as: 

SF
m DA

2 LD 1
K

c K K




          (1) 

where 
L   length of fiber coil, 
D   diameter of fiber coil, 
λ   average wavelength of light source, 
C   speed of light in vacuum, 
Km   Y-waveguide modulation coefficient, 
KDA   D/A conversion and amplifier gain. 
 

It can be seen from equation (1) that the scale factor of 
FOG is related to the length and diameter of fiber coil, the 
average wavelength of light source, and the product of Y-
waveguide modulation coefficient and D/A conversion and 
amplifier gain. At present, the amplified spontaneous 
emission (ASE) light source is usually used in high precision 
FOG, and the average wavelength of ASE light source can 
be controlled by temperature control and constant current 
measures in full temperature environment. Moreover, the Y-
waveguide modulation coefficient, D/A conversion and 
amplifier gain are tracked and measured in real time by 
optimizing the gyro software algorithm, at the same time, the 
feedback channel proportion coefficient is adjusted to ensure 
that the feedback channel gain of the gyroscope remains 
unchanged in variable temperature environment. 

However, as the core component of FOG, fiber coil is 
composed of fiber and winding adhesive, which is fixed in 
the Skeleton by bonding adhesive. The temperature changes 
will cause the thermal expansion and cold contraction 
deformation of each component of fiber coil encapsulation 
structure, thereby changing the length and diameter of fiber 
coil. The variation in scale factor of FOG caused by the 
product of the length and diameter of fiber coil over the full 
temperature range is more than 1000ppm, which is the main 
factor affecting the stability of scale factor. Therefore, in 
order to improve the stability of the scale factor of FOG, it is 
necessary to effectively suppress the product variation of the 
length and diameter of fiber coil. 

III. FINITE ELEMENT SIMULATION MODEL OF FIBER COIL 

A. 3D Model of Fiber Coil  

The fiber coil used in high precision FOG is skeleton free 
fiber coil. It’s a hollow cylindrical structure with rectangular 
cross section is shown in Fig. 1. 

The fiber consists of a cladding layer and a coating layer. 
The diameter of fiber cladding is d1, the diameter of fiber 
coating is d2, and the equivalent fiber diameter after coating 
with winding adhesive is d. The rectangular cross section of 
the fiber coil wound with 8-pole symmetrical method is 
shown in Fig. 2. 

Fig. 1. 3D model of fiber coil 

 
Fig. 2. Rectangular cross section of fiber coil wound with 8-pole 
symmetrical method 

B. Analysis of Physical Parameters of Fiber coil 

In order to facilitate the model calculation, it is necessary 
to consider the fiber coil as a whole. Based on ANSYS finite 
element simulation and analysis software, a cube model with 
rectangular section of fiber coil (width W, height H) as the 
main view and length L is established. The minimum 
temperature and maximum temperature under the condition 
of temperature variation are set as T1°C and T2°C 
respectively, and the average elongation ΔW in the width 
direction of the cube model is calculated. The thermal 
expansion coefficient of fiber coil can be expressed as: 

)T-(TW

W

12×
=


             (2) 

For a certain type of fiber coil wound by the 8-pole 
symmetrical method, the physical parameters of fiber coil are 
calculated based on the wrapping parameters, the above 
calculation method of thermal expansion coefficient, and the 

volume proportion of each component, as shown in Table I. 

TABLE I.  PHYSICAL PARAMETERS OF FIBER COIL 

Physical Parameters Cladding Coating 
Winding 
Adhesive 

Fiber 
coil 

Height(mm) - - - 13.5 
Inner diameter (mm) - - - 65 

Number of layers - - - 64 
Number of turns - - - 98 

Outer diameter (mm) 0.08 0.135 - - 
Thermal expansion 

coefficient  
(×10-6/°C) 

0.54 12 65 12.76 

Volume proportion 
(%) 

30.7 56.7 12.6 100 

Density (g·cm-3) 2.65 1.2 1 1.62 
Elastic modulus (GPa) 70 15 1 30.12 

Poisson's ratio 0.168 0.38 0.42 0.32 
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IV. SIMULATION ANALYSIS OF SCALE FACTOR 

VARIATION CAUSED BY FIBER COIL DEFORMATION  

A. Encapsulation Model of Fiber Coil 

The skeleton free fiber coil is fixed in the skeleton by 
bonding adhesive, and the cover plate is welded to the 
skeleton to complete the encapsulation of the fiber coil. The 
encapsulation model of fiber coil is shown in Fig. 3. 

 
Fig. 3. Encapsulation model of fiber coil 

B. Finite Element Simulation Analysis of Fiber Coil 
Encapsulation Structure 

The finite element simulation analysis of fiber coil 
encapsulation structure is carried out by ANSYS software. 
The environmental temperature ranged from -45°C to +70°C, 
and the physical parameters of fiber coil encapsulation 
structure are shown in Table II. 

TABLE II.  PHYSICAL PARAMETERS OF FIBER COIL ENCAPSULATION 
STRUCTURE 

Physical 
parameters 

Fiber 
coil 

Bonding 
adhesive 

Skeleton 
Cover 
plate 

Density (g·cm-3) 1.62 1.1 2.77 2.77 
Thermal expansion 

coefficient 
(×10-6/℃) 

12.76 60 23 23 

Elastic modulus 
(GPa) 

30.12 1.2 71 71 

Poisson's ratio 0.32 0.38 0.33 0.33 

The simulation result of fiber coil deformation is shown 
Fig. 4. 

 
Fig. 4. Simulation result of fiber coil deformation 

C. Analysis of Scale Factor Variation 

The equivalent fiber diameter can be expressed as: 

0.5n

H
d

+
=       (3) 

The length of fiber coil can be expressed as: 

inner
3( m 1)

L mn d dD
2


 

   
 

    (4) 

Where 
Dinner  inner diameter of fiber coil. 

The diameter of fiber coil can be expressed as: 

inner
3( m 1)

D d dD
2


          (5) 

The variations of inner diameter and outer diameter of 
coil are shown in equation 6 and 7 respectively. 

g
2 2

inner inner i inner i
i 1

1
D X Y

g
  


      (6) 

k
2 2

outer outer j outer j
j 1

1
D X Y

k
  


         (7) 

Where 
i 1,2, g.   g is the number of nodes on the inner 

cylindrical surface of fiber coil, 
j 1,2, k .   k is the number of nodes on the outer 

cylindrical surface of fiber coil, 
inner iX   deformation of node i on the inner cylindrical 

surface of fiber coil in the X direction, 
inner iY   deformation of node i on the inner cylindrical 

surface of fiber coil in the Y direction, 
outer jX   deformation of node j on the outer cylindrical 

surface of fiber coil in the X direction, 
outer jY   deformation of node j on the outer cylindrical 

surface of fiber coil in the Y direction. 
The variation of equivalent fiber diameter can be 

expressed as: 

outer innerD Dd
3( m 1) 2

  


 
        (8) 

The scale factor variation caused by fiber coil 
deformation can be expressed as: 

SF
L D D L L D

K
LD

        
        (9) 

Where 
L  variation in the length of fiber coil, 
D  variation in the diameter of fiber coil. 

V. ANALYSIS OF THE INFLUENCE OF MATERIAL 

PROPERTY PARAMETERS ON SCALE FACTOR 

The thermal expansion coefficient α (from 0.5 times to 2 
times) and elastic modulus E (from 0.5 times to 2 times) of 
each component of fiber coil encapsulation structure are 
adjusted under the condition of keeping the other physical 
property parameters unchanged, and the scale factor change 
of FOG caused by the fiber coil deformation at varying 
temperature (-45~+70)°C is calculated. The simulation 
results are shown in Table III. 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

389



TABLE III.  INFLUENCE OF PHYSICAL PROPERTY PARAMETERS ON 
SCALE FACTOR 

Physical property 
parameters 

LD 
product of 
fiber coil 

(mm2) 

Variation 
of scale 
factor 
(ppm) 

Relative 
variation 

(ppm) 

α 

Winding 
adhesive 

0.5 times 104186073 1340.2 
536.9 

2 times 104241937 1877.1 
Bonding 
adhesive 

0.5 times 104204557 1517.9 
3.8 

2 times 104204958 1521.7 

Skeleton 
0.5 times 104185467 1334.4 

555.2 
2 times 104243230 1889.6 

Cover 
plate 

0.5 times 104203802 1510.6 
25.8 

2 times 104206480 1536.4 

E 

Winding 
adhesive 

0.5 times 104195573 1431.5 
185.8 

2 times 104214904 1617.3 
Bonding 
adhesive 

0.5 times 104204924 1521.4 
-3.9 

2 times 104204512 1517.5 

Skeleton 
0.5 times 104201570 1489.2 

56.2 
2 times 104207419 1545.4 

Cover 
plate 

0.5 times 104204225 1514.7 
8.7 

2 times 104205130 1523.4 

It can be seen from the analysis results that by reducing 
the thermal expansion coefficient of the winding adhesive 
and skeleton, as well as the elastic modulus of the winding 
adhesive, the deformation of fiber coil under variable 
temperature environments can be effectively reduced, and 
the stability of scale factor of FOG under variable 
temperature environments can be improved. 

VI. EXPERIMENT 

According to the application environment of FOG, the 
adhesive with low expansion coefficient (4.2×10-5/°C) and 
low elastic modulus (0.6GPa) is used as the winding 
adhesive, and the soft magnetic alloy with low expansion 
coefficient (1.05×10-5/°C) is used as the skeleton and cover 
material. The stability of scale factor of FOG with 
temperature compensation is improved from 54.6ppm to 
23.2ppm, and the experimental results are shown in Fig. 5. 

 
Fig. 5. The experimental results 

VII. CONCLUSION 

The mathematical model of scale factor of FOG is 
studied in this paper, and the main cause of scale factor 
changes in variable temperature environment is identified as 
variations in the length and diameter of fiber coil. The 
simulation analysis platform is established for the variation 
in scale factor of FOG caused by the deformation of fiber 
coil in variable temperature environment on this basis. The 
influence of material properties of each component of the 
fiber coil encapsulation structure on the scale factor is 
quantitatively analyzed. The scale factor stability of high 
precision FOG is improved effectively by optimizing the 
physical property parameters of the fiber coil encapsulation 
structure. 
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Abstract—This article studies the generation mechanism of 
magnetic field error in fiber optic gyroscope (FOG) and 
proposes a method to improve the gyro's resistance to magnetic 
field interference through magnetic shielding technology. 
Based on the ANSYS finite element analysis software, a 
simulation analysis platform is built to establish a simulation 
model of Helmholtz coils to simulate the magnetic field. By 
changing the current passing through the coils to generate a 
uniform magnetic field of different intensities, it is used to 
simulate and analyze the fiber coil under different magnetic 
field intensities. The simulation analysis results determine that 
the optimal solution is to use iron-nickel soft magnetic alloy 
and multi-layer magnetic shielding structure, which can 
increase the FOG's magnetic shielding effectiveness to over 
40dB, meaning that external magnetic fields are attenuated to 
within 1% of the original field strength after passing through 
the magnetic shielding structure. Furthermore, an 
experimental platform is set up for validation specifically for 
the multi-layer magnetic shielding structure. The experimental 
results show a decrease in magnetic sensitivity coefficient by 2 
orders of magnitude, indicating the significant importance of 
the double-layer magnetic shielding structure in improving the 
FOG's resistance to magnetic field interference. 

 
 Keywords—fiber optic gyroscope (FOG), magnetic field 

error, finite element analysis, iron-nickel soft magnetic alloy, 
multi-layer magnetic shielding structure 

I. INTRODUCTION  

Interferometric fiber optic gyroscope(IFOG), due to its 
advantages such as no moving parts, simple process, wide 
coverage of accuracy, large dynamic range, fast start-up, and 
long lifespan, are widely used in the defense fields of 
aerospace, aviation, and maritime. It serves as the strategic 
and tactical inertial navigation instrument, providing 
essential support for high-precision navigation of weapon 
systems and equipment[1,2]. 

Fiber optic gyroscope (FOG) is an inertial device that 
uses a fiber coil as a sensitive component and utilizes the 
Sagnac effect to measure the angular velocity of light paths. 
The output angular rate signal is proportional to the non-
reciprocal phase shift of the two counter-propagating beams 
inside the fiber optic coil[3].When non-reciprocal phase shift 
occurs in the FOG under non-rotating conditions, it can lead 
to errors in the gyroscope, resulting in a decrease in its 
accuracy. Magnetic field interference is one of the main error 
sources for FOGs. Changes in the external magnetic field can 
cause zero bias errors in the FOG. Depending on the 
direction of the magnetic field, the mechanisms causing 
errors differ and can be classified as radial magnetic field 
error and axial magnetic field error. Radial magnetic field 
error is caused by the Faraday effect and fiber twisting, while 
axial errors are due to non-reciprocal phase shift effects and 
fiber bending[4]. 

Currently, methods to suppress the magnetic field error in 
fiber optic gyroscopes mainly include using polarization-
maintaining fibers, adding depolarizers, software 
compensation, and adding magnetic shielding structures 
outside the fiber coil. Among these methods, using 
polarization-maintaining fibers and employing magnetic 
shielding structures are the most commonly used suppression 
measures. Regarding magnetic shielding, the magnetic 
shielding effectiveness is an important performance indicator 
used to measure the quality of shielding structures. For 
FOGs, the single-layer magnetic shielding structure can only 
weaken the magnetic field around the fiber coil by tens of 
times, which still has a significant impact on the accuracy of 
the FOG. Therefore, optimization design of the magnetic 
shielding structure is necessary. 

This article, based on ANSYS finite element analysis 
software, establishes a simulation analysis platform, 
comprehensively designs an optimal solution for a multi-
layer magnetic shielding considering various influencing 
factors, and sets up an experimental platform to verify its This work was supported by Shaanxi Provincial Key Research and 

Development Program. (Gant No. 2024GX-YBXM-199). 
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effectiveness. This approach plays a guiding role in 
comprehensive analysis of the impact of magnetic field 
interference on FOGs and provides important basis for future 
designs of magnetic shielding structures for FOGs. 

II. THE MECHANISM OF MAGNETIC FIELD ERRORS IN FIBER 

OPTIC GYROSCOPE 

The magnetic fields that affect FOGs are divided into two 
categories: one is the environmental magnetic field generated 
by the Earth's magnetic field, and the other is the 
electromagnetic field generated by the device near the 
gyroscope. This article mainly discusses the impact of the 
environmental magnetic field generated by the Earth's 
magnetic field on FOGs. The environmental magnetic field 
can be decomposed into radial magnetic field and axial 
magnetic field. The error caused by the magnetic field on 
fiber optic gyroscopes can be regarded as the sum of the 
effects of these two orthogonal magnetic fields. The 
following introduces the mechanisms by which these two 
types of magnetic fields affect the accuracy of FOGs[5]. 

Radial magnetic-induced error refers to the error in 
gyroscope accuracy caused by the magnetic field 
perpendicular to the sensitive axis of the gyroscope obtained 
by decomposing the Earth's magnetic field. This error mainly 
originates from the Faraday effect and the twisting of the 
fiber during drawing and winding processes. The Faraday 
effect occurs when light propagates through a medium, and if 
there is a parallel magnetic field along the direction of light 
propagation, the polarization plane will be rotated during the 
propagation of this light[6]. The relevant formula is shown as 
follows： 

 VBL   (1) 
where  

V — the Verde constant 
B — the intensity of the environmental magnetic field 
L — the propagation length of the fiber 
 
The Faraday effect is shown in Fig. 1: 
 

 
Fig. 1. Faraday effect in optical fibers 

The radial magnetic error of the FOG is related to two 
factors: the Faraday effect and fiber twist. 

Axial magnetic induced error refers to the error caused 
by the magnetic field component parallel to the sensitive axis 
of the gyro obtained by resolving the Earth's magnetic field, 
when the axial magnetic field acts on the fiber coil. In the 
process of winding the fiber optic coil, a small helix angle a 
will be generated relative to the sensitive axis of the fiber in 
each turn due to the helical angle of the fiber coil. The quasi-
TM mode (q-TM mode) in the polarization-maintaining fiber 
will experience a non-reciprocal phase shift effect due to the 
bending of the fiber[7]. Decompose the axial magnetic field 
B into components parallel to the direction of light 

propagation and perpendicular components. The helix angle 
a can be expressed as 

 
1tan

2

D

MR



    
 

 (2) 

where 
D the width of the fiber coil; 
M the number of turns; 
R the radius of the fiber coil. 
The spiral angle is shown in  Fig. 2: 

 
Fig. 2. Spiral angle during fiber coil wrapping process 

The axial magnetic error of the FOG is related to two 
factors: non-reciprocity phase shift and fiber bending. 

III. MAGNETIC SHIELDING STRUCTURE DESIGN 

Magnetic shielding technology is a type of 
electromagnetic shielding. Unlike electromagnetic shielding 
materials that absorb or reflect electromagnetic waves, 
magnetic shielding diverts the magnetic field. Typically, soft 
magnetic alloys are used for this purpose. The technology 
involves adding a structure composed of high magnetic 
permeability soft magnetic alloy outside the fiber coil to 
divert and guide the magnetic field passing through the fiber  
coil, concentrating the magnetic field lines within the 
shielding structure and preventing them from entering the 
protected area of the shielding structure, thereby achieving 
shielding effect. The diversion principle is similar to 
electrical resistance diversion, so circuit methods can be used 
to equivalently calculate the shielding effectiveness of the 
magnetic shielding structure[8]. Shielding effectiveness is an 
important parameter used to quantify the shielding effect. For 
an ideal cylindrical shell, its shielding effectiveness is: 

 1

2

20lg
H

SE
H

  (3) 

where: 
H1 the magnetic field strength of the internal structure 

before shielding； 
H2 the magnetic field strength of the internal structure 

after shielding. 
The schematic diagram of magnetic shielding is shown in 

Fig. 3. 

 

a）                                                        b） 

Fig. 3. Magnetic Shielding Principle: a)Structure Diagram of Magnetic 
Shielding Principle; b) Equivalent Magnetic Circuit 
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In response to the characteristics of magnetic shielding, a 
shielding structure design is applied to the fiber coil. The 
single-layer magnetic shielding consists of the fiber coil 
skeleton, fiber coil cover plate, and lining panel in terms of 
structure. Laser welding is used for fixed connection between 
the fiber coil skeleton and the fiber coil cover plate, enclosing 
the fiber coil in the protected area , as shown in Fig. 4. 

 
Fig. 4. Single-layer magnetic shielding structure 

In terms of structure, the double-layer magnetic shielding 
consists of the coil skeleton, fiber coil cover plate, lining 
panel, upper magnetic shielding shell and lower  magnetic 
shielding shell. Laser welding is used for fixed connection 
between the inner fiber coil skeleton and the fiber coil cover 
plate. The outer upper shielding shell is fixed on the lining 
panel with screws, while the outer lower shielding shell is 
fixed on the pillar with screws. Additionally, the outer upper 
and lower shielding shells are fixed together through laser 
welding, as shown in Fig. 5： 

 
Fig. 5. Double-layer magnetic shielding structure 

IV. SIMULATION OF MAGNETIC SHIELDING STRUCTURE 

Due to the complexity of the structure, the magnetic 
shielding effectiveness cannot be accurately obtained 
through theoretical calculations. It is necessary to build a 
simulation analysis platform using simulation software to 
conduct simulation analysis. In this study, a Helmholtz coil 
with a diameter of 1m and a spacing of 0.25m was simulated 
to analyze the magnetic shielding structure. By adjusting the 
orientation of the fiber coils, the simulation can mimic the 
axial and radial magnetic induction intensities of the fiber 
coils in a uniform magnetic field, and calculate the magnetic 
shielding effectiveness. The simulation analysis platform is 
established as shown in Fig. 6. 

For the radial uniform magnetic field, the magnetic 
induction intensity of the fiber coil is shown in Fig.7. 
Without a magnetic shielding structure, the magnetic 
induction intensity of the fiber coil is 0.0016T. When using a 
single-layer magnetic shielding structure, the magnetic field 
strength decreases to 7.3×10-5T. The external magnetic field 
attenuates to 4.6% of the original magnetic field strength 
after passing through the single-layer magnetic shielding 
structure, and the magnetic shielding effectiveness is 

26.82dB. When using a double-layer magnetic shielding 
structure, the magnetic field strength decreases to 9.09×10-

6T. The external magnetic field attenuates to 0.57% of the 
original magnetic field strength after passing through the 
double-layer magnetic shielding structure, and the magnetic 
shielding effectiveness is 44.91dB. Compared to single-layer 
magnetic shielding, the double-layer magnetic shielding 
shows an increase in magnetic shielding effectiveness of 
18.09dB, and the magnetic induction intensity decreases by 
an order of magnitude. 

  

a）                                                  b） 

Fig. 6. Simulation Analysis Platform: a) Radial Magnetic Field Simulation 
Analysis Platform;b) Axial Magnetic Field Simulation Analysis 
Platform 

 
a)                                       b)                                       c) 

Fig. 7. Simulation results of radial magnetic field：a) Magnetic induction 
intensity without magnetic shielding， b) Magnetic induction intensity 
during single-layer magnetic shielding，c) Magnetic induction intensity 
during double-layer magnetic shielding 

 For the axial uniform magnetic field, the magnetic 
induction intensity of the optical coil is shown in Fig.8.  

 
a)                                       b)                                       c) 

Fig. 8. Simulation results of radial magnetic field：a) Magnetic induction 
intensity without magnetic shielding， b) Magnetic induction intensity 
during single-layer magnetic shielding，c) Magnetic induction intensity 
during double-layer magnetic shielding. 

Without a magnetic shielding structure, the magnetic 
induction intensity of the fiber coil is 0.0016T. When using a 
single-layer magnetic shielding structure, the magnetic field 
strength decreases to 4.79×10-5T. The external magnetic field 
attenuates to 3% of the original magnetic field strength after 
passing through the single-layer magnetic shielding structure, 
and the magnetic shielding effectiveness is 30.48dB. When 
using a double-layer magnetic shielding structure, the 
magnetic field strength decreases to 5.96×10-6T. The external 
magnetic field attenuates to 0.37% of the original magnetic 
field strength after passing through the double-layer 
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magnetic shielding structure, and the magnetic shielding 
effectiveness is 48.58dB. Compared to the single-layer 
magnetic shielding, the magnetic shielding effectiveness of 
the double-layer magnetic shielding is increased by 18.1dB, 
and the magnetic induction intensity decreases by an order of 
magnitude. 

V. VERIFICATION OF MAGNETIC SHIELDING STRUCTURE 

TEST 

Aiming at the effect of double-layer magnetic shielding 
structure on improving the accuracy of FOG, an 
experimental platform is built. By adjusting the current size 
and generating different magnetic field strengths, the 
magnetic sensitivity coefficient of FOG is tested under 
different magnetic field strengths. The formula for the 
magnetic sensitivity coefficient   is as follows: 

 0

0

-

-
i

i

P P

H H
   (4) 

where 
P0 the bias value of the gyroscope in the geomagnetic 

environment 
Pi the bias value of the gyroscope under different 

magnetic fields 
H0 the strength of the geomagnetic field 
Hi the set magnetic field strength 

 By averaging the measured magnetic sensitivity 
coefficients, the FOG's magnetic sensitivity coefficient in the 
magnetic field is obtained. The radial magnetic sensitivity 
coefficient is shown in Table 1, and the axial magnetic 
sensitivity coefficient is shown in Table 2. 

TABLE I.  RADIAL MAGNETIC SENSITIVITY COEFFICIENT 

Structural form No magnetic 
shielding 

single-layer 
magnetic 
shielding 

double-layer 
magnetic 
shielding 

Magnetic sensitivity 
coefficient (°/h)/Gs) 

0.013 0.00077 0.00043 

TABLE II.  AXIAL MAGNETIC SENSITIVITY COEFFICIENT 

Structural form No magnetic 
shielding 

single-layer 
magnetic 
shielding 

double-layer 
magnetic 
shielding 

Magnetic sensitivity 
coefficient (°/h)/Gs) 

0.2 0.00076 0.00031 

 

Based on the test results, it is found that FOGs with 
magnetic shielding structures have a significantly lower 

magnetic sensitivity coefficient compared to those without 
magnetic shielding structures. The magnetic sensitivity 
coefficient of FOGs with double-layer magnetic shielding 
structures decreases by more than 40% compared to single-
layer structures, leading to a significant improvement in FOG 
accuracy. 

VI. CONCLUSION 

This article starts with suppressing the magnetic field 
error of FOG, it optimizes the design of the FOG structure 
and proposes a double-layer magnetic shielding structure for 
FOG. Through theoretical analysis, simulation analysis, and 
experimental verification, a thorough analysis of the 
magnetic shielding structure is conducted. It is concluded 
that when the FOG is subjected to an axial or radial magnetic 
field, the double-layer magnetic shielding structure can 
effectively reduce the intensity of external magnetic field 
induction. The magnetic shielding effectiveness can reach 
above 40dB, meaning that the attenuation of external 
magnetic fields is less than 1% of the unshielded state. The 
magnetic sensitivity coefficient of FOGs decreases by two 
orders of magnitude compared to the unshielded state. The 
double-layer magnetic shielding structure provides reliability 
assurance for FOGs operating in external magnetic field 
environments, which is of great significance in enhancing the 
anti-magnetic field interference ability of FOG. 
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Abstract—Based on the composition characteristics of the 
"three self motion" inertial measurement unit, a method is 
proposed to significantly improve the cost-effectiveness of the 
"three self motion " inertial measurement unit by improving 
system technology rather than overly demanding inertial 
devices. Based on a detailed analysis of its internal signal 
interference and path, the PWM wave interference signal is 
first introduced according to the closed-loop fiber optic 
gyroscope simulation model established in Matlab. 
Subsequently, the correctness of the simulation results was 
verified through experiments, and measures to suppress 
interference were proposed based on the experimental results, 
verifying the feasibility of the method. 

Keywords—"three self motion" inertial measurement unit, 
fiber optic gyroscope, interference 

I. INTRODUCTION 

With the increasing demand for inertial navigation 
systems in weapon systems, the accuracy of the "three self 
motion" inertial measurement unit (self calibration, self 
alignment, and self detection functions) is also increasing. 
Fiber optic gyroscopes, as all solid-state inertial instruments, 
do not cause additional disturbance to the installation carrier 
during operation, and have inherent advantages when 
applied to high-precision "three self motion " inertial 
combinations. On the basis of realizing the functions of the 

strapdown inertial unit, the "Three Self Motion " inertial 
measurement unit adds a self rotating locking mechanism and 
high-speed digital processing circuit to receive control 
instructions from the flight control computer or 
measurement and control equipment, achieving online self 
calibration, self alignment, and self detection functions of 
the strapdown inertial unit. The traditional approach 
improves the accuracy of inertial instruments (gyroscopes, 
accelerometers) to achieve higher performance in the "three 
self motion " inertial measurement unit. 

Given the composition characteristics of the "three self 
motion " inertial measurement unit, namely the existence of a 
self rotating locking mechanism, the inherent PWM wave 
signal of the "three self motion " inertial measurement unit 
always exists during the hot standby process throughout its 
entire life cycle (storage period, launch preparation stage, 
and navigation tracking stage), which interferes with the 
electrical signal in the fiber optic gyroscope and leads to a 
decrease in the accuracy of the inertial instrument, thereby 
limiting its performance in the "three self motion " inertial 
measurement unit. Effectively understanding the internal 
interference paths of the "three self motion " inertial 
measurement unit and suppressing them, significantly 
improving the cost-effectiveness of the "three self motion" 
inertial measurement unit through system technology 
improvement rather than excessive demands on inertial 
devices, may be of great significance for improving the 

This work was supported by Shaanxi Provincial Key Research and 
Development Program (Grant No.2024GX-YBXM-199). 
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accuracy of the "three self motion " inertial measurement unit 
products.[1-3] 

II.  “THREE SELF MOTION” INERTIAL MEASUREMENT 

UNIT COMPOSITION CHARACTERISTICS 

The "three self motion " inertial measurement unit is a 
highly integrated product of optics, mechanics, and 
electronics. It is generally composed of a self rotating 
locking mechanism, fiber optic gyroscope, accelerometer, 
signal processing, and self detection circuit. The typical 
composition diagram of the "three self  motion " inertial 
measurement unit is shown in the figure 1: 

 

Fig. 1. "Three self motion" Inertial Measurement Unit Composition 
Block Diagram 

During the initial self calibration stage, the "three self 
motion " inertial measurement unit flips multiple positions 
through a rotating locking mechanism. When flipped to a 
specified position, the inner and outer frames are locked. 
The PWM output duty cycle changes from a maximum to a 
minimum or from a minimum to a maximum, until it reaches 
the locked state. The PWM wave outputs a fixed duty cycle 
signal; During the navigation tracking phase, the rotary 
locking mechanism is in a locked state, and the PWM wave 
outputs a fixed duty cycle signal. During the hot standby 
period of the "three self motion" inertial measurement unit 
throughout its entire lifecycle, its inherent PWM wave signal 
always exists.[5-6] 

 
Fig. 2.  Interference Path 

III. ANALYSIS OF DIGITAL CLOSED-LOOP CONTROL 

FIBER OPTIC GYROSCOPE  

The digital closed-loop control fiber optic gyroscope 
system consists of two parts: a non reciprocal optical path 
and a digital demodulation circuit. 

 
Fig. 3.  FOG Composition Block Diagram 

When the fiber optic gyroscope has an angular velocity 
signal input, under the modulation of the square wave signal, 
the signal at the interference end will output an error signal 
of the same frequency as the modulation signal. The PIN-
FET photodetector can convert this error optical signal into a 
corresponding voltage signal. The voltage signal is filtered 
and amplified, and finally converted into a digital signal 
through an A/D converter. The digital signals of adjacent 
half cycles are subtracted to give an error signal, and the 
error signal is integrated to generate a step increment for 
feedback control. Based on the step increment, a digital step 
wave signal is generated. Finally, the D/A converter is used 
to convert the superimposed value of the modulation signal 
and the stepped wave signal into an analog voltage signal, 
which is amplified by an amplifier and ultimately acts on the 
phase modulator to complete a basic feedback control task. 
Among them, the square wave bias mentioned is the 
introduction of a bias working phase shift to ensure the 
sensitivity of the system; The stepped wave signal is mainly 
used for feedback control. 

The main function of the PIN-FET photodetector is to 
achieve photoelectric conversion, converting error light 
signals into corresponding voltage signals, and is the core 
sensor for measuring the intensity of interference light 
signals. The implementation of digital closed-loop control 
involves the A/D converter performing multi-point sampling 
and summing up the sampled data within each cycle. If there 
is noise interference on the output signal of PIN-FET 
photodetector, there is a risk of the mean value of the multi-
point sampling and summing up data changing, which leads 
to the addition of additional errors in the error signal 
obtained by subtracting the digital signals of the two half 
cycles, resulting in the degradation of the gyroscope 
performance indicators. For ease of understanding, the 
following simplification has been made: 

 Gyroscopic transit time（ τ） 10μ s. 

 PWM wave period (t) 125 μ s. The duty cycle 
is 50%. 

 The sampling frequency of the A/D converter 
is 20MHz, and there are 100 effective sampling 
points in a flat area. 

 The modulation mode is square wave two state 
modulation. 
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Fig. 4.  output signal general view of PIN-FET photodetector 

 
 

In the formula,  for the th crossing time（ τ） The 
error introduced by the cycle and Error accumulative total. 

m for numbers of PWM wave high-level sampling points. 

n for numbers of PWM wave low-level sampling points. If 
there are 100 valid sampling points, then m+n=100. 

According to the principle of fiber optic gyroscope 
modulation and demodulation, it is known that the first and 
second cycles do not introduce error signals when the 
interference level of the PWM wave introduced is the same; 
When the jumping time of PWM wave occurs at the 
transition time（ τ） The introduction of PWM waves in the 
sixth and twelfth cycles shown in the figure leads to 
additional error signals. 

A closed-loop fiber optic gyroscope simulation model 
was built using MATLAB as shown in figure 5, and the 
required simulation parameters were set according to the 
table 1. The introduction of PWM wave interference is 
implemented in the PIN-FET module. 

 
Fig. 5.  Closed-loop fiber optic gyroscope simulation model 

Table 1 Related simulation parameters 
Parameter Value 

Average wavelength of light source 1550 nm 
conversion efficiency of PIN-FET 
Photodetector 

0.95 A/W 

Bias voltage of  PIN-FET Photodetector -1.6 V 
cross resistance of PIN-FET Photodetector 40 kΩ 
Input optical power of PIN-FET Photodetector 0.45 mW 
Fiber optic coil length 2200 m 
Equivalent diameter of fiber optic coil 100 mm 
half wave voltage of Y-waveguide Integrated 
Optical Device 

3.58 V 

input range of A/D converter 2 Vp-p 
input angular velocity 8.4°/h 

 
Set PWM amplitude values of 0V (without 

interference),, and 1V respectively, and simulate the output 
of the gyroscope. The simulation graph is shown in the 
figure 6: 
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b）PWM wave amplitude was 1V 

Fig. 6.  Simulated waveform 

From the simulation curve observation, after introducing 
PWM waves, the output signal noise shows an amplification 
trend，zoom in to 1.67 times. 

Based on the simulation results, a high-precision “three 
self motion” inertial measurement unit product of a certain type 
in the laboratory was selected, and the output data of the 
gyroscope using motor locking (PWM interference of 
12.5kHz) and mechanical locking (no motor PWM 
interference) were compared, as shown in the figure 7: 

 
Fig. 7.  Experimental data of FOG output 

Comparison of the numerical result and the experimental 
data shows the correctness of theoretical analysis. 
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Due to the limitation of the structure of the “three self 
motion” inertial measurement unit, PWM wave interference 
always exists. To reduce the impact of interference during 
use, it is possible to consider adding shielding measures to 
the circuit board to weaken the interference of PWM waves 
on the circuit. Based on this idea, a circuit board shielding 
cover was designed and corresponding experiments were 
conducted. The experiments have shown that adding 
shielding measures can reduce the output noise of the 
gyroscope to a certain extent. 

IV. CONCLUSION 

The paper adopts a system design concept. Without 
adding hardware circuits and software architecture, by 
analyzing the internal signal interference composition of the 
system and taking interference suppression measures, the 
performance of the fiber optic gyroscope can be improved to 
a certain extent, thereby alleviating the excessive demand for 
inertial devices and significantly increasing the price ratio of 

the "three self motion " inertial measurement unit. This has 
certain guiding significance for engineering practice. 
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Abstract—Traditional model of polarization error is 
established by multiplying the Jones matrices of optical devices 
directly, whose calculation is large and results are complex. In 
this paper, an effective method is proposed to solve this 
problem, by calculating the interference intensity of all coupled 
wave-trains based on the coherence function of the light 
source, any parameters don’t need to be simplified. Take the 
practical parameters into the mathematical model; the 
precision of the fiber optic gyroscope is increased through 
utilizing a designed broadband laser with 17nm bandwidth 
instead of the traditional 10nm bandwidth laser, the 
experimental results and analysis results of this model are in 
agreement, which shows that the mathematical model is 
reasonable. 

Keywords—fiber optic gyroscope, polarization error, coupled 
wave-trains, coherence function 

I. INTRODUCTION 

 The fiber optic gyroscope (FOG) has been widely used 
in various fields across the world, and a number of brilliant 
techniques have been specially designed and utilized to 
improve the FOG performances [1]. Since the polarization 
error limits the accuracy of FOG, the study on polarization 
error arose from optical devices and fused points is necessary 
[2]. Usually, the physical model of polarization error is 
established by multiplying the Jones matrices of optical 
devices directly, whose calculations are large and result is 
complex, some parameters such as the shape of light source 
spectrum, the effect of the fiber coil can’t be reflected in the 
model [3]. In this paper, an effective method is proposed to 
solve this problem, which covers almost all the optical 
parameters and the result doesn’t need to be simplified. 

II. THEORY 

Take the FOG using low-polarization and polarization-
maintaining hybrid light path for example, and its 
configuration is illustrated as Fig.1. Ideally the light input 
into the multifunction integrated optic circuit (MIOC) is 
linearly polarized along the transmission axis of the input 
polarizer. In practice this ideal condition is not met, and the 
input field has two polarization states [4]. Polarization 
crosstalk is the main source of optical system polarization 

error. A crosstalk point separates one optical signal into two 
orthogonal polarization states, the two orthogonal signals 
propagate independently. And the two orthogonal signals are 
transformed into four independent orthogonal coupled waves 
by the next crosstalk point, and so on. The difference 
between interference intensity of those coupled wave-trains 
and the interference intensity of the principle wave-train is 
the polarization error. 

 

Fig. 1.  Illustration of FOG using hybrid light path 

III. MODEL ANALYSIS 

A. The Coherence Function 

The FOG generally uses a broadband light source, and 
the temporal coherence should be considered when the light 
signals interfere. The interference power is [5]: 

   0I 1 2
2

I
cos f                           (1) 

Where ()is the coherence function of the light source. 

Since the spectrum of the light source measured by 
spectrometer can’t be expressed by formula directly, it is 
necessary to discretize the spectrum. The Fourier transform 
of the segmented spectrum is superimposed to obtain a 
continuous coherence function, and a more accurate 
coherence function can be obtained [6]. According to the 
Wiener-Khinchin theorem, the relationship between the 
coherence function and the power spectral density (PSD) is: 

   2 2Γ i fa f e df 



                      (2) 

According to the spectrum measured by the spectrometer, 
two adjacent data points are approximated as a wavelength 
segment, and the continuous Fourier transform is calculated 
in segments. After Fourier transform and superposition of This work was supported by Shaanxi Provincial Key Research and 

Development Program (Grant No. 2024GX-YBXM-199). 
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each discrete point, the coherence function of the whole 
spectrum is obtained. 

B. The Cross-Coupling in Fiber Coil 

The process of winding, curing and bonding will 
introduce a large number of polarization crosstalk points in 
the polarization maintaining fiber coil. Fig.2 is the position 
distribution of polarization crosstalk points in a polarization 
maintaining fiber coil tested by PXA-1000, the abscissa in 
the figure indicates the distribution position of the crosstalk 
points, and the ordinate indicates the coupling strength of the 
crosstalk points. Each polarization crosstalk point is 
equivalent to a splice point in turn, and the length of the 
polarization maintaining fiber between each two polarization 
crosstalk points is equivalent to the length of the polarization 
maintaining fiber between each two splice points. 

 

Fig. 2.  Distributions of crosstalk points in a PM fiber coil 

The high crosstalk points in Fig.2 are selected as the 
polarization crosstalk points of the coil in Fig.1, and the 
parameters are shown in TABLE I. 

TABLE I.  DISTRIBUTIONS OF CROSSTALK POINTS IN THE COIL 

No. in Fig.1 Fiber Length(m) Crosstalk(dB) Equivalent Angle (rad)
a4 86.3 -40.5 0.0094
a5 380 -51.5 0.0027
a6 640 -52.5 0.0024
a7 773.3 -55 0.0018

 

C. The Calculation of Coupled Waves-trains 

The main purpose of this part is to use MATLAB to 
automatically generate the amplitude and phase expressions 
of all coupled waves. The main influences of the amplitude 
of the coupled optical signal are the equivalent coupling 
angle and the amplitude suppression ratio of the MIOC. 
Taking Fig.1 as an example, the distribution of coupling 
points of clockwise and counterclockwise optical signals is 
as follows: 

 cw 1 2 3 4 5 6 7 8 9                a a a a a a a a a a           (3) 

 ccw 1 9 8 7 6 5 4 3 2                a a a a a a a a a a           (4) 

Where ai is the equivalent coupling angle along the optical path. 

For other more complex optical paths, such as dual-path 
FOG[3], it is only necessary to adjust the elements in (3) and 
(4) according to the actual clockwise and counterclockwise 
optical path. One optical signal will generate two mutually 

perpendicular components through the coupling point ai, and 
there are 512 combinations of the nine crosstalk points. For 
example, the amplitude of all coupled optical signals 
propagating in the clockwise direction is represented by a 
one-dimensional array c_cw[]. The program flow is shown in 
Fig.3, and the amplitude of the optical signal in the 
counterclockwise direction is solved similarly. 

 

Fig. 3.  Flow chart of amplitude calculation 

For example, (5) is the amplitude of the signal incident 
from the fast axis of the fiber segment l1, and (6) is the 
amplitude of the signal incident from the slow axis of the fiber 
segment l1, where d is the polarization degree of the light 
source, and  is the amplitude suppression ratio of the MIOC. 

         

         

cw 4 5 6 7

8 9 1 2 3

1
cx 8 ε

2

d
cos a cos a cos a cos a

cos a cos a sin a sin a sin a


 

 (5) 

         

         

cw 3 4 6 7

8 9 1 2 5

1
cy 20

2

d
cos a cos a cos a cos a

cos a cos a sin a sin a sin a


 

(6) 

According to the specific expressions of cxcw[] and 
cycw[], the corresponding optical path distribution can be 
automatically obtained. The path distributions of clockwise 
and counterclockwise optical signals are: 
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 cw 1 23 3 4 5 6 7 8 9 24                   l l l l l l l l l l l               (7) 

 ccw 1 24 9 8 7 6 5 4 3 23                  l l l l l l l l l l l                (8) 

Equations (7) and (8) can be adjusted according to 
different optical path structures. The clockwise and fast axis 
incident light signal is still taken as an example, and the 
corresponding phase array gxcw[] is obtained according to its 
amplitude array cxcw[]. The program flow is shown in Fig.4. 

 

Fig. 4.  Flow chart of optical paths calculation 

Equations (9) and (10) are the optical path corresponding 
to cxcw (8) and cycw (20), respectively. 

cw 1 3 4 5 6

7 8 9 23 24

gx (8) x x y y y

y y y y y

l n l n l n l n l n

l n l n l n l n l n

     

   
           (9) 

cw 6 7 8 9 23

24 1 3 4 5

gy (20) x x y y x

x y y y y

l n l n l n l n l n

l n l n l n l n l n

     

   
      (10) 

D. The Calculation of Phase Error 

The expression of the kth column coupled wave signal in 
the clockwise direction is: 

    cw 0 0 cwE cx *gxk s bk exp i t k          (11) 

where 

 φs  the Sagnac-Laue phase ; 

φb  the phase bias; 

0=2/ propagation constant of light in vacuum. 

The expression of the mth column coupled wave signal 
in the counterclockwise direction is: 

    ccw 0 0 ccwE' cx *gxm m exp i t m           (12) 

The optical signal transmitted along the fast axis of the 
gyro optical path is the main optical signal. The interference 
between them is the main interference, and the intensity is: 

 

2 2(1) (1)

2* (1) (1)
main cw ccw

cw ccw s b

I cx cx

cx cx cos  
  


             (13) 

All clockwise wave trains and counterclockwise 
interference at the MIOC, and the interference intensity value 
is: 

       
      

2 2
2 2

cw ccw

1 1

0 ccw 0 cw

cx cx 2 Δ

gx gx

n n

sum km cw

k m

ccw s b

I k m l cx k

cx m cos m k



   
 

   

  

 (14) 

where 

γ(Δlkm)  the coherence function of the light source; 

Δlkm=gxccw (m)-gxcw (k), the optical length difference. 

The intensity values after demodulation are ∆Imain and 
∆Isum. According to the principle of FOG demodulation, the 
intensity value after demodulation is proportional to the 
sensitive phase shift of the FOG optical path. The main 
optical signal of the FOG should be sensitive to the Sagnac-
Laue phase. The phase error of the FOG optical path can be 
obtained as [3]: 

main main s

sum sum sum

I

I

 
 


 


                     (15) 

sum
e sum main s s

main

I

I
    


   


            (16) 

According to the formula of FOG rotation speed, the 
phase error value of FOG can be converted into bias error. 

IV. MODELING AND EXPERIMENT RESULTS 

To verify the accuracy of the modeling, the FOG system 
is established as Fig.1. Three different kinds of ASE are used 
separately, whose spectrums are shown in Fig.5. The 3dB 
bandwidth of light source A (blue line) is 10.6 nm, the 3dB 
bandwidth of light source B (black line) is 6.5 nm, the 3dB 
bandwidth of light source C (red line) is 17 nm. Their 
coherence functions calculated using (2) are plotted in Fig.6. 
It can be seen from the diagram that the wider the spectral 
width, the faster the coherence of the light source decreases. 

The three light sources are connected to the same fiber 
coil for static test at room temperature. The test time is more 
than 4 hours. The test results are shown in TABLE II. The 
diameter of the fiber coil is 90.5 mm, the length  is 1600 m, 
and the angle of the fusion points are considered as 0.5 
degree. The model analyses are consistent with the 
experimental results. The broadband light source can 
improve the gyro accuracy, which shows that the model is 
reasonable. 

TABLE II.  SIMULATION COMPARED WITH TESTING RESULTS 

Light Source Calculated Phase Error 
Tested Bias Stability 

 (100s, º/h) 
A 3.23E-08  0.0034 

B 4.27 E-08 0.0041 

C 1.69 E-08 0.0031 
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Fig. 5. Spectrum of the ASE 
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Fig. 6.  Autocorrelation function of the ASE 

V. CONCLUSION 

Based on the interferences among all the coupled waves-
trains, combined with the coherence function of the light 
source, the polarization error model of the FOG optical path 
is established. The model can be flexibly changed according 
to different optical path forms and has a wide range of 
applications. The model takes into account the optical 
parameters of each optical device, which has reference 
significance for the selection of device parameters and 
optical path design, and can truly reflect the polarization 
error of the optical path of the FOG. 
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The paper considers the results of tests of fiber-optic 
gyroscope with compensation of relative intensity noise of light 
source. The performance of fiber-optic gyroscope layout in the 
extended temperature range is evaluated. Decrease of 
efficiency of the proposed method of compensation in the 
extended range of ambient temperatures is shown. The analysis 
of possible ways of solving the problem of increasing the 
efficiency of the proposed method of compensation of relative 
intensity noise of light source in the extended range of 
operating temperatures is carried out. 

Key words – fiber-optic gyroscope, light source, relative 
intensity noise, temperature stability 

I. INTRODUCTION 

Today, fiber optic gyroscopes (FOG) are increasingly 
used as part of strapdown inertial navigation systems (SINS) 
[1-4]. In this connection, a high level of requirements is 
imposed on the FOG accuracy. 

There are several indicators that characterize the accuracy 
of a gyroscope, such as аngle random walk (ARW), bias 
instability (BI), scale factor (SF), and others. In particular, 
ARW is an important parameter related to the noise 
component of FOG readings, which needs to be reduced in 
order to decrease the availability time and improve the 
accuracy of the SINS orientation angles. 

For this purpose, earlier, specialists of PJSC «PNPPK» 
carried out work to reduce the ARW level by compensating 
for excess noise of the light source intensity (Relative 
intensity noise – RIN) [5]. The compensation method 
described in [6] was used as a basis. The RIN compensated 
FOG circuitry was modernized to improve its noise reduction 
performance [7]. According to the test results of the 
proposed method, it was noted that the efficiency of RIN 
compensation depends on the balance of optical powers 
between the measurement arm and the RIN arm [6,8]. This 
report summarises the results of a power balance stability 
study over a temperature range of 0°C to +60°C. 

II. INITIAL EXPERIMENTAL CONDITIONS 

Figure 1 shows the optical circuit of a RIN compensated 
fiber optic gyroscope for which the temperature stability of 
the power balance was investigated. 

When setting up the experiment, the optical components 
of the FOG (except for the light source and electronic 
processing board) were placed in a temperature chamber. 
The outputs of both channels were connected to a two-
channel signal analyser ERM-202. Power balance 
equalisation was performed using an attenuator at the 

beginning of the experiment under normal conditions. Figure 
2  shows the temperature cycle set for this experiment, 

 

Fig. 1.  Scheme of a fiber-optic gyroscope with light source intensity 
compensation 

III. EXPERIMENT RESULTS 

Figure 2a shows the change of channel powers with 
temperature change. The observed change of powers can be 
caused by the change of the division factor of the 90/10 
balance splitter and the change of the optical loss level in the 
fiber coil.  

Figure 2b shows the calculated variation of the ARW 
value of the FOG readings taking into account the variation 
of the FOG arm powers and temperature. At the elevated 
temperature of 60 °C, where the maximum power imbalance 
is observed (PMEAS/PRIN = 0.85), the ARW value increased by 
a factor of 1.5. This is due to the reduction of the RIN 
compensation level. The total ARW level is defined, 
according to the source [9], as the square root of the sum of 
the squares of the remaining ARW components:   

 Photodetector shot noise;  

 Thermal noise of the photodetector preamplifier;  

 Photodetector dark current noise; 

 Residual value of RIN. 

Graphically, the dependence of residual ARW 
components on temperature is shown in Figure 3. As can be 
seen from the evaluation results, the efficiency of the RIN 
compensation scheme decreases when the FOG operates in 
the extended temperature range due to the change in the 
power balance.  The residual value of ARWRIN is expressed 
according to eq. 1. 

residual
1  meas

RIN RIN
RIN

P
ARW ARW

P
,                (1) 
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где ARWRIN – value of the ARW component of light source 
RIN, Pmeas – measuring arm power, PRIN – RIN arm power. 

 
(a) 

 
(b) 

Fig. 2. Graphical results of the experiment on measuring the temperature 
dependence of (a) output powers of the arms of the VOG circuit with RIN 
compensation and (b) calculated value of ARW 

 
Fig. 3.  Dependence of ARW components on temperature 

 To make the RIN compensation effective over the entire 
temperature range, temperature compensation of the power 
balance in the FOG with a closed-loop feedback circuit can 
be implemented. 

IV. CAPACITY BALANCING 

Adjustment of the power balance is carried out in two 
stages. At the first stage, according to the optical loss 
characteristics of the fiber coil, a balanced optical splitter is 

selected (e.g. 90/10 or 95/5). In the second step, the balance 
is fine-tuned. As an example in this work, using an optical 
attenuator. As mentioned in the source [6], there is an 
alternative way to fine-tune the power balance by changing 
the phase modulation depth (φm) in the algorithm of the FOG 
board. The correction Δφ(T) to the operating depth of phase 
modulation from temperature is determined by the eq. 2. 

 
0 0

2 ( ) 2 ( )
( ) ( )Δφ arccos 1 arccos 1          

RIN measP T P T
P T P TT ,  (2) 

где P0(T) – optical power of the measuring arm without 
auxiliary phase modulation. 

 Schematically, the principle of changing the working 
depth of phase modulation of the FOG feedback signal to 
adjust the power level of the PMEAS measurement arm to the 
PRIN level is shown in Figure 4. In the feedback signal 
generated by the FOG processing board, the component 
Δφ(T) obtained on the basis of the previously described 
temperature dependence is added. 

 

Fig. 4.  Scheme of power balance adjustment in FOG with RIN 
compensation with phase modulation depth 
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Abstract — The report considers the principles of 

development of specialized software for inspection of inertial 
measurement units with nonorthogonally oriented measuring 
axes when applying the complex parameter technique at the 
manufacturer enterprise and during the incoming inspection at 
consumer enterprise prior to the installation of units into 
spacecraft control systems. The effectiveness of the proposed 
methodology and software is confirmed by many years of Soyuz 
and Progress spacecraft flight testing. 

 
Key words — methodology, complex parameter, angular rate 

sensors IMU, accelerometers IMU, gyroscope, accelerometer, flight 
tests, software. 

I. INTRODUCTION 

Inertial measurement units (IMUs) for strapdown inertial 
navigation systems (SINSs) containing angular rate sensors 
(ARSs) and accelerometers (sensors of apparent acceleration) 
as inertial sensing elements (ISEs), the sensitivity axes (SAs) 
of which are oriented nonorthogonally, i.e. located at certain 
angles to the axes of aircraft reference system (RS), have 
become widespread in control systems (CSs) of rocket and 
space technology, which was discussed in fundamental 
scientific papers on the subject [3-10, 12]. 

Specialists at Production Association Korpus have 
proposed a methodology for inspecting IMUs using a complex 
parameter technique, which was reported at International 
Conferences on Integrated Navigation Systems and was 
studied in the papers [13-16], where it was also noted that the 
proposed inspection technique has been successfully applied 
since 2002 to the present day and was tested on more than 86 
Soyuz and Progress spacecraft. At the same time, in the same 
works it is noted that it is impossible to apply the proposed 
methodology without appropriate specialized software [1, 2, 
11, 15, 16]. Since 2002, however, the software has been 
modified or completely reworked multiple times due to the 
advancement of computer technology and testing equipment. 
As noted in [13–16], the methodology can be applied not only 
for units of ARSs and accelerometers used in Soyuz and 
Progress SINSs, but also in any other control systems, where 

the application of IMUs with nonorthogonal orientation of 
measuring axes is necessary. And if the production of ISEs for 
Soyuz and Progress is naturally small-scale, then in case of 
application of IMUs with nonorthogonal orientation of sensing 
axes in other systems, where large-scale production is 
required, a steep increase in the number of workplaces in 
production divisions at manufacturing enterprises is expected 
to maintain quality inspection with a sufficiently large number 
of produced devices. 

The report discusses the formation of new approaches in 
the development of software for inspection of IMUs with 
nonorthogonal orientation of measuring axes using the Client-
Server architecture with the use of microservices. 

II. RESEARCH 

Prior to the introduction of microservices, specialized 
software was primarily based on a monolithic architecture 
where each application was a separate entity. This approach 
was valid until applications became too complex. To change a 
small portion of code in a monolithic system, the entire system 
had to be rebuilt, tested, and a new version of the application 
deployed. 

With the advent of microservices, software is broken down 
into small elements that can be developed and deployed 
independently. Microservice architecture is an approach to 
building software as a set of decentralized services. These 
services are related only loosely, independently deployed and 
developed, and are easily maintained. 

The structural diagram of the software client part is shown 
in Fig. 1. 

The Client is a baseline specialized software package 
(compatibility tools for a specific testing equipment kit, means 
of visualization of inspections and means of communication 
with the Server). The Server represents a set of services 
responsible for receiving requests and sending responses; it 
also contains a storage for mathematical logic built on the 
microservice principle (a single calculated parameter is 
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associated with a single microservice), as well as a storage for 
the data of conducted tests. The structural diagram of the 
software server part is shown in Fig. 2. 

 

Fig.1 Structural diagram of the software client part. 

 

Fig. 2. Structural diagram of the software server part. 

The major advantage of using such an architecture (Fig. 2) is 
the ease of maintenance and independence of individual 
software packages. The number of clients is limited only by 
network bandwidth and server hardware capacity. Clients can 
be distinctively different: automated workstation clients, a 
control and monitoring client (Fig. 3), a client that requests 
statistics data (Fig. 4) on all devices of the same type (e.g. 
yearly report), etc. 

 

Fig. 3. “Control client and server” structural diagram. 

The control and monitoring client is designed for server 
administration (single or several), namely to perform 
commands: stop, start, restart, maintenance shut down, gather 
statistics on the operation of each applications server and on the 
number of connected clients. 

As seen from the diagram, the control client accesses the 
mathematical logic. This allows for “live” addition and 
modification of mathematics, i.e. without interrupting the 
applications server operation. 

Sometimes there are situations when it is necessary to 
collect statistics on a particular calculated parameter for all 
products for a certain period of time. A separate client is needed 
for such purposes, the scheme of interaction with the server of 
which is shown in Fig. 4. 

 

Fig. 4. “Statistics collection client and server” structural diagram. 

As seen from the above, the number of solved client tasks 
and their nature can vary widely. Algorithmic language, in 
which the client is realized, can be chosen freely, based on the 
requirements to the architecture of the workstation (operating 
system, bit capacity, etc.), the most important thing is that the 
formation of requests and decoding of responses must use a 
predetermined byte-protocol. 

It is reasonable to use “packet” data transmission for 
encoding and decoding of transmitted requests and responses. 
The scheme of the transmitted data packet is shown in Fig. 5. 

 

Fig. 5.  Transmitted data packet scheme. 

The packet start and end marker are used to synchronize 
reception, in other words, the receiving side, upon reading the 
start marker, initiates data reception until the packet end 
marker is encountered. 

Application of such an architecture in production will 
provide: scalability (easy commissioning of new 
workstations), flexibility (ability to replace or modify testing 
equipment, change testing sequence order and introduce new 
inspection procedures for the manufactured devices in the 
shortest possible time), control efficiency (introduction of 
microservices ensures the ease of software maintenance, 
cross-platform capabilities, and protection against possible 
data loss). 

III. CONCLUSION 

The proposed approach is especially effective for the 
inspection of IMUs for SINSs with nonorthogonal orientation 
of measuring axes, considering the complexity of ground 
testing algorithms, but, in principle, this approach can be 
applied in combination with other types of gyroscopic devices, 
inspection of which is also required within the framework of 
ground tests. In the future, further development plans for the 
proposed approach include application of artificial intelligence 
algorithms. 
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Abstract — The paper investigates the effect of structural 

nonrigidity of overall design and of the mounting of tested 
gyroscopic devices on the platform of a precision rotary test bench 
with inertial sensing elements on its accuracy characteristics. The 
results of mathematical modeling of the bench operation under 
disturbance effects with the introduction of a shock absorber pad 
for mounting platform are given. 

Key words — precision rotary test bench, structural nonrigidity, 
error, accuracy characteristics, shock absorber node. 

I. INTRODUCTION 

Technologies of strapdown inertial navigation systems 
(SINSs) are becoming widely used in all areas of navigation 
development: aviation, space, marine systems, and pedestrian 
navigation [1, 2]. In their turn, inertial sensing elements (ISEs) 
– primary SINS sensors – are also advancing, and angular rate 
sensors based on new physical principles are becoming 
increasingly widespread as well, while electromechanical 
angular rate sensors are found in SINS of various purposes [3–
7]. In any case, precision test benches are needed to accurately 
test for the scale factor error in angular rate sensors (ARSs). The 
authors discussed the principles of designing precision test 
benches with inertial sensing elements at international 
conferences and in a number of publications [8–14]. 

A design concept for precision test benches with inertial 
sensing elements for inspection of gyroscopic devices was 
proposed in [12, 13]. It was shown that the concept can be used 
to generate a state primary standard for setting and storing 
angular rate values, as well as to create hierarchically 

subordinate standards. Angular rate sensors and linear 
accelerometers of different accuracy certifications and 
principles of operation can be used as inertial sensing elements, 
along with high-precision optical angular encoders, and 
auxiliary sensors, i.e. Hall effect sensors. Precision test benches 
can feature both analog and digital control systems for both 
primary and ISE feedback loops [11, 15]. However, the more 
precise a bench is, the more accurate are its ISEs, and the 
influence of a variety of errors inevitably found in a bench 
design affecting its accuracy characteristics rises significantly. 
The reason for that is all ISEs (as part of a bench design) are 
included in the primary feedback system of the bench automatic 
control system, and since the elements are highly sensitive, they 
will measure any distorted signals that appear due to structural 
errors. Distorted signals will be sent to the feedback system of 
the bench, and consequently, affect its accuracy characteristics 
in a negative way. Such structural errors include nonrigidity of 
attachment of the main axis of platform rotation to the bench 
body and nonrigidity of mounting of tested devices on bench 
platform. Additionally, when setting harmonic oscillations of 
the bench platform around the axis of rotation, vibration errors 
may occur, also affecting the evaluation of the accuracy 
characteristics of devices under testing [5–7, 16–21]. This paper 
investigates the effect of structural nonrigidity on the accuracy 
characteristics of a precision test bench for the inspection of 
gyroscopic devices. 
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II. MAIN ELEMENTS IN THE BENCH STRUCTURE AFFECTING 

ITS ACCURACY CHARACTERISTICS 

Figure 1 shows the functional and kinematic diagram of the 
investigated bench, where the following designations are 
introduced: ωα – angular rate; TD – test device; PA – power 
amplifier; AE – angular encoder; FOG – fiber-optic gyroscope; 
LG – laser gyroscope; LAS – linear acceleration sensors; τ – 
tangential acceleration; c – centripetal acceleration; n – number 
of LASs; DCS – digital control system; DCU – data conversion 
unit. 

 

Fig. 1. Functional and kinematic diagram of the precision rotary test bench 

The considered bench contains a platform for mounting of 
tested devices. Its motor control system is digital and built on 
the difference principle using various inertial sensing elements. 
An optical angle encoder is used as the angle sensor of the bench. 
The output signals of all bench sensors are transmitted to the 
control and measurement systems by a non-contact method of 
information transfer [13]. 

Figure 2 shows the main elements in the bench structure 
affecting its accuracy characteristics, namely: 

I – inertial sensing elements (ISEs) – angular rate sensors 
(ARSs) and linear acceleration sensors (LASs); 

II – external shaft of rotation on supports, which is rigidly 
connected with the platform; 

III – tested device (TD) – an angular rate sensor (ARS) of 
any type and operating principle; 

IV – mounting system for fixing a TD on the platform. 

Two rotorless gyroscopes – laser and fiber-optic with the 
best characteristics in terms of stability of the scale factor and 
zero signal [2], respectively, as well as precision sensors of 
tangential and centripetal acceleration, i.e. quartz pendulum 
accelerometers [22–24], are taken as inertial sensing elements in 
consideration of exclusion of their mutual influence. 

To determine the instability of the bench angular rate of 
rotation, let us write down the probability density functions of 
the corresponding errors of indicated sensors, in particular, for 
ΔUfog, ΔUlg – for the instability of the zero signals of FOG, LG 
and for Mφ – for the change in the pulling force acting around 
the sensitivity axis of the quartz plate of the accelerometer, 
leading to a temporal change of its zero signal. For FOG and LG 
as ISEs with zero signal instability values of 0.005 °/h = 2,4·10–

8 rad/s and 0.01 °/h = 5·10–8 rad/s, respectively, the root mean 
square deviation (RMSD) will be 1.2·10–8 rad/s and 2.5·10–

8 rad/s, then the distribution laws will be as follows 
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Fig. 2.  Main elements in the bench structure affecting its accuracy 
characteristics 

The mathematical model of the error Мφ can be represented 
by a random function with zero mathematical expectation and 
the RMSD corresponding to the random drift component in 
startup, which for the accelerometer in consideration [24] is 
0.510–6 g, i.e. the RMSD is 7.510–7  g, then the distribution law 
will be as follows 
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Let us investigate the effect of the tested device and the 
mounting system. If rotorless gyroscopes are tested, then 
vibration isolation between the platform with the device to be 
tested and the bench ISEs is not required. If a tested device 
features a gyromotor that excites vibrations that may be 
transmitted to the bench sensing elements, causing undesirable 
decrease in their accuracy, then a shock absorber node must be 
used. 

A shock absorber node containing an elastic shock pad is 
introduced into the platform structure (Fig. 3) in accordance with 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

409



the vibration isolation rules [17] in order to effectively isolate 
the object from the vibration source. 

 

Fig. 3. Structural diagram of the shock absorber node of the platform 

The shock absorber must have intrinsic frequency that is 3 to 
5 times lower than the lower limit of the excitable frequency 
spectrum. Working gyromotors of the TD and ISEs excite 
frequency spectra, the main (carrier) frequency of which is equal 
to the circular rotation frequency of the corresponding 
gyromotor, while all other frequencies of the spectrum are 
multiples of the carrier frequency. Selection of the shock 
absorber rigidity is based on the effective shock absorption 
condition [17]: 

2
12 min /1600C n M  ,                           (4) 

where nmin is the smallest value of the TD and ISE gyromotors 
rotor rates of rotation (in rpm); МΣ is the total mass of the 
elements loaded on the platform, such as the TD, platform cap, 
and shock absorber node. 

If we consider a float angular rate sensor with a random 
component of zero signal in startup of 0.06 /h [8] as the tested 
device, the probability density function of this error will adhere 
to the law: 
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where М is the instability of the pulling force along the 
precession axis of the ARS gyro node, which determines the 
random drift component in startup, independent on overload. 

Let us consider the rigidity of the external shaft of rotation 
for the cases of application of ball bearing and aerostatic 
supports. This factor is included in the expression for the 
instability of the moment of resistance along the bench axis of 
rotation in the form of the moment Мfrict, determined by the 
Coulomb friction model: 

Мα = Mfrict + ΔМmotor – H·ωEarth.·cosφ·sinω0t,              (6) 

where Н is the kinetic moment of the TD; ω0 is the actual angular 
rate of bench rotation. 

The same expression accommodates the component 
associated with the error of angular rate reproduction by the 
motor ΔМmotor. Additionally, external conditions may affect the 

accuracy characteristics of the bench, but since the considered 
bench is ground-based equipment installed in a specialized 
facility on a “decoupled” (vibrationally isolated) platform, the 
greatest influence may be caused by the horizontal component 
of the Earth rotation rate ωEarth.·cosφ, which can be compensated 
by the bench digital control system. 

The probability density functions in this case will take the 
form: 

 if ball bearing supports are used: 
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 if aerostatic supports are used: 
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The accuracy characteristics of the bench will also be 
affected by the instability of the input voltage source ΔUin. This 
error is a step function with an amplitude of 15.5 µV and occurs 
in the amount of 2 to 3 spikes per 10 minutes [8]. The 
distribution law of the error ΔUin will take the form: 

6 2

6 2

( 5 10 )

2 (3,5 10 )

6

1
( )

3,5 10 2

Uin

inU е




  


 


   

 
.           (9) 

III. RESULTS 

Figs. 4 and 5 show the results of the investigation of 
structural nonrigidity of a precision test bench under 
simultaneous action of all the considered errors with FOG as ISE 
(identical results with LG as ISE) in the case of application of 
ball bearing supports and in the case of application of aerostatic 
supports and a shock absorber node for TD mounting, 
respectively. 

Therefore, the instability of the bench rotation rate in the first 
case (Fig. 4) is 5·10–4 °/s, and in the second case (Fig. 5) is 
2.5·10–4 °/s. 

 

Fig. 4. Instability of the bench angular rate under simultaneous action of errors 
Мα, ΔUin, Мβ, ΔUfog and Мφ (in the case of ball bearing supports 
application). 
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Fig. 5. Instability of the bench angular rate under simultaneous action of errors 
Мα, ΔUin, Мβ, ΔUfog and Мφ (in the case of aerostatic supports and shock 
absorber node application). 
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Abstract — The paper considers the experience in 
creating a precision rotary table, the ways to improve its 
accuracy characteristics and provide advanced 
functionality. An analytical model of plane angle setting 
and measurement is shown. The results of expansion of 
functionality of a rotary table used for inspection of 
navigation devices and their elements are presented: 
characteristics of setting of angular rates and 
measurements, introduction of time gating for 
synchronization with the inspected device and its test 
equipment, and implementation of measurement of time 
intervals for devices with phase coding of output data. Two 
samples of the new rotary table (labeled SPP-19.001) were 
tested at D.I. Mendeleev Institute for Metrology to 
ascertain the accuracy class. The tests have confirmed high 
accuracy and advanced functionality. 

Key words—angle measurement, positioning, angle-setting 
rotary table, control algorithms, test equipment, navigation 
instruments, angular rate measurement, precision instrumentation, 
synchronization, time gating, time domain measurements, 
mathematical modeling, automatic settings, systematic errors, error 
model, algorithmic compensation. 

I. INTRODUCTION 

 Since the 1980s, Academician Pilyugin Center has been 
engaged in the development and production of precision angle-
setting rotary tables for inspection of in-house manufactured 
navigation devices. The control systems of launch vehicles and 
spacecraft, and consequently all the included instrumentation, 

are constantly advancing, thus the associated test and 
inspection equipment must be improved accordingly. For the 
rotary tables produced by Academician Pilyugin Center, the 
accuracy level of setting and measurement of angular positions 
of less than 0.5'', which is the limit for working measuring 
instruments, has already been reached. Recently, high-
precision instruments that require angle setting accuracy level 
of tenths of an arc second, as well as non-standard test 
methods, have emerged. Such devices include precision 
gyroscopes (drift of less than 0.1 °/h) and accelerometers 
(sensitivity threshold of 10-6 to 10-7g), tiltmeters, inclinometers, 
star coordinate determination units (star sensors), 
gyrocompasses, precision angle sensors (induction, optical, 
holographic), etc. [1, 2, 3]. Analysis of the National Register of 
Measuring Equipment of the Russian Federation shows that 
rotary tables of such a high accuracy class are not mass-
produced. In 2014, two models of precision rotary tables 
developed at Academician Pilyugin Center were entered into 
the Register: the angle-setting complex “UK” with error of less 
than ±0.5" (register no. 58244-14 [4]) and the digital rotary 
table “SPC-383” with error of less than ±0.35" (register no. 
56468-14 [5]) [6]. These rotary tables are successfully operated 
at the manufacturer’s enterprise production sites and were 
supplied to the leading scientific centers of the Russian 
Federation. A decade of operation and maintenance experience 
[7] has revealed design flaws and the lack of certain 
functionality that could allow for a wider range of devices 
eligible for inspection. As a result, the developers came up with 
technical solutions that made it possible to create a more 
accurate and overall superior rotary table model, the  
SPP-19.001. 
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II. MODEL OF ROTARY TABLE ERRORS. WAYS TO 
IMPROVE ACCURACY 

The precision rotary table SPP-19.001 uses a high-resolution 
(~0.01″) angle sensor (AS), the resolution of which is 5 times 
higher than that of the previous models. The error models of SPC 
and UK rotary tables are discussed in [8, 9]. The SPC-383 error 
model can be applied to the SPP-19.001 with some adjustments 
and different weight coefficients. Let us consider ways to reduce 
individual errors in the new rotary table. 

For the SPP-19.001, the layout and kinematics of the table, 
the designs of the spindle and the drive have been significantly 
revised, the body rigidity has been increased, while friction and 
free play have been reduced. Novel hardware and software 
solutions were introduced to reduce random errors in plane 
angle measurement and to improve smoothness of spindle 
rotation. To eliminate systematic errors, calibration and 
algorithmic compensation were implemented. 

Fig. 1 shows the graphical representation of the SPP-19.001 
rotary table error model. 

 
Fig. 1. Rotary table error model. 

 
The analytical error model of the precision rotary table 

SPP-19.001 can be expressed as follows: 
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 where: 

  is the SPP-19.001 resulting error; 

ASΔα  is the optical angle sensor (AS) error; 

IΔα  is the angle sensor installation error; 

SIΔα  is the error caused by spatial instability of the 
spindle; 

OTΔα  is the error caused by the increase of operating 
temperature due to the heat emitted by units and 
assemblies of the rotary table; 

HVΔα  is the error dependent on the position of the spindle 
(horizontal or vertical) [10] 

DCΔα  is the error caused by linear and angular dimensions 
changes of parts; 

MIΔα  is the instrumental error of measuring instruments; 
rand
CΔα  is the random component of calibration error; 
rand
PPΔα  is the random component of polygonal prism error; 
rand
ACΔα  is the random component of autocollimator error; 
syst
CΔα  is the systematic component of calibration error; 

syst
PPΔα  

is the systematic component of polygonal prism 
error; 

syst
ACΔα  is the systematic component of autocollimator error; 

EΔα  is the error caused by the influence of external 
factors; 

TΔα  is the thermal error; 

TIΔα  is the temporal instability; 
  

VIΔα  

 
is the error caused by oscillations, vibration or 
impact; 

EMΔα  

 
is the error caused by the influence of 
electromagnetic fields. 

The composition of errors of the optical angle sensor is 
similar to the composition of errors of the AS, as discussed in 
detail in [11]. The errors that depend on the rotary table design 
and operating conditions can be controlled and minimized. 
The errors of measuring instruments used to test the accuracy 
of angle measurement are of particular importance. 

The level of errors characteristic of the SPP-19.001 for 
plane angle setting and measurement is ±0.25", which is close 
to the level of state reference standards. When calibrating and 
inspecting rotary table parameters during the manufacture 
process, metrological equipment with the total value of 
instrumental measurement error of less than 0.08 (the upper 
limit for a polygonal prism, which corresponds to the plane 
angle secondary reference standard) is required. Such highly 
precise instruments are not readily available at regular 
instrument-making enterprises. Therefore, in the course of 
research and development, an original method was found, and 
a device was developed that, using the high stability of the 
polygonal quartz prism angles, provided increased reliability 
of input corrections of the SPP-19.001 calibration curve and 
allowed for automating the process of verifying the rotary 
table angle measurement accuracy (the method is patented 
[12]), while a patent is pending for the associated device. In 
2022-2023, this method and device were used to inspect and 
research the Automated Angle Measuring Complex (AAMC) 
with a 24-faced quartz prism [13]. The results of comparison 
of experimental data with the results of rotary table inspection 
at D.I. Mendeleev Institute for Metrology with the primary 
reference standard for plane angle measurement in 2014 are 
shown in Table 1. 

For the rotary table design, the rigidity of the body was 
strengthened and an original arrangement of power units was 
introduced, which reduced the angular deformations of the 
body and other errors caused by elastic pliability. 
Additionally, an original method for controlling the body 
deformations described in the patent [14] was applied. 
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Table 1. 

 
 

Systematic errors of the rotary table are periodic and can be 
represented as a harmonic series. Fourier analysis of the 
inspection results using a 24-faced reference prism and an 
autocollimator was applied to create the compensation curve. The 
result of Fourier series expansion of the obtained curves for 
vertical and horizontal positions of the rotary table axis are shown 
in Table 2. 

Table 2. 

 
 

The algorithmic compensation curves for the corresponding 
position of the rotary table axis are determined by means of 
substituting the coefficients given in Table 2 into the formula: 
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Long-term observations during the production of precision 
rotary tables such as SPC-383 and SPP-19.001 have shown that 
the amplitudes of higher harmonics contribute less to the resulting 
error curve. Therefore, in order to reduce labor intensity, it is 
optimal and sufficient to perform tests with a 24-faced prism and 
to use only the first 12 harmonics in the analysis. 

The graph of the angle measurement error of the SPP-
19.001 rotary table following the introduction of algorithmic 

compensation (plotted over 10 reversed rotations) is shown in 
Fig. 2. 

 

 
Fig.2 Graphs of rotary table errors after compensation. 

 

The first two samples of rotary tables SPP-19.001 (work 
nos. Н201001, Н201002) were sent to D.I. Mendeleev 
Institute for Metrology to ascertain the type of measuring 
instrument. The results of testing at the leading metrological 
institute of the Russian Federation conducted in accordance 
with the metrologically approved methodology [15] confirmed 
the claimed accuracy class. Graphs of the plane angle 
measurement error test results are shown in Fig. 3. 

 
Fig.3 Graphs of errors of two rotary tables obtained  

at D.I.Mendeleev Institute for Metrology. 
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Graphs in Fig. 4 show observations of the temporal 
instability of the angle measurement error of two sample  
SPP-19.001 rotary tables. 

 
Fig. 4 Graphs of errors of two rotary tables obtained  

for one year of observation. 
 

A series of tests for two SPP-19.001 rotary tables, 
conducted over a period of 11 months, confirmed a 
sufficiently high convergence of results. It should be taken 
into account that the testing at the manufacturer’s enterprise 
and at D.I. Mendeleev Institute for Metrology was carried out 
using different measuring instruments, before and after 
transportation tests (Saratov – St. Petersburg, St. Petersburg – 
Saratov, 1580 km each way and back). A verification interval 
of 2 years was assigned for the SPP-19.001, according to the 
results of documentation analysis and actual tests conducted. 

III. EXPANSION OF FUNCTIONAL CAPABILITIES 

SPP-19.001 was created for inspecting a wide range of 
devices produced by Academician Pilyugin Center, as well as 
in consideration of the possibility of supplying the rotary table 
to other enterprises of rocket, space, aviation and other 
industries. The manufacturer of the SPP-19.001 produces 
more than 10 varieties of high-precision induction angle 
sensors and sine-cosine rotary transformers, which are 
important elements in gyrostabilized platforms, 
gyrocompasses and other rocket and space equipment. In these 
types of angle sensors, the angle of rotation of the rotor 
relative to the stator is proportional to the time interval 
between the Start and Stop pulses generated by service 
electronics. Considering this, it was important to supplement 
the rotary table with a metrologically validated time interval 
measurement function. The results of rotary table certification 
by this parameter are summarized in Table 3. 

Therefore, the SPP-19.001 rotary table can be 
implemented in the composition of an automated workplace 
for verification of parameters of induction angle sensors, 
making it possible to exclude expensive standard time interval 
meters, and to significantly reduce the inspection time. The 

SPP-19.001 can also be used to inspect other devices with 
time proportional output signal. 

Table 3. 

 
 

During the manufacturing process, when inspecting 
navigation devices and their elements, not only static tests on 
precise angular positioning, but also dynamic tests are 
conducted, which imply setting of angular rates and 
synchronization of data from the test equipment and from the 
device under inspection. This feature is fully realized in the 
SPP-19.001. The range of reproducible angular rates from 
0.005 to 10°/s was selected in consideration of the parameters 
of instruments used in spacecraft and upper (booster) rocket 
stages, i.e. precision angular rate sensors, integrating 
gyroscopes, etc. The claimed high accuracy of angular rate 
setting is confirmed by verification conducted at D.I. 
Mendeleev Institute for Metrology (see Table 4). 

 

Table 4. 

 
 
The SPP-19.001 has another feature to simplify its 

integration with newly developed or already implemented test 
equipment sets – a synchronization and time gating function 
that allows the user to assign a “leader” and a “follower” 
during the inspection process. If SPP-19.001 is assigned as the 
leader, it will form time gating pulses tied to events (when a 
specified angle or a series of angular positions is reached, at 
regular time intervals, etc.), while the follower will record the 
values of the output signal from the device under inspection as 
guided by the received gate pulses. If a test equipment set of 
the inspected device is assigned as the leader, the rotary table 
receives gating pulses from it and records proper values of 
angle, time, etc. by the edge of the gate pulse. The results of 
testing of time gating when reaching a specified angular 
position, conducted at D.I. Mendeleev Institute for Metrology, 
are shown in Table 5. 

The control algorithms and software of SPP-19.001 have 
been significantly redesigned to expand functionality. New 
drive control algorithms allow for softer and quieter rotation, 
acceleration to the required speed is faster, and more accurate 
positioning is ensured [16]. Clear division of functions 
between the two controller units and the single-board 
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computer is introduced. The controller unit for drive control 
and angle sensor data processing was specially developed at 
Production Association Korpus for this task, and it is installed 
in the mechanical part of the rotary table. Command reception 
and data exchange with the single-board computer built into 
the table control unit is performed via a high-speed serial 
interface with a unique exchange protocol. The second 
controller unit is located in the control unit, and is deigned to 
receive and process the Start and Stop pulses. Its data is also 
transmitted to the single-board computer via the unique 
exchange protocol interface. 

 

Table 5. 

 
 
The SPP-19.001 uses built-in, original in-house developed 

software, designed to control the process of setting spindle 
rotation parameters and measurements. All software is 
certified with the “High” level of protection in accordance 
with metrological regulations and recommendations. A 
possibility of unauthorized influence on software and 
measurement data is effectively eliminated. The end user is 
also able to connect external devices via standard 
communication interfaces using dynamic libraries, as well as 
to remotely control table operation modes via standard Client 
and Server procedure, using a specially designed exchange 
protocol. The manufacturer provides full technical support 
when the SPP-19.001 is used as part of end user’s custom test 
equipment set. 

 

IV. CONCLUSIONS 

As a result of the research and development initiative, a 
more advanced rotary table has been created, which can be 
used in the development of automated workplaces for 
inspection of parameters of navigation devices and their 
elements, as well as in other areas of science and technology, 
in which precise setting and measurement of plane angles and 
angular rates are necessary. Visual appearance of the precision 
rotary table SPP-19.001 is shown in Fig. 5, and technical 
characteristics are given in Table 6. 

 
 
 

Table 6. 

Characteristic Value  

Angular rate measurement range, °/s 0.005 up to 10 

Tolerance limits of relative error of angular 
rate measurement for 360° angle (δchange), 
%  

 
 

±0.005 

Angular rate setting range, °/s 0.005 up to 10 

Relative deviation of angular rate from the 
set value (dev), %, not more than: 
- for 360° angular displacement  
- for 15° angular displacement 
- for 5° angular displacement 

 
 

±0.01 
±0.05 
±0.1 

Relative instability of angular rate (δinstab), 
%, not more than: 
- for 360° angular displacement  
- for 15° angular displacement 
- for 5° angular displacement 

 
 

±0.01 
±0.05 
±0.1 

Measuring range of rotation angles ±360° 

Tolerance limits of absolute error of 
rotation angle measurements 

 
±0.25" 

Maximum deviation from the set rotation 
angle 
- in automatic mode 
- in manual mode 

 
±0.5" 
±0.1" 

Measurement range of interval between 
Start and Stop signals and period of these 
signal sequencing, s 

 
 

1·10-5 up to 10 

Tolerance limits of absolute error of 
measurement of interval between Start and 
Stop signals and period of these signals 
sequencing, µs 

±0.01 

Measurement range of synchronization 
pulses sequencing period, s 

 
1·10-5 up to 10 

Weight of device under test, kg, not more 
than 
- with vertical position of the rotary axis 
- with horizontal position of the rotary axis 

 
50 
35 

Dimensions, mm, not more than:  
- rotary table LxWxH 
- control unit LxWxH 

 
320х330х320 
320х210х325 

Weight, kg, not more than: 
rotary table/control unit 

 
85/10 

Verification frequency, month 24 

National Register of Measuring Equipment 
no.[17] 

no. 91991-24 

 
Fig. 5 The appearance of SPP-19.001. 
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Considering the experience of using the previously developed 
rotary tables UK and SPC-383, which have proven history of 
operation reliability, the improved model of the rotary table is 
expected to find wide application at industrial enterprises and 
the leading scientific centers of the Russian Federation. 
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Abstract — When creating gyroscopic devices and their 
testing tools, digital angle encoders that have passed 
metrological control are widely used. According to the state 
verification schedule, angle measuring devices operating in 
dynamic mode ‒ dynamic goniometers - are used for 
measuring a flat angle. The paper considers a dynamic 
goniometer, provides an analysis of its instrumental error, 
which allows increasing the accuracy of angle encoder 
calibration. 

Keywords — dynamic goniometer, angle encoder, angle 
measurements 

I. INTRODUCTION 
The Euramet guidelines [1] state that the primary means 

for calibrating angle encoders is a reference angle measuring 
table with a measurement limit of 360° and the ability to be 
positioned at any given angular position.  

Typically, such a table contains a high-precision optical 
angle encoder with more than 36,000 marks per revolution 
with an electronic interpolator and several optical reading 
heads, which allows you to obtain an angular resolution of 
less than 10-2". It is noted that the advantage of using such 
encoder is the ability to calibrate angle encoder with a large 
number of discrete steps and work in dynamic mode. 

The dynamic goniometer (DG) [2] includes the reference 
encoder mounted on a spindle rotating in bearings, an engine 
and its control system, a signal registration unit and a 
computer. The dynamic goniometer calibrates the encoder 
mounted on the DG spindle, with its joint continuous rotation 
with the reference encoder. The DG allows you to calibrate 
various types of angle encoders in dynamic mode with high 
accuracy and minimal span time. 

Increasing the accuracy of a gyroscopic device is closely 
related to increasing the accuracy of its components, in 
particular, the reference angle encoder and increasing the 
accuracy of their calibration. 

For this purpose, it is necessary to improve the methods and 
techniques for improving DG accuracy. The identification of 
the DG systematic error allows you to eliminate it, reducing it 
to a random value. Therefore, it is an important task to identify 
and eliminate sources of random error. 

II. METHOD 

A. Determination of the DG systematic error 

Cross-calibration methods are used to determine the 
systematic error of the angle measuring table [3-5]. The 
systematic errors of the two angle encoders involved in the 

measurements are determined by these methods without the 
use of additional tools. The cross-calibration method consists 
in performing serial turns of the tested angle encoder relative 
to another angle encoder at angles determined by the 
discreteness of the encoder, taking into account that the 
systematic error in angular displacement by 2π is zero. 

For prisms with a small number of faces, measurements 
take a limited time, and the calculation process does not 
cause significant problems. However, if the discreteness of 
the tested optical angle encoder is tens of arc seconds, then 
the use of the method becomes technically difficult due to 
the large number of turns at small angles. 

For DG, the cross-calibration method can be modified 
[6]. In this case, a ring laser is used as a tested encoder. The 
ring laser is characterized by a high uniformity of the angular 
scale created by the electromagnetic wave during its rotation. 
The unevenness of its angular scale is mainly located on the 
first two harmonics [2, 7]. This makes it possible to identify 
the systematic error of the DG with a small number of turns 
of the ring laser. The measurements showed that with 3 
angular displacements of the ring laser with a step of 120 °, 
the methodological error does not exceed 10-2", which is 
comparable to the random error of the measurements. 

B. Method for determining the random error 

The DG random processes largely determine its potential 
accuracy. At the same time, random processes can be 
stationary and non-stationary. In the case of stationary 
processes, their contribution to the random error can be 
reduced by multiple measurements.  

In the case of non-stationary processes, the situation is 
more complicated. The reason for the non-stationary random 
processes in the DG are the processes in the ball bearings in 
which the DG spindle is fixed.  

There are certain methods for analyzing non-stationary 
processes, for example, Allan and Hadamard variances, and 
Wavelet analysis. The Allan variance was proposed as a 
characteristic of time and frequency standards back in the 
1960s [8]. However, there are no theoretical restrictions on 
the use of the Allan variance for the analysis of other types 
of measured quantities. The Hadamard variance is insensitive 
to linear drift, so its application in conjunction with the Allan 
variance is useful to refine the noise model [9]. Wavelets 
[10] were introduced in the 1980s for the analysis of seismic 
and acoustic signals, and are now widely used in the analysis 
of non-stationary signals. Unlike Fourier-spectra, in which 
local signal features (discontinuities, steps) manifest 
themselves in the form of barely noticeable bursts, the 
wavelet allows you to identify these features, as well as 
determine the temporary change in the frequency 
composition of the signal [11].  Russian science foundation, Grant no. 20-19-00412 
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III. EXPERIMENTAL STUDIES 

Experimental studies of a dynamic goniometer with a 
angular-contact ball bearing and an optical angle encoder 
with a holographic scale and two measuring heads have been 
carried out. The resolution of the encoder’s scale is 4", the 
unevenness is less than 0.5". The measurements were carried 
out during 25 revolutions of the shaft of the dynamic 
goniometer at rotational speeds 0.2 π, 3 π and 5.6 π rad/s 
from the dynamic range of rotation speeds. 

To measure the DG random error, the method proposed 
in [7] was used. The method includes: taking data at equal 
angular intervals simultaneously from two diametrically 
positioned measuring heads during several revolutions of the 
spindle; averaging over revolutions; forming an array of 
random variables as a deviation from the average in each 
revolution. 

 The data was read out at angular intervals equal to 0.05''. 
The array of random variables was analyzed using Allan 
variances, in accordance with the recommendations of [13] 
and Hadamard variances. Since the data capture clock was 
set at equal angular intervals, the Allan variance was built 
depending on the angle of rotation of the DG spindle. 

Figure 1 shows Allan variances at different rotational 
speeds. 

 

Fig. 1. Allan variances depending on the angle of rotation at rotation 

speeds: 1 – 0,2  π rad/s; 2 – 3 π rad/s; 3 – 5,6 π rad/s 

It can be seen from Fig. 1 that the nature of the curves at 
different speeds of rotation differs slightly from each other 
and depends on the angle of rotation. At small averaging 
angles (up to 1°), white noise prevails (slope –1/2), then 
sinusoidal noise prevails. 

Note that the Hadamard variance at different rotational 
speeds has a similar character as the Allan variance. That is, 
at small averaging angles, white noise prevails, then 
sinusoidal noise prevails. 

Figure 2 shows the variances of Allan and Hadamard for 
a rotation speed of 3 π rad/sec. Having a similar dependence 
on the angle of rotation, the values of the variances differ. 
Taking into account that the Hadamard variance, according 
to [9] unlike the Allan variance, is not sensitive to linear 
drift, it can be assumed that the difference between curves 1 
and 2 (Fig. 2) is due to the fact that linear drift in the 

frequency of sinusoidal noise is present in the array of 
random variables. 

 

Fig. 2 Variances at a rotation speed of 3 π rad/s: 1 – Allan; 2 – Hadamard 

Thus, random processes in dynamic goniometers with a 
ball bearing are non-stationary, white noise, sinusoidal 
oscillations and linear drift are appeared. 

From comparing the nature of random processes taking 
place in a DG with an air bearing and a ball bearing [14] it 
follows that sinusoidal oscillations are caused by processes 
taking place in the bearing. 

To study the change in the frequency composition of the 
signal over time, we use Wavelet analysis. The wavelet 
spectrum, which represents the values of the wavelet 
coefficients in the time-frequency domain, for low 
frequencies for a speed of 3 π rad/s is shown in Fig. 3. The 
frequency domain is selected in such a way as to focus on the 
most significant impact associated with the rotational speed 
of the ball bearing separator used in the DG. 

 

Fig. 3 The wavelet spectrum of an array of random variables characterizing 

a random error at a rotational speed of 3 π rad/s 

Figure 3 shows that frequencies in the range from 0.54 to 
1.5 Hz are manifested unevenly throughout the measurement 
time, both the amplitude changes and the effect of frequency 
blurring is observed. Presumably, this is the reason for the 
detection of linear frequency drift when using Allan and 
Hadamard variations. 
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IV. CONCLUSION 

Methods to determine and study the instrumental error of 
the DG have been developed. The DG design features allow 
you to determine the quality of its bearing assembly without 
using additional equipment. Using the Allan and Hadamard 
variance methods, it was determined that in the arrays of 
random variables characterizing the random error, in addition 
to white noise, there is sinusoidal noise, as well as linear 
frequency drift. The wavelet analysis confirmed the 
frequency change over time. These processes do not depend 
on the speed of rotation, therefore, in the future, an urgent 
task is to explore the possibilities of filtration, in order to 
further increase the accuracy of measurements with a 
dynamic goniometer. 

The developed methods made it possible to create a 
number of angle measuring units operating in dynamic mode 
in the range of angular velocities (0.1 ÷ 20)π rad/s with an 
error of 0.2" ÷ 1", which are listed in the register of 
measuring instruments.  
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The main objective of this work is to develop a method for 

determining the deadband of fiber optic gyroscopes during the 
production stage for controlling a target parameter that affects 
the quality of the final product. The proposed algorithm can be 
used both at the adjustment stage to select the feedback 
coefficient, which reduces the size of the deadband, and at the 
stage of control tests in the operating temperature range to 
assess the quality of the manufactured sensor. The study of the 
algorithm has shown the limiting accuracy of the results 
obtained, which can be increased by changing the test method. 
The proposed algorithm is based on the least squares method, 
from which all the advantages are inherited: the absence of 
preliminary signal filtering and robustness to outliers. The 
work demonstrates a way to optimize calculations and 
automate the adjustment process. 

Keywords — deadband, dead zone, fiber optic gyroscopes, 
least square method, automation. 

I. INTRODUCTION 

Fiber optic gyroscopes (FOG) are navigation-grade 
angular velocity sensors that require precise rotation 
measurement. In closed-loop interferometric fiber optic 
gyroscopes, a phenomenon known as the deadband (DB) is 
observed. Much research [1,2,3] has focused on developing 
methods to eliminate or compensate for this error in the FOG 
output signal. However, in mass production, measuring the 
deadband's magnitude remains necessary to ensure the 
absence of errors in specific units.  

To minimize the impact of the deadband, adjusting the 
FOG's feedback parameters is employed with measuring the 
current deadband, which requires some form of quantitative 
assessment. This necessitates automated test processing and 
the development of a reliable algorithm for calculating the 
target deadband parameter.  

Deadband observation tests involve slowly and uniformly 
changing the direction of the sensitivity axis near the zero 
projection of the Earth's angular velocity. This paper 
proposes a novel algorithm based on the least squares 
method (LSM), that enables efficient calculation of the 
deadband’s magnitude. LSM offers advantages such as 
robustness to outliers and the ability to handle data without 
preliminary filtering. 

II. ALGORITHM DESCRIPTION 

The proposed method for calculating the deadband of a 
fiber optic gyroscope is based on the least squares method. 
However, instead of determining the coefficients of a linear 
regression, the task is interpreted as finding a state vector. To 
achieve this, it is necessary to define a model for the 
behavior of the deadband error, with the estimation set to 
zero within the expected deadband region (1): 

 0 1

1 2

0 2

ˆ ( ) ,

ˆ ( ) 0,

ˆ ( ) ,

  

  

  
   
   

t t for t t

t for t t t

t t for t t

 

where ˆ ( )t  – evaluation of the FOG signal in the low 
angular velocity zone [°/ч], [°/ч], ε – rate of change of 
Earth’s rotation projection onto the sensitivity axis [°/ч2]; ω0 
– Earth’s rotation projection onto the sensitivity axis at the 
initial position [°/ч]; t – time elapsed since the start of the 
test [ч]; t0 – time of true zero angular velocity projection, 
denoted as ω0/ε [ч]; t1 – time of entering the FOG deadband 
[ч]; t2 – time of exiting the FOG deadband [ч]. 

While the actual behavior of the FOG signal within the 
deadband might exhibit slight variations [4], this 
representation serves as a sufficiently accurate 
approximation for estimating the deadband magnitude 
(Figure 1). Since the deadband, by definition, pertains only 
to the region of small angular velocities, trigonometric 
functions in the model description can be neglected based on 
the small-angle approximation. This allows us to transition to 
a linear law for describing the test with a zero deadband. 

The coefficients of the linear regression are 
predetermined from the testing methodology: ε = 
UUp/N·sin(Ωt)≈UUp/N·Ωt and ω0 = UUp/N·sin(ߙ)≈UUp/N·ߙ,	
where	 Ω is the specified rotation rate of the test equipment 
[rad/s], ߙ is the initial positioning angle [rad], and the 
projections of the Earth’s angular velocity UUp=U·sin(߮) and 
UN=U·cos(߮) are chosen based on the direction of the 
rotation projection on the test equipment (U is the Earth’s 
angular velocity, ߮	 is	 the	 latitude	 of	 the	 test	 location). In 
practice, these coefficients can be easily computed 
numerically before starting the algorithm. However, 
incorporating this a priori information can enhance the 
accuracy of the estimated parameters. 

 

Fig. 1. . Visualisation of the algorithm result 
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Due to the presence of discontinuities in the function 
within the FOG signal's deadband, the fundamental 
properties of linearity are violated. Consequently, novel 
approaches are required to find the optimal solution for this 
piecewise-smooth function. One such method is multi-
criteria optimization [5], which allows for retaining the 
optimality criterion based on the least squares method 

2ˆ( ) min   or selecting an analogous criterion to reduce 
computation time. To further optimize calculations, sliding 
data processing methods can be employed, transitioning to 
an asymptotic algorithm complexity of O(N²). An example 
of the main algorithm loop, following the initialization of all 
initial conditions and the initial FOG signal estimation 
ˆ ( )t with zero unknown variables, is presented as a flowchart 

in Figure 2. 
 

 
Fig. 2.   Block diagram of the main cycle of the algorithm 

 Where SD - storage area of the minimum standard 
deviation value, DB - storage area of the optimal value of the 
deadband with the minimum standard deviation, N - last 
element of the data array.  

 Depending on the specific objectives, the target 
parameter can be defined as either the entire deadband region 
(t2-t1) or the maximum deviation from the zero signal max(t0-
t1; t2-t0). When evaluating the quality of an angular velocity 
sensor to meet the requirements of an inertial navigation 
system, it is essential to consider the maximum deviation 
from the zero signal. This is because the accuracy of 
gyrocompassing depends on the magnitude of this parameter. 

III. ALGORITHM ACCURACY ANALYSIS 

The primary errors in calculating the deadband using the 
proposed algorithm can be categorized as methodological (a 
single realization with different pre-averaging of the signal 
yields different results) and instrumental (different 
realizations with the same pre-averaging of the signal 
produce different results). For visualizing the deadband 
manifestation, it is convenient to use signal averaging with a 
certain window for smoothing the noise component. 
However, any filtering distorts the entry/exit boundaries of 
the deadband and introduces methodological errors in 

subsequent data analysis. The proposed method does not 
require preliminary signal smoothing and can be applied 
directly to the raw data. Figure 3 illustrates the dependence 
of the distortion in the deadband estimation on the pre-
averaging time of the signal with several different noise 
characteristics, using simulated data. 

 
Fig. 3.  Dependence of the error in determining the deadband value on 
averaging 

Instrumental errors pertain to the accuracy of the 
measured signal. For FOGs, the standard deviation (SD) is 
determined based on its noise characteristics, primarily angle 
random walk, which follows a normal distribution: 
σ=ARW/√Δt (where Δt is the sensor sampling period). The 
accuracy of the deadband calculation is inversely 
proportional to the square root of the time spent within the 
deadband region: σDB~σ/√t. Typically, it is not feasible to 
modify the sensor's measurement accuracy to obtain a more 
adequate deadband estimation. Therefore, achieving the 
required accuracy is ensured by increasing the time spent 
within the deadband region. This can be accomplished by 
reducing the rate of change of the Earth's angular velocity 
projection. However, in certain situations, the minimum 
rotation speed of the test equipment might be insufficient. In 
such cases, one can employ rotations of the gyroscope's 
sensitive axis with discrete steps and hold each position for 
the required amount of time. However, it is important to note 
that the estimated deadband will also be discrete, depending 
on the chosen step size. It is permissible to utilize combined 
continuous and discrete rotations, as the calculation 
algorithm remains unchanged for either method. An 
alternative approach is to repeat the test k times and average 
the obtained results, which is equivalent to increasing the 
time spent within the deadband region by a factor of k times. 

 

Fig. 4.  Accuracy of determining the deadband size under various 
conditions 
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The smaller the actual deadband magnitude, the more 
challenging it becomes to obtain a reliable estimation amidst 
measurement noise (Figure 4). The dispersion of the 
calculated deadband estimation not only varies with the size 
of the actual deadband but also transitions from a normal 
distribution of a random variable to a Laplace distribution 
(Figure 5). When selecting a testing methodology, it is 
crucial to ensure that the calculation accuracy at zero 
deadband overlaps with the required sensor accuracy or the 
required gyrocompassing accuracy in the case of an inertial 
navigation system. 

 
Fig. 5.  Distribution of the calculated estimate of the deadband for 
different given (true) values of the deadband. 

IV. APPLIED USE OF THE ALGORITHM 

To reduce the deadband level during FOG production, 
feedback coefficient adjustment is employed. This operation 
involves conducting a series of tests to verify the FOG's 
deadband with a predefined range of coefficients and 
selecting the optimal one with the least deadband magnitude. 
After each test, there is a need for quantitative assessment of 
the measured value, which can be obtained using the 
proposed algorithm. Having a numerical deadband 
estimation at each step makes finding the optimal coefficient 
with minimal deadband magnitude a trivial task (Figure VI). 

 

Fig. 6.  Dependence of the deadband on the feedback coefficient 

The availability of an algorithm for calculating the 
deadband estimation and searching for the optimal feedback 
coefficient with the required accuracy allows for automation 
of the adjustment process. By connecting the workstation to 
the laboratory stand and the fiber-optic gyroscope, it is 
possible to control the stand and obtain immediate results 
from the sensor. To save time, a fast test cycle can be 
performed to preliminarily identify the vicinity of the 
optimal feedback coefficient, followed by a slow cycle for 
precise determination of the optimal feedback coefficient. 

V. CONCLUSION 

A high-quality and optimized algorithm for calculating 
the deadband of fiber-optic gyroscopes (FOGs) has been 
proposed. This algorithm allows for the determination of 
target parameters from test results. Methodological errors in 
deadband estimation calculations have been reduced to zero, 
and accuracy is limited only by the sensor's instrumental 
errors – specifically, noise characteristics. Recommendations 
have been provided for testing methods to achieve the 
required accuracy levels. The algorithm is suitable for any 
chosen methodology: continuous, discrete, or combined. 
Utilizing the proposed algorithm in production enables 
automation of test calculations and reduces risks associated 
with human error. Additionally, having an estimate of the 
target deadband parameter allows for the automation of the 
FOG adjustment process. 
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Аbstract—Within the Bayesian approach, a nonlinear 
estimation problem is considered and the solution 
algorithms based on linearization and using recursive 
and nonrecursive measurement processing schemes are 
discussed. A recursive iterative batch linearized 
smoother is proposed, which has the advantages of the 
non-recurrent processing scheme and provides accuracy 
close to potential. The relationship of synthesized 
algorithm with factor graph optimization algorithms is 
discussed. 

Keywords—nonlinear estimation, Bayesian approach, factor 
graph, optimization, recursive algorithms, nonrecursive algorithms, 
Kalman filter 

I. INTRODUCTION 

Algorithms based on Bayesian estimation theory have 
been widely used in navigation information processing. 
Significant progress has been made in constructing these 
algorithms, especially those applied to linear estimation 
problems solved using recursive Kalman-type algorithms 
which are essentially universal. As for nonlinear estimation, 
there is no such a universal algorithm for them, so the 
development of efficient algorithms, including those for 
navigation applications, is still a relevant task. Recently, a 
lot of literature devoted to the navigation information 
processing is focused on nonrecursive algorithms based on 
the methods of factor graph optimization, known as factor 

graph optimization algorithms (FGOA) [1–14]. The factor 
graph optimization methods are being actively implemented 
in the algorithms for integrated navigation information 
processing, especially in robotic applications [1, 3, 5, 7–14], 
and in the algorithms for simultaneous localization and 
mapping (SLAM) [2, 4, 5, 10–12]. 

The idea of FGOA consists in reducing the estimation 
problem to minimization of the functional, which is a 
quadratic form of a high-dimensional vector with a sparse 
matrix, i.e. a matrix with a small number of non-zero 
elements. The advantages of FGOA in comparison with 
recursive Kalman-type filtering methods (primarily the 
extended Kalman filter (EKF)) include higher accuracy [1, 
3, 7, 9], robustness to possible measurement gaps and non-
Gaussian measurement errors [3, 9, 13], and lower 
computational complexity of algorithms thanks to the sparse 
form of matrices [2, 7]. It should be noted that in most 
works on the FGOA application, little attention is paid to the 
real reasons for the mentioned advantages of the obtained 
algorithms in terms of accuracy and robustness compared to 
the estimation algorithms synthesized within the Bayesian 
approach; the authors usually limit themselves to 
comparison with the EKF. However, such a comparison 
would be useful, since both EKF and FGOA are actually 
approximate solutions to the optimal estimation problem 
formulated within the Bayesian approach. In other words, 
both algorithms are suboptimal from the standpoint of the 
Bayesian approach, and both are based on linearization. At 
the same time, it should be borne in mind that the main 
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distinguishing feature of the estimation algorithms 
implemented using the software for FGOA application is 
associated with a nonrecursive (batch) scheme of 
measurements processing. In this case, in contrast to the 
EKF, the estimate is found on assumption that the entire set 
of measurements (a batch of measurements) accumulated by 
the current time is used simultaneously at the current step. 

Taking into account the above, it is advisable to discuss 
the features of factor graph optimization-based algorithms 
for solving the estimation problems, basing on the 
estimation problem statement within the Bayesian approach 
and taking into account the large experience gained in the 
synthesis of algorithms and research of their efficiency, 
without limiting ourselves to comparison only with the 
EKF, which is the purpose of this presentation. 

II. BAYESIAN STATEMENT OF NONLINEAR ESTIMATION 

PROBLEM, AND RECURSIVE AND NONRECURSIVE SCHEMES 

FOR ITS SOLUTION  

A. Problem Statement 

We consider the problem of nonlinear estimation of a 
random n-dimensional vector described by means of a 
shaping filter 

  1k k k kk kx f x w u    

according to m-dimensional measurements in the following 
form: 

 ( ) .k k k ky h x v   

In these relations, it is assumed that k is the discrete time 
index; uk = (u1k,…,unk)T is the n-dimensional vector of 
known input signals (if double subscripts are used, the first 
subscript hereinafter corresponds to the number of 
component, and the other one to the time); x0 is the n-
dimensional random Gaussian vector with a given 
probability density function (PDF) 0 0 0 0( ) ( ; , )p x N x x P ; 

wk is the nw-dimensional zero-mean Gaussian white noise 
which is independent of x0 and has a known covariance 
matrix Qk with dimension nw×nw; Гk is matrix with 
dimension n×nw; vk is m-dimensional zero-mean discrete 
Gaussian white noise which is independent of x0 and wk and 
has a covariance matrix Rk. The specificity of the nonlinear 
estimation problem under study lies in the fact that fk(•), 
hk(•) are known nonlinear n- and m-dimensional vector 
functions which describe the behavior of the state vector and 
the model of measurements. 

The solution to the estimation problem within the 
Bayesian approach essentially consists in obtaining some 

optimal estimate of the state vector ˆ ( )opt
kkx Y  according to 

the measurements 1( ,..., )T T T
k kY y y and, if possible, a 

respective conditional covariance matrix of estimation errors 

( )opt
kkP Y , which characterizes its current (corresponding to 

a particular set of measurements kY ) accuracy.  

In the theory of estimation, the problems are usually 
divided into three groups: filtering, prediction, and 
smoothing problems [16, 17]. In this work, we will consider 

the algorithms used in filtering and smoothing problems. 
The specific feature of filtering is that the estimate at some 
j-th time point is obtained using only the measurements with 
indices i j , while in smoothing the entire available set of 

measurements 1.i k is used.  

Estimate ˆ ( )opt
kkx Y , which is RMS-optimal, is known to 

be defined as follows [16, 17]: 

    ˆ / ,opt
k k k k kkx Y x p x Y dx   

where  /k kp x Y is PDF that is posterior (conditional) in 

relation to measurements.  

It should be noted that within the Bayesian approach, 
along with the RMS-optimal estimate (3), the estimate (4) 
corresponding to the maximum of the a posteriori PDF is 
often found: 

    ˆ argmax / .
k

k k kk
x

x Y p x Y  

It is clear that it is necessary to know the a posteriori 
PDF  /k kp x Y , in order to find the estimates of the form 

(3), (4) . 

B. Recursive Algorithms 

As a rule, when discussing the proposed algorithms, it is 
often assumed by default that a recursive processing scheme 
will be used, i.e., algorithms that a recursive in relation to 
measurements are constructed. Such algorithms are 
synthesized widely using the recursive relationships for a 
posteriori PDF, which have the following forms [16, 17]: 

      
   

1

1
,k k k k

k k
k k k k k

p y / x p x / Y
p x / Y

p y / x p x / Y dx







 

     1 1 1 1 1,k k k k k k kp x / Y p x / x p x / Y dx      

where p(yk/xk) is the likelihood function; p(xk/Yk–1) is the 
PDF of prediction; p(xk/xk–1) is transition PDF. 

Taking into account (1), (2) and the above assumptions, 
we can write: 

    ; ( ), ,/k k k k k kp y x N y h x R  

      1 1; , .T
k k k k k k k k kp x / x N x f x u Q     

To construct efficient suboptimal algorithms, it is 
necessary to develop procedures with low computational 

load, which provide an estimate  ˆsub
kkx Y  slightly differing 

from nonlinear optimal estimate (3) in terms of accuracy, 
and also provide a computational accuracy characteristic in 
the form of a covariance matrix of estimation errors, which 
is consistent to real.  As was mentioned in the introduction, 
the algorithms meeting the latter requirement are called 
consistent [18]. 
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Another popular group of algorithms which is of interest 
for the purposes of this work is intended for the above-
mentioned smoothing problems. For these, recursive 
relationships for PDF have also been obtained to facilitate 
the construction of appropriate algorithms, and for the linear 
problems, computationally efficient algorithms based on the 
Kalman filter (KF) and subsequent processing of the 
respective estimates in reverse time have been developed 
[16, 19]. 

C. Nonrecursive Algorithms 

Along with recursive algorithms, the desired estimate of 
the state vector at an arbitrary time point can be obtained by 
finding it as part of the estimate for vector 1( ,.... )T T T

k kX x x  

which includes the values of ix  for all time points 1.i k , 

by the vector measurement 1( ,.... )T T T
k kY y y . To obtain this 

estimate, it is necessary to solve the problem formulated as 
follows. Constant vector kX  with a priori PDF ( )kp X  is to 

be estimated by m k  measurements 

 ( ) ,k k kY H X V   

where 1 1( ) ( ( ),..... ( ))T T T
k k kH X h x h x , 1( ,.... )T T T

k kV v v  is the 

composite vector of measurement errors with a block-

diagonal covariance matrix kR  with matrices Ri, 1.i k  on 

the main diagonal. To obtain the desired estimate, a 
posteriori PDF ( / )k kp X Y  should be known, which is 

defined as 

 ( / ) ( ) ( / ),k k k k kp X Y сp X p Y X  

where с is normalizing factor. 

Since the estimated sequence is of Markov type, it is 
easy to verify that ( ) ( / )k k kp X p Y X  can be represented in 

the form 

0 1
1 1

( ) ( / ) ( ) ( / ) ( / ).
k k

k k k i i i i
i i

p X p Y X p x p x x p y x
 

   

Taking into account the Gaussian form of the vector of 
initial conditions and the vectors of generating and 
measurement noise, we can write the equations  

 1 1

1
( ) exp ( ) ,

2k kp X с J X
   
 

 

 2 2

1
( / ) exp ( ) ,

2k k kp Y X с J X
   
 

 

in which  

 

   

т 1 т
0 0 0 1

11
1т

1

( )
( )

( )

k

i i i i
ik

i i i i i i i

x P x x f x u
J X

Г Q Г x f x u









 
    

  
 
   
 




 т 1
2

1

( ) ( ( )) ( ( ))
k

k i i i i i i i
i

J X y h x R y h x



 
     

 
 

where 1 2,c c are normalizing factors. 

Thus,  


1

( ) ( / ) exp ( )
2k k k kp X p Y X c J X

   
 

 

where 

 

   

т 1 т
0 0 0 1

1

1т
1

т 1

1

( )

( ) ( ) .

( ( )) ( ( ))

k

i i i i
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k i i i i i i i

i

i i i i i i i
i

x P x x f x u

J X Г Q Г x f x u

y h x R y h x


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








 
    

 
 
      
 
 
   
 
 







When implementing the nonrecursive scheme, the 
estimate of the entire composite vector kX  is defined as  

    ˆ / .opt
k k k k kkX Y X p X Y dX   (18) 

If an estimate only at the time point j k  is required, 

we can replace (3) in the nonrecursive scheme with the 
following: 

    /ˆ / ,opt
k j k k kj kx Y x p X Y dX   (19) 

where /ˆopt
j kx  is the estimate obtained by k measurements.  

Usually, when j k , the notation /ˆ ˆopt opt
jj jx x is used. 

It obviously follows from this that when the estimate of the 
composite vector (18) is found, in fact, the estimate 
corresponding to the solution of smoothing problem is 
found for all its components j k . There are two special 

cases of nonlinear problems. One of them relates to the 
estimation of Gaussian Markov sequences when the forming 
filter equations are linear and only the equations of 
measurements (2) are nonlinear. In this case, there are no 
problems with finding PDF ( )kp X , since it will be 

Gaussian. In the other special case, the measurements are 
linear, and equations (1) are nonlinear. In this situation, 
there are no problems with calculating ( / )k kp Y X and the 

main challenge consists in defining ( )kp X . Moreover, even 

finding the Gaussian approximation of this density is a 
nontrivial task [23].  

It is easy to see that for solving the linear Gaussian 
problem in which in (1) and (2)  1 1,k k k kf x Ф x   

( )k k k kh x H x , where kФ  and kH are known matrices 

with dimensions n×n and m×n, the following relationships 
will be true for the optimal estimate of the composite vector 

kX  and the covariance matrix corresponding to it: 
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    1ˆ ,P H R Hopt T
k k k k k k kX Y X Y X    (20) 

   1 1 1( ) ,P P H R HT
k k X k k kY      (21) 

where Hk  is the block-diagonal matrix with matrices Hi, 

1.i k  on the main diagonal, and PX  is the covariance 

matrix corresponding to the composite vector 

0( ,.... )T T T
k kX x x   [17, p. 337]. 

It is well known that the linear Gaussian problem, 
according to the recursive scheme, can be solved using 
known relations for a discrete recursive Kalman filter in the 
filtering mode. If it is necessary to solve the smoothing 
problem, then computationally efficient smoothing 
algorithms should be used. The essence of these algorithms 
lies in the fact that after the filtering problem has been 
solved using the KF, the obtained estimates are processed in 
reverse time, using the relations similar to the KF [16, 19, 
25]. In the context of this work, a distinctive feature of the 
recursive processing scheme is that only the matrices with 
dimension n are subject to conversion when implementing 
the estimation algorithms, while in the nonrecursive scheme, 
the matrices with dimension n×k are converted. 

III. SUBOPTIMAL RECIRSIVE AND NONRECURSIVE 

BAYESIAN ALGORITHMS BASED ON LINEARIZATION 

It is important to emphasize that in the case of fixed 
number of measurements used, it does not matter for an 
estimate that is optimal in one sense or another, whether the 
processing scheme used for its calculation is recursive or 
nonrecursive. The situation is different when using 
suboptimal algorithms, especially those based on a 
linearized representation of nonlinear functions. It is such 
algorithms that are considered further, i.e. it is assumed that  

 
1 1

2 2

1 1( ) ( ) ( ),

( ) ( ) ( ),

л л
i i i i i i i

л л
i i i i i i i

f x f x Ф x x

h x h x H x x

   

  
 (22) 

where Φi, Hi are Jacobi matrices of functions fi(xi-1), hi(xi), 
calculated at the linearization points 1 2,л л

i ix x . 

The simplest recursive algorithm based on linearization 
is the so-called linearized KF (Alg. 1) and the corresponding 
linearized Kalman smoother (KS). Their distinctive feature 
is that a priori mathematical expectations, i.e. 

1 2
1, ,л л

i i i ix x x x   are chosen as the linearization points. 

The algorithm number indicated in parentheses (Alg. 1) is 
used to designate it in the simulation section. The same 
numbering is used for other algorithms. 

Algorithm Alg. 2 which is a EKF and the corresponding 
extended KS has been widely used in solving applied 
problems. Their distinctive feature is that 

1 2
1 / 1ˆ ˆ,л л

i i i i ix x x x   , i.e., the estimate from the previous 

step and its predicted values generated at the current step are 
selected as linearization points. 

Another class of algorithms includes filters with local 
iterations, or iterative EKF (Alg. 3), in which the same 
measurement is processed repeatedly (iteratively) at the 
current step and at the same time, during the next iteration, 

the linearization points are adjusted in accordance with the 
results of processing at the previous iteration. 

Note that in this paper we study the algorithms intended 
for the problems where the a posteriori PDF of the estimated 
state vector changes in the process of measurements 
accumulation from multi-extreme density to single-extreme 
one, often close to the Gaussian form. It is clear that the 
application of algorithms using the Gaussian approximation 
of a posteriori PDF at each step and involving an estimate 
from the previous step for calculating the linearization 
points will be ineffective in such problems, since at the 
initial stage, when there are little measurements, form of a 
posteriori PDF differs significantly from Gaussian, and this 
leads to significant linearization errors.  

At the same time, as was stated in [21, p. 263], it is 
logical to expect that starting from the moment when the a 
posteriori PDF becomes single-extreme, algorithms such as 
recursive batch linearized smoother (Alg. 4) processing a set 
(batch) of measurements that have been accumulated by the 
current time will be efficient. Obviously, the greatest effect 
will be obtained using an iterative batch linearized filter 
(Alg. 5). The specific feature of this algorithm is that 
simultaneous processing of all measurements accumulated 
by the current time point is carried out repeatedly 
(iteratively) during linearization at fixed points, and at each 
iteration the linearization points are adjusted simultaneously 
in accordance with the results of the previous iteration. 
Iteration is understood as the re-processing of all 
measurements accumulated by the current moment. At the 
same time, it is clear that the use of such an algorithm will 
require a high computational load. However, when 
implementing this algorithm, in order to reduce the amount 
of calculations, it is proposed to use recursive iterative batch 
linearized smoother (Alg. 6). There are two stages at each 
iteration of this algorithm. The first one is filtering for all 
time points, using a recursive linearized KF, with 

memorization of the obtained estimates ˆix and covariance 

matrices ˆ , 1.iP i k . The second stage is calculation of 

estimates in the smoothing mode and their corresponding 
covariance matrices in reverse time, using the expressions 
similar to the KF [16, 19, 25]. Obviously, the resulting 
estimates will completely coincide with estimates (19) for 
Alg. 5, since they also correspond to the solution of the 
smoothing problem if the linearization points have been 
selected identically. These estimates are then used as new 
linearization points at the next iteration, and all 
measurements accumulated by the current time point are 
processed again. 

IV. EXAMPLE 

Let us consider an example. We assume that it is 
required to estimate an exponentially correlated sequence kx  

described by means of a linear forming filter: 

 1 ,k k kx Фx Гw u    (23) 

where tФ e   ,  
22

1 tГ e  


   , 2 is the process 

variance,   is the inverse of the correlation interval k , and 
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u is a known time-constant input. Nonlinear measurements 
(2) have the form: 

 2 3
1 2 3 4 ,k k k k ky h h x h x h x v      (24) 

where 1 2 3 4, , ,h h h h are known values. We carry out 

comparative simulation using the statistical test method 
according to the methodology described in [26]. The 
algorithms are compared to an algorithm aimed at 
calculating the RMS-optimal estimates and implemented 
with the use of a particle filter (OPT) with the number of 
particles N = 20,000 [16, 21, 30].  

Simulation was performed with the following 
parameters: σ = 1.5, α = 0.1, r = 0.1, h1 = 0.0875,          
h2 = –0.1825, h3 = 0.01, h4 = 0.01, u = 1, L = 10,000, where 

L is the number of realizations in the statistical test method, 
the sampling interval 1 ,t s   the time of simulation 

20T s . The number of iterations of repeated processing 

of measurements in the iterative algorithms was assumed to 
be equal to 3. Solid blue line in Fig. 1 (left) shows the 
nonlinear function (24); the black dotted lines indicate the a 
priori region 3 , the red line indicates the value of one 
realization of the estimated sequence at time point 1k  , 
and the purple line indicates the measurement corresponding 
to this realization value. The graphs in the middle and on the 
right of Fig. 1 depict a posteriori PDF 

 /k kp x Y constructed for this realization, using sequential 

Monte Carlo methods at time points 1k   and 10k  . 

 
Fig. 1.   Nonlinear function of measurements and a posteriori PDF for  1k   and 10k  . 

In the simulation, unconditional and averaged estimated 
variances were calculated for every μ-th algorithm as 
follows: 

( ) ( ) 2

1

1
ˆ( ( )) ,

L
j j

k k k k
j

G x x Y
L

 



  ( )

1

1
( ).

L
j

k k k
j

G P Y
L

 



   (25) 

All curves in Fig. 2 were obtained at time k using 
measurements with indices i k . According to the 
simulation results shown in Fig. 2, Alg. 2 and Alg. 3 do not 
work, which is fully explained by the evolution pattern of 
the a posteriori PDF shown in Fig. 1, which at the initial 
time point is multi-extreme, and at 10k  it is single-
extreme. The accuracy and the level of consistency of Alg. 1 
and Alg. 4, as well as Alg. 5 and Alg. 6 coincide. At the 
same time, the results of Alg. 5 and Alg. 6 at 10k   are 
close to the potential accuracy corresponding to the OPT. 

The analysis of computational costs showed that Alg. 1 

is 4.5  times simpler than Alg. 4, and Alg. 6 is 6.5  
tomes simpler than Alg. 5. 

Note that the obtained results fully confirm the conclusions 
made in the previous section: the recursive Alg. 6 coincides 
with the nonrecursive Alg. 5 in filtering and smoothing 
problems, but its computational complexity is much lower. 
It is very important that both of them provide accuracy close 
to potential, starting from some time point. Similar results 
confirming the efficiency of Alg. 5 and Alg. 6 were also 
obtained in trajectory tracking [15]. 

 

 
Fig. 2.  Unconditional and averaged estimated values of RMS errors. 

 

V. FACTOR GRAPH OPTIMIZATION ALGORITHMS. 
DIFFERENCE AND INTERRELATION WITH BAYESIAN 

ESTIMATION ALGORITHMS  

Taking into account the linearized representation of 
functions (22), criterion (17) can be represented in a 
quadratic form: 

   ( ) TJ X AX b AX b   S ,  (27) 

where  
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i i i ii iu u f x Ф x   2 2( ) .л л

i i i ii iy y h x H x     The 

estimation problem can thus be reduced to an optimization 
problem, i.e., finding the value of X that provides the 
minimum of the quadratic form (27). Its solution, in turn, is 
reduced to solving a set of linear algebraic equations [27]: 

T TA AX A bS S ,  (28) 

which can be easily verified by taking the derivative of 
criterion (27) with respect to X and equating it to zero. Note 
that in many cases it is difficult to obtain a solution to set 

(28) by direct conversion of matrix TA AS  due to its large 
dimension. At the same time, it should be borne in mind that 
this matrix, like matrices A and S, is sparse. Moreover, 

matrix TA AS  is tridiagonal, i.e. it has non-zero blocks only 
on the principal and lateral diagonals. Reducing the 
estimation problem to the problem of the quadratic form 
optimization for a high-dimensional vector with sparse form 
of the mentioned matrices is, in fact, the reason for using the 
FGOA. 

Note that historically, the need to minimize the quadratic 
criteria in the form of (27) with sparse matrices occurred in 
various problems not related to the theory of estimation. In 
particular, this need may occur when solving partial 
differential equations, including the calculations of 
elasticity, hydrodynamics, and acoustics [27]. 

It follows from the above that the problems solved with 
FGOA are similar to those solved within the Bayesian 
approach using suboptimal nonrecursive algorithms based 
on linearization. Their common distinguishing features are: 
a minimizable criterion represented by a quadratic form for 
a high-dimensional vector, and sparse type of matrices 
making up this form. It is these features that explain the 
popularity of these algorithms in solving the estimation 
problems. The nonlinear nature of the criterion is taken into 
account in the FGOA and in the algorithms synthesized 
within the Bayesian approach in basically the same way, 

based on the iterative scheme for processing a batch of 
measurements, which makes it possible to refine the 
linearization points. In the terminology of the FGOA, in this 
case, this is called re-linearization [13]. In the linearized 
problems, much depends on the choice of the linearization 
point, but in general, the FGOA will correspond to a 
recursive iterative batch linearized smoother (Alg. 6) which 
combines the advantages of nonrecursive refinement of the 
linearization point, and recursive measurement processing. 
Hence, the results achieved using the FGOA and 
nonrecursive algorithms will be the same in terms of 
accuracy. The advantage of the FGOA computing 
characteristic over the nonrecursive algorithms is that they 
take into account the sparseness of the matrices. At the same 
time, following [28], it can be shown that the FGOA in this 
sense do not provide any gain compared to the algorithms 
developed within the estimation theory for solving the linear 
filtering and smoothing problems. This means that the 
proposed recursive iterative batch linearized smoother 
synthesized within the Bayesian approach fully takes into 
account the sparseness of the matrices. 

Thus, it follows from the above that for the class of 
problems under consideration, the FGOA do not have any 
advantages either in terms of accuracy or in terms of 
computational load compared to algorithms synthesized 
within the Bayesian approach. Nevertheless, the software 
implementing the FGOA (such as, for example, the open 
source library GTSAM – Georgia Tech Smoothing and 
Mapping [29]) proves to be useful in developing onboard 
algorithms. In addition, this software allows the developers 
who do not have any significant experience in creating the 
estimation algorithms within the Bayesian approach to 
successfully synthesize such algorithms for their applied 
problems related to integrated information processing [10, 
11]. Often, when using the FGOA, usual formulation of the 
problem in the form of (1), (2) is not given. For example, if 
there are m sets of measurements of type (9) given in the 
form 

( ) ,k k kY H X V    1.m  , 

then, assuming that the measurement errors are independent 
of each other and factoring the posterior PDF, one can write 
the following representation: 

1

1

( / ,.. ) ( ) ( / )
k k k

m
m

k k kp X Y Y cp X p Y X



  .       (29) 

It is easy to see that, additionally assuming the errors in 
each of the measurement sets are zero-mean and Gaussian 
with given covariance matrices, the criterion of the type (9) 
can be represented as a sum 

0

1

( ) ( ) ( )
m

k k kJ X J X J X



  ,  (30) 

where the summands 0 ( ) ( ; , )k k k xJ X N X X P  

( ) ( ; ( ), ))k k kJ X N Y X 
 H R  are called the a priori 

(initial) uncertainty factor and the factors of the 
corresponding measurements coming, for example, from a 
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GNSS, an inertial measurement unit, etc. [3, 11, 13]. It is the 
problem statement aimed at minimizing the criterion (30) 
that the consideration of the problem often begins with in 
works involving the FGOA application. 

It is also worth mentioning that the a posteriori PDF can 
be factorized in different ways. In particular, the 
representation (11) based on the Markov type of the 
estimated sequence is also a factorization. The fact of using 
one or another type of factorization, especially when solving 
nonlinear problems, seems to be very important from the 
point of view of building efficient algorithms with low 
computational cost for its solution. For instance, the widely 
used method of partial analytical integration [30, 31], in 
fact, is based on factorization in which a co-multiplier 
(factor) generating a nonlinear block in the algorithm, and a 
co-multiplier generating a bank of KF are extracted. The 
specific feature of a problem where a time-invariant 
subvector can be isolated in the estimated vector, like, for 
example, in SLAM problems, also seems to be important. 
Taking this into account is essential when constructing 
computationally cost-effective SLAM algorithms. However, 
it should be noted that the issues related to this topic are 
worth studying separately, beyond the scope of this paper. 

VI. CONCLUSIONS  

We have investigated the effectiveness of linearization-
based algorithms for solving nonlinear estimation problems 
formulated within the Bayesian approach and based on 
recursive and nonrecursive iterative schemes for 
measurements processing. 

It has been shown that in contrast to traditional recursive 
processing schemes using the EKF and a filter with local 
iterations, the non–recursive schemes provide accuracy 
close to potential when solving the problems where the a 
posteriori PDF of the estimated state vector changes from 
multi-extreme to single-extreme as the measurements 
accumulate. 

A recursive iterative batch linearized smoother has been 
proposed, in which, at each iteration, all measurements 
accumulated by the current time point are processed first in 
a linearized KF, and then the obtained estimates are 
processed in reverse time. At the same time, at each 
iteration, the linearization points are adjusted 
simultaneously for all measurements, and this ensures that 
the same estimates are obtained as when using a 
nonrecursive scheme. In other words, compared to the filter 
with local iterations, this algorithm, as well as the 
nonrecursive one, provides higher accuracy, close to 
potential, and proves to be consistent. Moreover, the 
proposed algorithm does not require the conversion of high-
dimensional matrices nk×nk; it is just enough to only 
convert the matrices with dimension n, which significantly 
reduces the amount of calculations compared to the 
nonrecursive algorithm. 

The interrelation and differences between the FGOA and 
algorithms based on linearization and synthesized within the 
Bayesian approach have been discussed. It is noted that 
when solving linear estimation problems, the use of FGOA 
does not provide any advantages compared to traditional KF 
algorithms. 
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Abstract - In the considered well-known publications devoted to 
the fundamental theory of wave solid gyroscopes in relation to a 
thin ring, cylinder, and hemisphere, the effect of inertness of elas-
tic Bryan waves has a one-dimensional character: the angular ve-
locity of a body is a scalar characterizing the rotation of an elastic 
solid body around an axis fixed in space. The generalization of 
this effect to the spatial case is considered and investigated: an 
elastic spherically symmetric solid body with a free boundary, on 
which mass forces act. The flat rotation of the spherical resonator 
is replaced by a spatial rotation. In such an experiment, the gen-
eralized Bryan inertia effect also turns out to be spatial.  
Keywords: Foucault's pendulum, hemispherical wave solid state 
gyroscope, 3-D resonant gyroscope, 3-D spherical resonant. 

I. INTRODUCTION 

Recently, a whole class of new gyroscopic devices has 
appeared, in which the idea of the well-known classical Fou-
cault pendulum is actually realized [1]. This class includes the 
string gyroscope, ring wave gyroscope [2], hemispherical 
quartz resonator (HRG) [3...6] or wave solid-state gyroscope 
(WSG) [7,8], and "quapason" [9], In well-known publications 
[12,13,14,15], the theory of the HRG with a hemispherical 
quartz resonator is presented in detail. 

Playing the role of a Foucault pendulum, the oscillator 
with two degrees of freedom is realized as one of the working 
forms of natural oscillations of an elastic medium possessing 
axial symmetry. In this case, unlike the classical Foucault pen-
dulum, the rotation of the elastic medium around the axis of 
symmetry involves the realized form of natural oscillations in 
rotation relative to inertial space (the exception is the string 
gyroscope), however, the ratio of the angular velocity of the 
form relative to the elastic body to the angular velocity of the 
solid body relative to space is a constant,  depending only on  
the number of the form (mode) of oscillations and almost in-
dependent of the number of the form (mode) of oscillations of 
oscillations and almost independent of the basic structural 
properties of the material. This coefficient is called the scale 
factor, or Bryan's coefficient [10], named after the first re-
searcher of oscillations of an elastic body, taking into account 
its continuous rotation in absolute space with a constant angu-
lar velocity.  In the eigenspace corresponding to the chosen 
form of oscillations, all questions of the theory of such an in-
ertial information sensor can be considered in the framework 

of the same equations analogous to those of the classical Fou-
cault pendulum. For this reason, this whole class of devices is 
named [15] as generalized Foucault pendulum. This paper ad-
dresses the question of how to efficiently observe such a pen-
dulum to make it an accurate integrating gyroscope. It should 
be noted that both in the case of an elastic ring and elastic 
hemispherical shell, the physical effect of inertness of me-
chanical standing waves has a one-dimensional character: the 
angular velocity (t) is a scalar characterizing the rotation of 
an elastic solid body around an axis fixed in space.  

We propose to consider the generalization of this effect 
to an arbitrary spatial case, for example, excitation of a stand-
ing wave of oscillations with some working pure tone in a sta-
tionary elastic solid body (quartz thin-walled, full and elastic 
spherical resonator). After that, it is necessary to put the three-
dimensional solid body into rotation with an arbitrary angular 
velocity (t) and determine the angular velocity of the spatial 
standing wave excited on the surface of the spherical resonator 
(e.g., an ellipsoid of rotation). Such an ellipsoid of rotation at 
the spatial rotation of the spherical resonator will rotate rela-
tive to the body, lagging behind its motion strictly according 
to a certain law, at which the generalized spatial effect of the 
Bryan inertness of elastic standing waves on the surface of a 
full high-gain elastic spherical shell is observed. 

II.  EFFECT OF INERTNESS OF ELASTIC SHAPES ON A 

ROTATING HEMISPHERICAL SHELL  

The Bryan effect of inertness of elastic waves in a rotating 
axisymmetric solid body was discovered thirty years earlier 
than the Sanyak effect, but research into the possibility of cre-
ating a gyroscope based on this principle began twenty years 
later [3-5] than the realization of the first sample of a ring laser 
gyroscope (RLG). Since then, not only accurate RLG, but also 
wave solid-state gyroscopes (WSGs/HRG) of medium and 
high accuracy based on a high-voltage quartz hemispherical 
resonator and low accuracy using cylindrical metal resonators 
have been created. High-precision WTGs are developed and 
manufactured by US and French companies. The first high-pre-
cision WTG was created by Northrop Grumman (USA) for avi-
ation applications [2,3]. The combination of high accuracy and 
unique operational characteristics of HRG-130P for space ap-
plications is an undeniable advantage of WTG, but the high 
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cost of the gyroscope still limits its mass application. Probably 
that is the reason why this type of gyroscope is not used in gyro-
inclinometers for drilling operations. An important achieve-
ment of the leading developers of gyroscopes was to provide a 
method for autocalibration of zero drift and scale factor during 
gyroscope operation. A sensation of the recent years has be-
come the advent of a high-precision WTG from Safran Elec-
tronics & Defence (France).  

The accuracy parameters of the serial device Ragys-20, 
which has found application in the inertial navigation space 
system s Space Naute, are still inferior to the parameters of the 
precision device WTG-130P, but the designers have already 
announced significantly higher accuracy parameters [16]. Ac-
cording to the principle of operation and application in various 
gyroscopic systems, wave solid-state gyroscopes (WSTGs) are 
divided into WSTGs operating in the AVS mode (angular ve-
locity sensor - WSTG-AVS), and WSTGs operating in the IG 
mode - integrating gyroscope (WSTG-IG).  

Integrating WTGs have relatively high accuracy (the ran-
dom drift rate of 0.001 deg/h and an accurate Bryan scaling 
factor). The Bryan effect and the well-known Lynch-Scott ex-
periment are described in more detail in the monograph [15]. 

The functioning of the integrating wave solid-state gyro-
scope (WSTG) is based on the use of the unique inertia prop-
erties of mechanical standing waves excited in a moving ax-
isymmetric high-quality shell. Currently, the main manufactur-
ers of WTGs are expanding the field of application of this gy-
roscope. Modern inertial navigation systems (INS) based on 
WTGs of different accuracy grades have already been devel-
oped for aerospace, land and marine applications.  

The feasibility of zero drift at the level of 10-4 deg/h has 
been reported [17]. Such an SINS certainly wins in compari-
son with the FOF-based SINS by the known criteria of cost, 
dimensions and accuracy, but the question of the cost remains. 

III.  EQUATIONS OF ELASTIC VIBRATIONS OF A 

SPHERICAL SOLID BODY 

 Let us proceed to the elastic vibrations of a thin spherical 
shell. Let us take an elastic spherically symmetric solid body 
ݔ ൌ ሺݔଵݔଶݔଷሻ		with a free boundary on which the mass forces 
of density ݂. The principal vector of all forces acting on the 

elastic volume body ׬ ݂d݉୚ , without restriction of generality, 
will be assumed to be equal to zero. Under the action of the 

principal moment ׬ ݎ ൈ ݂݀݉୚ , the body under consideration 
changes its orientation in space (ݎ - radius-vector of an arbi-
trary point of the body, ݀݉ - mass element,  ܸ - area occupied 
by the body). To describe the elastic deformations of a thin 
spherical shell, we introduce a coordinate system ݔଵݔଶݔଷ	re-
lated to the elastic body under consideration so that the fol-
lowing conditions are fulfilled: 

׬                ݉݀ݔ ൌ 0,௏ ׬				 ݎ ൈ ݉݀ݔ ൌ 0௏                     (3.1) 
where ݔ ൌ ሺݔଵݔଶݔଷሻ		is the elastic displacement of the mate-
rial point, which in the undeformed state occupied the position 
r. The conditions (4.1) characterise the coordinate triangle 
with respect to which the elastic body does not move or rotate 
on average (for all particles). The following problem is posed: 
knowing the absolute angular velocity ሺݐሻ	of the trihedron 
 in projections on its axes, determine how the waves of	ଷݔଶݔଵݔ

elastic deformations behave. Let us write the Dalembert-La-
grange principle for the body under consideration following 
[11]: 

׬        ቂݔሷ ൅ ߱ ൈ ൫߱ ൈ ሺݎ ൅ ሻ൯ݔ ൅ ሶ߱ ൈ ሺݎ ൅ ሻݔ ൅ 2߱ ൈ ሶݔ ൅௏

																																					
ଵ


П׏ െ ݂ቃ ݔߜ ൈ ݀݉ ൌ 0                    (3.2) 

 
Here  is the density depending only on the modulus of the 
radius vector |׏ ,|ݎП – the gradient of the quadratic functional 
of the linear theory of elasticity. The coordinates determining 
the angular position of the body as a whole do not vary; it is 
assumed that the angular velocity ߱ሺݐሻ  is a known function 
of time. To choose the generalized coordinates, we consider 
the special case of ߱ ൌ 0. In the monograph [16], it is shown 
that the spectrum of natural vibrations of a free solid body un-
der the conditions (3.1) introduced above is discrete. This 
means that the increasing sequence of frequencies of natural 
vibrations is unbounded ߥଵ ൑ ଶߥ ൑ ଷߥ …	, and the eigenele-
ments ݄ଵሺݎሻ, ݄ଶሺݎሻ,…	corresponding to these sequences of 
frequencies form an orthonormalised system of functions 
complete in the configuration space of the problem under con-
sideration: 
 

׬ ݄௡ሺݎሻ௏ ݄ଵሺݎሻ݀݉ ൌ ௡௟ߜ                           (3.3) 

This allows us to introduce independent Lagrangian coordi-
nates describing all degrees of freedom in deforming the body, 
࣓ሺݐሻ ് 0 in the general case as follows: 

ݔ                        ൌ ∑ ሻஶݎሻ݄௡ሺݐ௡ሺݍ
௡ୀଵ                                 (3.4) 

The problem on the natural vibrations of a spherically sym-
metric free body admits the SO(3) group, so the spectrum of 
natural frequencies is degenerate and consists of a sequence of 
at least threefold frequencies: the configuration space is a di-
rect product of three-dimensional eigenspaces:  
 

ଵߥ ൌ ଶߥ ൌ ଷߥ ൑ ସߥ ൌ ହߥ ൌ ଺ߥ ൑. .. 
configuration space is a direct product of three-dimensional 
eigenspaces:  
                     	ሼ݄ଵ, ݄ଶ, ݄ଷሽ ൈ ሼ݄ସ, ݄ହ, ݄଺ሽ ൈ … 

 
We fix the number m  of an arbitrary eigenspace and introduce 
notations for the corresponding generalized coordinates:     

ଷ௠ିଵݍ  ൌ ,ݑ ଷ௠ିଶݍ ൌ ,ߥ ଷ௠ݍ ൌ ሺ݉      ݓ ൌ 1,2. . . ሻ. 
Substituting formula (3.4) as well as the expression ݔߜ ൌ
∑ ∞ሻݎ௡݄௡ሺݍߜ
௡ୀଵ  in formula (3.2) and equating the coefficients 

 ௡ at independent variations to zero, we obtain an infiniteݍߜ
system of second-order ordinary differential equations with 
respect to the following form: 
 
ሷݑ											 ൅ ݑܽ ൅ ߥܾ ൅ ݓܿ െ ሺߥ ሶ߱ , ݇ଷሻ ൅ ሺݓ ሶ߱ , ݇ଶሻ െ
												െ2ߥሶሺ߱, ݇ଷሻ ൅ ሶݓ2 ሺ߱, ݇ଶሻ ൅ ଵܨ ൅ ଵܮ ൌ 0 	
ሷߥ											 ൅ ݑܾ ൅ ߥܾ ൅ ݓ݁ ൅ ሺݑ ሶ߱ , ݇ଷሻ െ ሺݓ ሶ߱ , ݇ଵሻ ൅
											൅2ݑሶ ሺ߱, ݇ଷሻ െ ሶݓ2 ሺ߱, ݇ଵሻ ൅ ଶܨ ൅ ଶܮ ൌ 0  (3.5)	
ሷݓ											 ൅ ݑܿ ൅ ߥ݁ ൅ ݓ݂ െ ሺݑ ሶ߱ , ݇ଶሻ ൅ ሺߥ ሶ߱ , ݇ଵሻ െ
												െ2ݑሶ ሺ߱, ݇ଶሻ ൅ ,ሶሺ߱ߥ2 ݇ଵሻ ൅ ଷܨ ൅ ଷܮ ൌ 0  
In the system of differential equations (3.5) the scalar coeffi-
cients have the following form: 
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ܽ ൌ ׬ ሺ݄ଷ௠ିଶ, ߱ሻଶ݀݉ െ ߱ଶ
௏ , 

  					ܾ ൌ ׬ ሺ݄ଷ௠ିଶ, ߱ሻሺ݄ଷ௠ିଵ, ߱ሻ݀݉௏ 	, 
ܿ ൌ ׬ ሺ݄ଷ௠ିଶ, ߱ሻሺ݄ଷ௠,߱ሻ݀݉,௏ ݀ ൌ ׬ ሺ݄ଷ௠ିଵ, ߱ሻଶ݀݉ െ ߱ଶ

௏ ,   

݁ ൌ ׬ ሺ݄ଷ௠ିଵ, ߱ሻሺ݄ଷ௠,߱ሻ݀݉௏ , 	݂ ൌ ׬ ሺ݄ଷ௠,߱ሻଶ݀݉ െ ߱ଶ
௏ , 

ଵܨ										 ൌ ׬ ሺ׏Π, ݄ଷ௠ିଶሻ௏ ଶܨ		   ,ܸ݀ ൌ ׬ ሺ׏Π, ݄ଷ௠ିଵሻ௏ ܸ݀,   
ଷܨ		 ൌ ׬ ሺ׏Π, ݄ଷ௠ሻ௏ ܸ݀. 

,ଵܮ ,ଶܮ  are linear functions of the generalized coordinates	ଷܮ
corresponding to other eigenspaces. The presence of these 
terms characterises the fact that systems of the type (3.5) for 
different subspaces are not independent of each other. In de-
riving equations (3.5), it was assumed for simplicity that the 
mass forces ݂ are orthogonal to all eigenfunctions: 

׬ ݂݄௡ሺݎሻ݀݉ ൌ 0௏ . 
This means that in the forces ݂, there is only a constant com-
ponent ሺ׬ ݎ ൈ ݂݀݉ ് 0ሻ௏ , which ensures the rotation of the 

body with velocity ߱ሺݐሻ . In expression (3.5) the vector coef-
ficients ݇ଵ, ݇ଶ, ݇ଷ	have the form: 

݇૚ ൌ ׬ ݄ଷ௠ିଵ ൈ ݄ଷ௠݀݉௏ ,    ݇૛ ൌ ׬ ݄ଷ௠ ൈ ݄ଷ௠ିଶ݀݉௏ ,   

 ݇ଷ ൌ ׬ ݄ଷ௠ିଶ ൈ ݄ଷ௠ିଵ݀݉௏ . 

Due to spherical symmetryሺ݄ଷ௠ିଶ, ݄ଷ௠ିଵ, ݄ଷ௠ሻ, the choice of 
eigenvectors can be made in such a way that the following 
identities are fulfilled: 
         ݇ଵ ൌ ሺ1,0,0ሻ, ݇ଶ ൌ ሺ0,1,0ሻ, ݇ଷ ൌ ሺ0,0,1ሻ        (3.6) 

here: ൌ േ|݇ଵ| ൌ േ|݇ଶ| ൌ േ|݇ଷ| ൌ േห׬ ݄ଷ௠ିଵ ൈ ݄ଷ௠݀݉௏ ห 

Using the Cauchy-Bunyakovsky inequality for (3.6), we ob-
tain 0 ൑  ൑ 1. If we now introduce the notations: 

ݖ ൌ ቆ
ݑ
ߥ
ݓ
ቇ,  ߱ ൌ ቆ

݌
ݍ
ݎ
ቇ,  ܮ ൌ ൭

ଵܮ
ଶܮ
ଷܮ
൱ , ܩ ൌ ൭

0 െݎ ݍ
ݎ 0 െ݌
െݍ ݌ 0

൱,  

then equations (3.5) can be rewritten in the following compact 
vector form [11,15]: 

ሷݖ                     ൅ ݖܣ ൅ ܩሶݖ ൅ 2ݖܩሶ ൅ ܮ ൌ 0                  (3.7) 
where ܣ - symmetric matrix of positional forces, consisting of 
elastic force coefficients ܨଵ, ,ଶܨ  ଷ and scalar coefficientsܨ
ܽ, ܾ, ܿ, ݀, ݁, ݂, respectively.  

IV.  SPATIAL PRECESSION OF A MECHANICAL     

STANDING WAVE 

The vector differential equation (3.7) defines the spatial evo-
lution of the m-th form (mode) of vibrations of a free spherical 
elastic rigid body caused by the presence of rotation. This evo-
lution is determined by two circumstances. Firstly, the oscil-
lation form itself responds directly to the rotation of the body, 

which is determined by the presence of the terms G and ܩሶ  ̇in 
(3.7).  Secondly, the form of oscillations under consideration 
is affected by other forms. We note at once that this influence 
is insignificant, since, for example, when solving equations 
(3.7) by the averaging method, all terms defined by linear 
functions of the generalized coordinates L vanish in the first 
approximation. In addition, the following fact takes place. 
Note that there exists such a coordinate system z→y: z=My, 
where M is a time-dependent orthogonal coordinate transfor-
mation matrix in which equation (3.7) has a self-adjoint form 

when the identity L=0 is fulfilled. In this coordinate system, 
equation (3.7) admits a standing wave type solution. Let us 
show that. Substituting the equation z=My, into the above ob-
tained expression (3.7), we find:  
 

ሷݕ ൅ ሶܯሺ்ܯ2 ൅ ܯܩሻݕሶ ൅ ሷܯሺ்ܯ ൅ 2ܯܩሶ ൅ ܩሶܯ ൅
																																																													൅ܯܣሻݕ ൌ 0                (4.1) 

 
We require the following first-order differential equation, 
which is derived from equation (4.1): 
ሶܯ                                       ൌ െ(4.2)                                ܯܩ 
and, substituting it into (4.1), we find the following second-
order equation: 

ሷݕ ൅ ܣሺ்ܯ െ ଶܩଶሻݕܯ ൌ 0              (4.3) 
 

Thus, if a mechanical standing wave of elastic vibrations with 
some pure tone is excited in a stationary hollow spherical body 
and then the body is driven into rotation with an arbitrarily 
time-varying angular velocity ω(t), the standing wave will ro-
tate relative to the body itself according to the law of the form 
(4.2). It should be noted that the first-order differential equa-
tion (4.2) is the well-known kinematic Poisson equation. Let 
us compare equation (4.2) with the known classical kinematic 

Poisson equation for the solid ሶܰ ൌ െܰܩ, in which the orthog-
onal matrix N determines the orientation of the solid in abso-
lute (inertial) space, whence it obviously follows that the an-
gular velocity of a mechanical standing wave relative to a 
body is proportional to its angular velocity relative to space:    

   Ω଴ሺݐሻ ൌ െωሺݐሻ,                       (4.4) 
or for the angular velocity of a mechanical standing wave rel-
ative to absolute space, we have the form: 

                        Ωሺݐሻ ൌ ሺ1 െ ሻωሺݐሻ                    (4.5) 

The relation (4.4) represents a generalization of the known 
scalar Lynch-Zhuravlev expression [3,4,11] to the spatial case. 
Let us emphasize that for a full spherical elastic shell, the 
Bryan coefficient has a spatial character. 
It determines the proportionality of the angular velocity vec-
tors to each other, in contrast to the case of a thin ring, when 
the angular velocities of plane rotation were considered.  
A spatial mechanical standing wave excited on the surface of 
an elastic high-volume spherical solid body in the form of a 
three-dimensional ellipsoid of rotation precesses relative to 
the body with the angular velocity vector proportional to the 
angular velocity vector of the body itself relative to absolute 
and/or stationary (inertial) space. 

V. CASE OF A COMPLETE SPHERICAL SHELL 

The calculation of the Bryan coefficient  of a closed 
spherical shell is performed under specific assumptions about 

the density distribution along the radius (r). Let us consider 
the case of a thin spherical shell.  

In projections on the axes u,,w  directed along the me-
ridian, parallel and normal to the surface of the sphere, the ei-
genvectors ࢁଵ,  :have the following form [15]	ଶࢁ
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ଵࢁ ൌ ൮
௡ܣ ቀ

ௗ௉೙ೖ

ௗఏ
ቁ ݏ݋ܿ ݇ ߮

െܣ௡݇ ଵି݊݅ݏ ߠ ௡ܲ
௞ ݊݅ݏ ݇ ߮

௡ܲ
௞ ݏ݋ܿ ݇ ߮

൲; ࢁଶ ൌ ቌ
௡ሺ݀ܣ ௡ܲ

௞/݀ߠሻ ݊݅ݏ ݇ ߮
௡ܣ ଵି݊݅ݏ ݇ ߮

0
ቍ                

(5.1) 

where ܲ ௡
௞ are the adjoint Legendre functions, φ,θ are the spher-

ical coordinates, ܣ௡ is a coefficient depending on the number 
of waves along the meridian and on the oscillation frequency. 
For the coefficients ܣ௡ and oscillation frequency ߥ in the 
Lamb approximation we have the following relations (μ is the 
Poisson's coefficient): 

௡ܣ ൌ[-2(1+μ) + ((1-μ) ν^2)/2]ሾሺ1 ൅ ሻ݊ሺ݊ߤ ൅ 1ሻሿିଵ 

Lamb's frequency equation is of the form: 

ሺ1 െ ସߥሻߤ െ ଶሺ1ߥ2 ൅ ߤ3 ൅ ݊ሺ݊ ൅ 1ሻ ൅ 

൅4ሺ1 ൅ ሻሺ݊ଶߤ ൅ ݊ െ 2ሻ ൌ 0                        (5.2) 

The vectors (5.1) are two eigenvectors out of three, defining a 
three-dimensional eigenspace (with n and k fixed). The third 
one can be obtained from the axes written out by the transfor-
mation, but it is no longer necessary to calculate the coefficient 

k. The transition from the variables u,,w to the variables 

,ଵ,xଶݔ  ଷ adopted in this paper is expressed by the well-knownݔ
coordinate transformation formula: 
 

൭
ଵݔ
ଶݔ
ଷݔ
൱ ൌ ൭

ݏ݋ܿ ߠ ݏ݋ܿ ߮ ݏ݋ܿ ߠ ݊݅ݏ ߮ ݊݅ݏ ߠ
െ݊݅ݏ ߮ ݏ݋ܿ ߮ 0

െ݊݅ݏ ߠ ݏ݋ܿ ߮ െ݊݅ݏ ߠ ݏ݋ܿ ߮ ݏ݋ܿ ߠ
൱ቆ

ݑ
ߥ
ݓ
ቇ		 

From where we have an analytical expression of the first vec-
tor: 
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ۈ
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ۇ
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௞
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ݏ݋ܿ ݇ ߮ ݏ݋ܿ ߠ ݏ݋ܿ ߮ െ

௡݇ܣ
݊݅ݏ ߠ ௡ܲ

௞ܿݏ݋ ݇ ߮ ݏ݋ܿ ߠ ݊݅ݏ ߮ ൅
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௞ ݏ݋ܿ ݇ ߮ ݊݅ݏ ߠ
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െܣ௡
݀ ௡ܲ
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ߠ݀
ݏ݋ܿ ݇ ߮ ݊݅ݏ ߠ ݏ݋ܿ ߮ ൅

௡݇ܣ
݊݅ݏ ߠ ௡ܲ

௞ ݊݅ݏ ݇ ߮ ݊݅ݏ ߠ ݊݅ݏ ߮ ൅

൅ ௡ܲ
௞ ݏ݋ܿ ݇ ߮ ݏ݋ܿ ߠ ی
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ۋ
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A similar analytical expression can be obtained for the second 
eigenvector ࢎଶ. Then we calculate the Bryan coefficient  of 
a thin closed (full) spherical shell to use it as an inertial sensor 
of three quasi-angle rotations of the gyroscope base relative to 
inertial space: 

 ൌ ቮන නࢎଵ ൈ ଶࢎ ݊݅ݏ 	݀݀߮



଴

ଶ

଴

ቮ ൌ 

 

ൌ
2݇ܣ௡
ଵ‖ଶࢁ‖

อ൝න
݀ ௡ܲ

௞

ߠ݀ ௡ܲ
௞ ݊݅ݏ 	݀ ,



଴

0,
݀ ௡ܲ

௞

ߠ݀ ௡ܲ
௞ ݏ݋ܿ 	݀ൡอ 

The integral defining the first component of the written vector 
is zero. For the second integral, we obtain an analytical ex-
pression: 

න
݀ ௡ܲ

௞

ߠ݀ ௡ܲ
௞ ݏ݋ܿ 	݀ ൌ െ

ሺ݊ ൅ ݇ሻ!
ሺ2݊ ൅ 1ሻሺ݊ െ ݇ሻ!



଴

 

Taking into account that the norm ࢁଵ has the form: 

ଵ‖ଶࢁ‖       ൌ
ଶ

ሺଶ௡ାଵሻ
ሾ1 ൅ ݊ሺ݊ ൅ 1ሻܣ௡ଶሿ

ሺ௡ା௞ሻ!

ሺ௡ି௞ሻ!
				ሺ݇0ሻ                        

finally, we find an analytical expression for the Bryan coeffi-
cient: 
                    ൌ ௡ଶሾ1ܣ݇ ൅ ݊ሺ݊ ൅ 1ሻܣ௡ଶሿିଵ  
Let us consider as an example the case when k = n = 2,  ൌ 0. 
According to the above formula (5.2), we have: 

ଶߥ ൌ 7 ൅ √33, ௡ܣ ൌ ሺ7 ൅ ඥ33ሻ	 12 െ 1⁄ /3. 
For a thin full spherical shell, the Bryan coefficient [15], equal 
to approximately one quarter (=0.25), is smaller than that ob-
tained for a ring (or cylinder) equal to 2/5. Let us emphasise 
that for a full spherical shell the Bryan coefficient has a spatial 
character. It determines the proportionality to each other of the 
angular velocity vectors of the form (4.4), in contrast to the 
case of a ring, when the angular velocities of plane rotation 
were considered. A mechanical standing wave in the form of 
a three-dimensional ellipsoid precesses relative to the body it-
self with the angular velocity vector proportional to the angu-
lar velocity vector of the body relative to absolute (inertial) 
space. 

VI. THREE-AXIS WAVE SOLID-STATE GYROSCOPE 

In publications [11,13,15] it was shown that a full elastic 
spherical shell can serve as a sensor of inertial information. 
The use of wave phenomena in spatial elastic media to deter-
mine the angular motion of a solid body, we will show on the 
specific example of a three-degree WSTG.   

Indeed, let a mobile object rotate with angular velocity 
଴ሺݐሻ relative to inertial space. This is an angular velocity in 
projections on the axes associated with the moving object and 
it is determined by the inertial means located on this object. 
Let the object have an elastic spherical shell rotating with an-
gular velocity ଵሺݐሻ relative to the object (velocity ଵ is given 
in the axes of the object). In addition to the observed (known) 
velocity ଵሺݐሻ, there is the precession velocity of the standing 
wave in projections on its same axes - ଶሺݐሻ. We denote the 
angular velocity of such a wave relative to the shell by ଶ∗ሺݐሻ. 
Based on the results obtained in the previous paragraph, we 
find the relationship between the angular velocities ଴ሺݐሻ, 
ଵሺݐሻ, ଶሺݐሻ. 

Recall that the transformation of coordinates from the 
axes associated with the object to the axes associated with the 
spherical shell is given by the orthogonal matrix ܰሺݐሻ,  which 
defines the position of a solid body in inertial space.  

The transformation of coordinates from the axes associ-
ated with the spherical shell to the axes associated with the 
elastic wave is given by the matrix ܯሺݐሻ. It follows from the 
above formula (4.4) that the precession velocity of a spatial 
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mechanical standing wave relative to a spherical shell in the 
axes of the shell itself is proportional to the speed of the shell 
plus the speed of the shell relative to the object itself in the 
axes of the shell:     

∗ଶܰܯ ൌ െܰሺଵ+ଶሻ 
 

 Whence, in the axes related to the moving object, we have the 
following expression: 

ଶ∗ ൌ െ்்ܰܰܯሺଵ ൅ ଶሻ 
 

 The angular velocity of the standing wave relative to the mov-
ing object is: 

ଶ ൌ ଵ ൅ ଶ∗ ൌ ଵ െ ்்ܰܰܯሺଵ ൅ ଴ሻ 
 

 From where the angular velocity of the moving object is 
found: 

଴ ൌ
ଵ


்ܰМܰሺଵ െ ଶሻ െ ଵ           (6.1)   

                     
 To calculate the angular velocity of the object ଴ by formula 
(6.1), in addition to the assumed known velocities ଵሺݐሻ and 
ଶሺݐሻ, it is required to know the matrices N(t) and M(t), which 
are related to the angular velocities by the following known 
kinematic Poisson equations: 

ሶܯ =െܯሾܰሺଶ െ ଵሻሿ,   ሶܰ =െܰଵ              (6.2) 

                              
where the symbol ଵ conventionally denotes the matrix repre-
sentation of the angular velocity of rotation.  
The sequence of solving kinematic differential equations of 
the form (6.1) and (6.2) is as follows:  
a) first the following equation is solved: 

ሶܰ =െܰଵ 
b) the required orthogonal matrix N(t) is found.  
Subsequent substitution of this solution into equation 

ሶܯ =െܯሾܰሺଶ െ ଵሻሿ, 
allows us to find the matrix M(t). After that, substitution into 
expression (6.1) allows us to find the desired velocity ଴. 

If the system outputs not rotation velocities ଵሺݐሻ and 
ଶሺݐሻ, but matrices N(t) and S(t)=M(t)N(t) , then at first the 

angular velocity matrix ଵ= െ்ܰ ሶܰ  is found and after substi-
tution into (6.2) the required angular velocity ଴ is found. 

The problem of determining the angular velocity ଴ is 
most simply solved by providing the angular zero velocity for 
a spherical shell (ଵ	0).  

Then the orthogonal matrix N = E is a unit matrix. 
Hence, from expression (6.1) we obtain: 

଴ ൌ െ1 ⁄ ሺܯଶሻ 
The condition ଵ0 can be ensured by fixing the sphere at the 
points at which it touches the vertices of the tetrahedron in-
scribed in it. Then, if we consider the form of elastic oscilla-
tions in which the sphere turns into a triaxial ellipsoid, then 
the distances between these points change by values of the sec-
ond order of smallness with respect to the amplitude of elastic 

oscillations and in the linear formulation the fixing in them 
does not constrain the oscillations of the shell. All of the above 
was considered under the assumption that the shell has spher-
ical symmetry and there are no extraneous perturbations. If the 
deviations from these assumptions are small, the new effects 
(e.g., collapse of the standing wave, and/or reduction of its am-
plitude) can be compensated by introducing an appropriate 
control. Physically, such control is achieved by applying elec-
trical forces to the shell surface through the introduction of 
specially arranged electrodes. The calculation of these forces 
depending on the shape and number of electrodes and on the 
potential distribution on them in detail is given in the mono-
graph [13]. In this publication, we will limit ourselves to the 
remark that after the calculation of the necessary forces and 
projection onto the chosen eigenform (in the sense of calculat-

ing the integral ׬ ݂
௩ ݄௡ሺݎሻ݀݉), the right-hand sides of the 

system of differential equations of elastic oscillations of the 
sphere shell [13,16] will contain terms that can be considered 
to depend on the phase state of the considered eigenform, since 
knowing this state and using the feedback principle, we can 
control the values of potentials on the corresponding elec-
trodes at our discretion. Thus, we reduce the above problem to 
the elucidation of those evolutions of the form of elastic oscil-
lations, which arise under perturbation of the ideal circuit con-
sidered above. 

Informationally, 3D-WSTG is a three-dimensional iner-
tial sensor whose operation is based on the following basic 
principles: 

- the resonator has perfect axisymmetry to ensure high bal-
ancing performance;  

- the elastic standing wave is controlled by electrostatic 
forces generated by electrodes that are in close proximity to 
the surface of the spherical resonator; 

- the resonator is made in the form of a full (closed) sphere, 
with such a design each gram of resonator material is most 
effectively involved in the conservation of energy of bending 
oscillations; 

- high-frequency resonator made of amorphous fused 
quartz provides optimal isotropy (no crystallographic axis) 
and minimal energy dissipation (low internal friction). 

As a result of the performed optimization, the calculated 
characteristics of the triaxial WSTG are obtained, which, most 
surprisingly, do not depend on the resonator dimensions. They 
are related to the quality of the resonator, whose indicator is 
the goodness of fit (or damping time), as well as to the quality 
of the wave pattern control, i.e. to the characteristics of the 
control electronics.  

The main disadvantage of the triaxial WSTG is its high 
cost, mainly due to the extremely high precision of manufac-
turing the spherical resonator and assembling the complex 
parts and assemblies that must precisely match the geometry 
of the resonator's spherical shell to form a uniform gap be-
tween these two precision parts of the gyroscope. 
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VII. PHASE DIVERSITY OF ELASTIC MECHANICAL 

STANDING WAVES 

All further analyses are performed in the framework of the 
first approximation of the averaging method; therefore, we 
will consider the following assumptions regarding the three  
second-order differential equations of the elastic vibrations of 
the sphere shell obtained in [11,15]. The angular velocity of 
the body relative to space ሺݐሻ is considered small in compar-
ison with the frequency of natural elastic vibrations of the 
sphere shell. The coupling coefficients included in the terms 
,ଵܮሺܮ ,ଶܮ -ଷሻ, which are linear functions of the generalised coܮ
ordinates corresponding to other eigenspaces, are considered 
small at the same time.  

These terms appear as a result of calculating integrals of 
the type: 

න ݄௞
௩

݄௜݀݉ ൌ 0 

where: ݄௞ , ݄௜  belong to different eigenspaces, and they are 
really small compared to the same integrals, but in which ݄௞ 
and ݄௜ are taken from the same eigenspace. In addition, let us 
add to the system of differential equations of elastic vibrations 
of the sphere the terms determined by various perturbations 
and control actions, which we will also consider small. 
The presence of these terms characterizes the fact that the dif-
ferential systems of elastic vibrations of a complete spherical 
shell for different subspaces are not independent of each other. 
In deriving these equations, it was assumed that the mass 
forces f are orthogonal to all eigenfunctions: 

න ݂
௩

݄௡ሺݎሻ݀݉ ൌ 0 

This condition means that there is only a constant component 
in the forces f itself: 

׬ ݂௩ ݄௡ሺݎሻ݀݉0,  

providing rotation of the body itself with angular velocity 
ሺݐሻ. In the future this restriction will be removed. Consider-
ing the above, the infinite system of ordinary differential equa-
tions of the second order with respect to generalised coordi-
nates obtained in the monographs [11,15] can be written in the 
form: 

ሷݑ ൅ ݑ ൌ ܷ 
ሷߥ ൅ ݒ ൌ ܸ                                 (7.1) 
ሷݓ ൅ ݓ ൌ ܹ 

The general solution of the system of differential equations 
(7.1) in the absence of appropriate control ሺ ൌ 0ሻ has the fol-
lowing analytical form: 

ݑ ൌ ݐݏ݋ଵܿݔ ൅  ݐ݊݅ݏସݔ
ݒ ൌ ݐݏ݋ଶܿݔ ൅                              (7.2)                         ݐ݊݅ݏହݔ
ݓ ൌ ݐݏ݋ଷܿݔ ൅  ݐ݊݅ݏ଺ݔ

The velocities of motion along the trajectories (7.2) – 
changes of initial coordinates ݓ,ݒ,ݑ	– are obtained by differ-
entiating expressions (7.2), so that we have: 
ሶݑ                                ൌ െݔଵݐ݊݅ݏ ൅       ݐݏ݋ସܿݔ

ሶݒ ൌ െݔଶݐ݊݅ݏ ൅                                           (7.3)                       ݐݏ݋ହܿݔ
ሶݓ ൌ െݔଷݐ݊݅ݏ ൅     ݐݏ݋଺ܿݔ

Next, consider as a substitution of the variables 
ሺݑ, ,ݒ ,ݓ ሶ,ݑ ሶݒ , ሶݓ ሻ → ሺݔଵ, ,ଶݔ ,ଷݔ ,ସݔ ,ହݔ  ଺ሻ in the system ofݔ
equations (7. 1), leading it to the following general form (after 
averaging over time t) of equations: 

               ሻ                                    (7.4)ݔሶ=ܺሺݔ
where ݔ  is a new phase variable, and the system (7.4) itself 
defines the evolution in phase space of those oscillation forms 
observed in the system (7.1) under the condition of no control 
 ൌ 0. 
When the condition  ൌ 0 is fulfilled, any trajectory in the sys-
tem (7.1) corresponds to a fixed point in the system (7.4). The 
trajectories themselves are defined by parametric equations 
(7.2) and represent a plane curve, which is generally an ellipse. 
The equation of the plane in which this ellipse lies is easy to 
obtain if we note that to exclude ܿݐݏ݋ and ݐ݊݅ݏ  from the sys-
tem (7.2) it is necessary to fulfil the conditions of linear de-
pendence: 

ݐ݁݀ ะ
ݑ ଵݔ ସݔ
ݒ ଶݔ ହݔ
ݓ ଷݔ ଺ݔ

ะ ൌ 0                       (7.5)               

Based on (7.5) we obtain the equation we are looking for: 
଺ݔଶݔሺݑ െ ହሻݔଷݔ ൅ ସݔଷݔሺݒ െ ଺ሻݔଵݔ ൅ 

൅ݓሺݔଵݔହ െ ସሻݔଶݔ ൌ 0                 (7.6) 
Standing waves on the surface of a spherical shell are charac-
terized by the simultaneous passage of all its points during os-
cillations through the equilibrium position, which corresponds 
to the simultaneous nulling of functions of the form (7.2), and 
this, in turn, means that the elliptic trajectory in the parameter 
space ሺݑ, ,ݒ  .ሻ turns into a straight line segmentݓ
The plane (7.6) is undefined in this case, which leads to the 
following conditions on the phase vector: 
         ݇ଵ ൌ ሺݔଷݔସ െ ଺) = 0, ݇ଶݔଵݔ ൌ ሺݔଵݔହ െ ସሻݔଶݔ ൌ 0,   

 		݇ଷ ൌ ሺݔଶݔ଺ െ ହሻݔଷݔ ൌ 0                           (7.7) 
Thus, the set of elastic standing waves of an arbitrarily chosen 
form of oscillations of a spherical shell, which is in mutually 
unambiguous correspondence with the set of rectilinear forms 
of oscillations in the system (7.1) is represented in the phase 
space of the system (7.4) by a quadratic manifold (7.7), which 
is the intersection of three spatial conical cylinders. 

VIII. EVOLUTIONARY BASIS ON THE VARIETY OF 

MECHANICAL STANDING WAVES 

 If in a system of the form (7.1) the initial conditions are chosen 
so that in the absence of control  ൌ 0 a rectilinear form of os-
cillations is realised (these conditions correspond to the position 
of the initial point in the system (7.4)) on the manifold (7.7), 
then, when the condition 0 is fulfilled, this rectilinear form 
will undergo one of the following evolutions: destruction of the 
form, precession of the form, change of the oscillation frequency 
and change of the oscillation amplitude. To all these types of 
evolution of the rectilinear shape correspond certain directions 
in phase space, the finding of which we pay special attention in 
this section of the paper.  The direction of the fastest decay of a 
standing wave is determined by the normal to the manifold (7.7): 
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૚ࢋ ൌ
݀݇ଵ

ൗݔ݀ ൌ ሼെ6,0ݔ, ,4ݔ ,3ݔ 0,െ1ݔሽ 

૛ࢋ ൌ
݀݇ଶ

ൗݔ݀ ൌ ሼ5ݔ,െ4ݔ, 0,െ2ݔ, ,1ݔ 0	ሽ            (8.1)                      

૜ࢋ		 	ൌ
	݀݇ଷ

ൗݔ݀ ൌ ሼ0,	ݔ଺, െݔହ, 0, െݔଷ,  ଶሽݔ

 If the right part of the system (11) belongs to a linear envelope 
of three vectors of the form (15), then the evolution of the stand-
ing wave consists in its destruction. To determine the directions 
in the phase space of the system (7.4) along which the standing 
wave precession occurs, we introduce a spherical coordinate 
system in the space of initial variables ሺݑ, ,ݒ  :ሻݓ

ݑ ൌ  ݏ݋ܿ	ݏ݋ܿݎ
ݒ ൌ                                                                             (8.2)݊݅ݏ	ݏ݋ܿݎ

ݓ                                 ൌ            ݊݅ݏݎ
 Consider the variation in position corresponding to the variation 
in angle 	: 

ݑ ൌ െݏ݋ܿݎ	݊݅ݏ ൌ െݒ 
ݒ ൌ                                                                                              (8.3)ݏ݋ܿ	ݏ݋ܿݎ

                   ݓ ൌ 0  
 Then, on the other hand, the position variation can be calculated 
from formulas (7.2): 

            																	ݑ ൌ ݔଵܿݐݏ݋ ൅ ݔସݐ݊݅ݏ  
                       				ݒ ൌ ݔଶܿݐݏ݋ ൅ ݔହ(8.4)                    ݐ݊݅ݏ                                                    
     																								ݓ ൌ ݔଷܿݐݏ݋ ൅ ݔ଺ݐ݊݅ݏ          

Equating these relations (8.4) to the analytical expressions (7.7), 
we obtain: 
െݒ	ݑ ൌ ݔଵܿݐݏ݋ ൅ ݔସݐ݊݅ݏ ൌ െሺݔଶܿݐݏ݋ ൅  		ሻݐ݊݅ݏହݔ

	ݑ ൌ ݔଶܿݐݏ݋ ൅ ݔହݐ݊݅ݏ ൌ ሺݔଵܿݐݏ݋ ൅  		ሻݐ݊݅ݏସݔ
0	 ൌ ݔଷܿݐݏ݋ ൅ ݔ଺ݐ݊݅ݏ 

Equating 0 and equating separately the coefficients at 
 :in the obtained equations, we find ,ݐݏ݋ܿ and	ݐ݊݅ݏ
ௗ௫భ
ௗ

ൌ െݔଶ;	
ௗ௫మ
ௗ

ൌ 	;ଵݔ
ௗ௫య
ௗ

ൌ 0;
ௗ௫ల
ௗ

ൌ 0;	
ௗ௫ఱ
ௗ

ൌ  ;ସݔ
ௗ௫ర
ௗ

ൌ െݔହ 

 In other words, the desired precession direction is given by the 
following vector: 

૝ࢋ ൌ ሼെݔଶ,	ݔଵ, 0, െݔହ, ,ସݔ 0ሽ 
 For the other two directions of precession (note that the ellipse, 
as a solid body, has three directions of elementary rotations in 
total), we introduce a spherical coordinate system using cyclic 
rearrangement of axes: 
 
 To find the direction ࢋ૞: 

ݑ ൌ  ݊݅ݏ	ݏ݋ܿݎ
ݒ ൌ  	݊݅ݏݎ

ݓ ൌ  ݏ݋ܿ	ݏ݋ܿݎ
 Accordingly, in order to find the direction ࢋ૟: 

ݑ ൌ  ݊݅ݏ	ݎ
ݒ ൌ  ݏ݋ܿ	ݏ݋ܿ	ݎ
ݓ ൌ  ݊݅ݏ	ݏ݋ܿ	ݎ

Performing the similar calculations both times, we find the re-
quired unit vectors: 

૞ࢋ ൌ ሼݔଷ,0, െ	ݔଵ, ,଺ݔ 0, െݔସሽ 
૟ࢋ ൌ ሼ0,െݔଷ,	ݔଶ, 0, െݔ଺,  ହሽݔ

To plot the direction of variation of the variation frequency 
(8.4), we equate the same variations obtained by time variation 
in the general analytical expression of the system (7.2): 

ݑ ൌ െݔଵݐ݊݅ݏݐ ൅  ݐݐݏ݋ସܿݔ
ݒ ൌ െݔଶݐ݊݅ݏݐ ൅  ݐݐݏ݋ହܿݔ
ݓ ൌ െݔଷݐ݊݅ݏݐ ൅  ݐݐݏ݋଺ܿݔ

 As a result, we obtain the following sought unit vector: 
ૠࢋ ൌ ሼݔସ, ,଺ݔ	,ହݔ െ	ݔଵ, െݔଶ,െݔଷሽ 

To find the direction of variation of the amplitude, we introduce 
the equation of a six-dimensional sphere of unit radius: 

ܵ ൌ
1
2
ሺݔଵଶ ൅ ଶݔ

ଶ ൅ ଷݔ
ଶ ൅ ସଶݔ ൅ ହݔ

ଶ ൅ ଺ݔ
ଶ െ 1ሻ ൌ 0 

Then the direction of amplitude change is determined by the gra-
dient S: 

ૡࢋ ൌ
݀ܵ
ݔ݀

ൌ ሼݔଵ, ,ଷݔ	,ଶݔ ,ସݔ ,ହݔ  ଺ሽݔ

 Let us summaries all the results obtained above together. The 
directions in phase space defining the main evolutions of the 
rectilinear form of oscillations in configuration space are given 
by the following vectors: 

૚ࢋ ൌ ሼെݔ଺,0, ,ସݔ ,ଷݔ 0, െݔଵሽ 
૛ࢋ ൌ ሼݔହ,െݔସ, 0, െݔଶ, ,ଵݔ 0	ሽ                    (8.5)               
૜ࢋ ൌ ሼ0,	ݔ଺, െݔହ, 0, െݔଷ,  ଶሽݔ

which define the breakdown of the rectilinear form of elastic os-
cillations: 

૝ࢋ ൌ ሼെݔଶ,	ݔଵ, 0, െݔହ, ,ସݔ 0ሽ 
૞ࢋ  ൌ ሼݔଷ,0,െ	ݔଵ, ,଺ݔ 0, െݔସሽ                    (8.6)               
૟ࢋ ൌ ሼ0,െݔଷ,	ݔଶ, 0, െݔ଺,  ହሽݔ

which determine the precession of the rectilinear form of elastic 
oscillations. 
Variation of the oscillation frequency sets the unit vector: 

ૠࢋ									 ൌ ሼݔସ, ,଺ݔ	,ହݔ െ	ݔଵ, െݔଶ,െݔଷሽ 
The change in the amplitude of the oscillation defines the fol-
lowing unit vector: 	ࢋૡ ൌ ሼݔଵ, ,ଷݔ	,ଶݔ ,ସݔ ,ହݔ  .଺ሽݔ

IX. DESIGN VARIANT OF THE SPATIAL INTEGRATING 

WAVE SOLID-STATE GYROSCOPE 

The spatial integrating wave solid-state gyroscope belongs 
to a new type of three-dimensional gyroscopic sensors; it is de-
signed to determine the orientation parameters of moving ob-
jects of various classes. For this purpose, a high-quality elastic 
hollow spherical shell is used in the gyroscope design as a sen-
sitive element - resonator. The wave solid gyroscope (WSG) is 
based on a new physical phenomenon - the inertial properties of 
elastic standing waves in a solid axisymmetric elastic body, 
which manifests itself as a lag of the angle of rotation of the 
standing wave from the rotation of the base. The functioning of 
the three-dimensional wave solid-state gyroscope (3D-WSG) is 
based on a completely new physical phenomenon based on the 
inertia properties of spatial standing waves excited in a spherical 
axisymmetric elastic body. On this basis, the authors consider a 
hollow spherical resonator for which the planar rotation of the 
resonator is replaced by a spatial one. In this case, the general-
ized Bryan effect, which manifests itself as a lag of three rotation 
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angles of the spatial standing wave from the base rotation, also 
appears to be spatial. Therefore, the 3D-WSG design contains a 
resonator in the form of an axisymmetric thin-walled element 
capable of vibration, as well as standing wave excitation and 
control electrodes, information acquisition sensors, and an elec-
tronic control unit containing a device for calculating the main 
gyroscope parameters (angle, oscillation amplitude stabiliza-
tion, quadrature minimization, and other pendulum parameters). 
Earlier publications by the authors [23,24] considered two vari-
ants of such a spatial WSG design. In one variant of the 3D-
WSG design, the resonator is made in the form of a spatial vac-
uum module consisting of outer and inner hollow spheres of 
magnetic material with mutually opposite magnetization direc-
tion placed concentrically one inside the other /Russian Federa-
tion patent No. 2763688, 2021/.  

The inner sphere houses the power supply, the electromag-
netic centering windings and the control unit.  Control electrodes 
and auxiliary electrode are placed on the outer side of the inner 
sphere; standing wave position measurement sensors are placed 
on the inner side of the outer sphere and electromagnetic center-
ing windings are placed on the outer side of the outer sphere. 
The spatial standing wave is excited in a thin-walled sphere 
made of a material with low internal friction parameters, enclos-
ing the outside of the inner sphere through non-magnetic bush-
ings. However, this variant of the spatial WSG design has cer-
tain disadvantages, which include the low overload capacity of 
the triaxial gyroscope in the axial and radial directions, due to 
the great technological complexity and labor intensity of manu-
facturing the outer and inner hollow spheres made of the se-
lected magnetic material with a mutually opposite direction of 
magnetization.   

In the following variant of the 3D-WSG design, the reso-
nator is made in the form of a spatial vacuum module consist-
ing of outer and inner hollow spheres concentrically placed 
one inside the other, the outer and inner surfaces of which are 
respectively covered with monoelectret layers having a charge 
of the same sign and value. In this case, the control electrodes 
and auxiliary electrode are located on the monoelectret layer 
placed on the outer surface of the inner sphere, and the stand-
ing wave position measurement sensors are located on the mo-
noelectret layer placed on the inner surface of the outer sphere 
[24] /Russian Federation patent No. 216847, 2022/.  

The inner sphere houses the power supply, electromagnetic 
centering windings and the 3D-WSG control unit. All control 
electrodes and one auxiliary electrode are located on the sput-
tered monoelectret layer placed on the outer surface of the inner 
sphere of the gyroscope.  
Sensors for measuring the position of the spatial standing wave 
are located on a monoelectret layer placed on the inner surface 
of the outer sphere, and the spatial standing wave itself is excited 
in a thin-walled sphere made of material with low internal fric-
tion parameters, covering the inner sphere from the outside 
through non-magnetic bushings. This variant of the spatial WSG 

design also has certain disadvantages. Since the placement of 
the thin-walled sphere around the inner sphere is carried out 
through a contact connection by means of non-magnetic bush-
ings, the solid wave gyroscope with such a resonator is actually 
able to function on a moving object as an angular velocity sen-
sor, which limits the potential capabilities of this device arising 
from the realization of free spatial movement of the generated 
standing wave.  

To eliminate these disadvantages, a principal variant of a 
new design of a spherical resonator of a spatial integrating wave 
solid-state gyroscope is proposed, which makes it possible to 
expand the functional capabilities of the device by realizing a 
contactless suspension of a thin-walled sphere in which a spatial 
standing wave is excited [25]. The proposed design of the reso-
nator of the spatial integrating wave solid-state gyroscope also 
contains concentrically placed one inside the other outer and in-
ner hollow spheres, a thin-walled sphere placed on the outer side 
of the inner sphere and made covering the inner sphere from its 
outer side, electromagnetic centering windings, control elec-
trodes and auxiliary electrode, sensors for measuring the stand-
ing wave position, as well as a power supply placed in the inner 
sphere itself. The outer and inner surfaces of the inner and outer 
spheres respectively are coated with monoelectret layers having 
a charge of the same sign and magnitude. In this case, the control 
electrodes and the auxiliary electrode are located on the monoe-
lectret layer placed on the outer surface of the inner sphere, and 
the standing wave position measurement sensors are located on 
the monoelectret layer placed on the inner surface of the outer 
sphere.   The outer and inner surface of the thin-walled sphere 
are coated with monoelectret layers having charge of the same 
sign and magnitude corresponding to the charge and magnitude 
of the monoelectret layers of the inner surface of the outer 
sphere and the outer surface of the inner sphere [25].  
 

X. RESONATOR OF THE SPATIAL INTEGRATING 

WAVE GYROSCOPE 
As usual, to create a fundamentally new functional inertial 

orientation sensor using the spatial effect of inertness of elastic 
waves on the sphere, it is necessary to create conditions for 
stable observation of this phenomenon in a moving coordinate 
system. Following the patent [25], the device of contactless 
energy transfer is placed in the inner sphere /RF patent No. 
2792218, 2023/ and the device of standing wave excitation 
and control electrodes are installed on the inner surface of the 
thin-walled sphere /decision on granting the patent of the Rus-
sian Federation from 09.01.2024 on application No. 2792218, 
2023/. In addition, we shoulf point out that the contactless 
transmission of electrical energy is understood as a method of 
transmission of electrical energy without the use of conductive 
elements in the electrical circuit, that is, in the absence of a 
wired electrical contact between the source and the consumer. 
In this case, for transmission over a short distance, the phe-
nomenon of electromagnetic induction and resonant mode of 
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operation of the receiving and transmitting devices are cur-
rently used, as well as the near electromagnetic field at dis-
tances not exceeding one-sixth of the wavelength to exclude 
its radiation into free space. As a device for contactless trans-
mission of electric power 10 with transmitting elements 7, for 
example, a wireless charging system can be used (patent of the 
Russian Federation authors No. 2781948, 2022).  

Due to the use in this device contactless energy transfer 
"superlens" on the basis of special plates from metamaterial 
with high anisotropy, in which magnetic permeability is 
negative in one direction, but positive in all other directions 
and its location in the direction of the receiver from the outside 
of the transmitting spiral coil parallel to the plane of its 
winding turns - when interacting with the magnetic fields of 
the transmitting coil energy transfer is carried out in a narrow 
cone with the maximum intensity, which allows to 
significantly reduce the magnetic fields of the transmitting 
coil. A standing wave excitation device and control electrodes 
are installed on the inner surface of the thin-walled sphere 
/Russian Federation patent No. 222947, 2024/.  
  The principle design of the new spherical resonator is 
explained below in Fig.1, where it is schematically represent-
ted as a spatial vacuum module. In the figure the positions are 
marked: 1 - outer hollow sphere; 2 - inner hollow sphere; 3 - 
thin-walled sphere; 4 - electromagnetic centring windings; 5 - 
power source; 6- monoelectret layer; 7- transmitting elements; 
8- auxiliary electrode; 9- standing wave position measurement 
sensors; 10 - contactless power transmission device; 11 - 
standing wave excitation devices and control electrodes.  
The resonator is made in the form of a spatial vacuum module  

Fig.1 
and contains concentrically placed one inside the other outer 
1 and inner 2 hollow spheres, a thin-walled sphere 3 placed on 
the outer side of the inner sphere 2 and encompassing the inner 
sphere 2.   The thin-walled sphere 3 is made of a material with 
low internal friction parameters (i.e., high goodness), such as 
an amorphous or nanocrystalline metal/alloy. On the outer and 
inner surface of the thin-walled sphere 3 are applied 

monoelectret layers 6 having a charge of the same sign and 
magnitude corresponding to the charge and magnitude of the 
monoelectret layers 6 of the inner surface of the outer sphere 
1 and the outer surface of the inner sphere 2, representing, for 
example, a monoelectret film. The outer and inner surfaces of 
the inner sphere 2 and the outer sphere 1 are coated with 
monoelectret layers 6 having a charge of one sign and 
magnitude corresponding to the charge and magnitude of the 
monoelectret layers 6 of the inner surface of the outer sphere 
1 and the outer surface of the inner sphere 2, representing, for 
example, a monoelectret film. The inner sphere 2 includes a 
power supply 5 with a DC-AC converter for powering the 
electromagnetic centring windings 4 installed in the inner 
sphere 2, and a non-contact power transmission device 10 with 
transmitting elements 7.  The transmitting elements 7 of the 
non-contact power transfer device 10 and the auxiliary 
electrode 8 are arranged on a monoelectret layer placed on the 
outer surface of the inner sphere, and the standing wave 
position measurement sensors 9 are arranged on the 
monoelectret layer placed on the inner surface of the outer 
sphere 1. [25]. On the inner surface of the thin-walled sphere 
3, standing wave excitation devices, for example, of 
piezoelectric type and control electrodes 11 are installed.  

The inner 2 and outer 1 sphere are made of non-magnetic 
material, for example, high-strength composite materials of 
low density (ρ=1.45...1.6 g/cm3) based on, for example, 
carbon plastics; or polydicyclopentadiene.  

 The WSG resonator of the new design works as follows.  
When the supply voltage is applied (gyroscope is switched on) 
to the electromagnetic centering windings 4, the spatial 
vacuum module of the resonator is activated, providing 
contactless suspension of the inner hollow sphere 2 and the 
thin-walled sphere 3. To parametrically excite a spatial 
mechanical standing wave, two diametrically opposed forces 
are applied to the thin-walled sphere 3, generated by the 
standing wave excitation devices and control electrodes 11 
placed on the inner surface of the thin-walled sphere 3.  The 
standing wave excitation devices with control electrodes 11 
placed on the inner surface of the thin-walled sphere 3 
function with the help of the contactless energy transfer device 
10 and its transmitting elements 7 placed respectively in the 
inner sphere 1 and on its outer surface. The number of control 
electrodes is conditioned by the peculiarities of the WSG 
design and the parameters of the generated standing wave in 
the resonator, since these electrodes set the generation of the 
standing wave.  

Under the action of the applied forces, the thin-walled 
sphere 3 will take an ellipsoidal shape. The applied forces at 
the given moments of time become equal to zero, and the thin-
walled closed sphere 3, possessing a certain stiffness, passing 
through the undeformed state, under the action of inertia 
forces will deform in the orthogonal direction. Excitation of a 
spatial standing wave in the thin-walled sphere 3 occurs in the 
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autogenerator mode at the natural frequency of oscillation 
[25].  Upon reaching a predetermined oscillation amplitude of 
the thin-walled sphere 3, the transmitting elements 7 of the 
contactless power transmission device 11 are switched off, 
and the auxiliary electrode 8 is switched on, which maintains 
the constancy of the oscillation amplitude in the thin-walled 
sphere 3 for any position of the standing wave relative to the 
base. As the thin-walled sphere 3 oscillates, the overlapping 
area of the electrodes of the sensors 9 performing the function 
of measuring the position of the standing wave changes. The 
output signals of the electrodes of the sensors 9 corresponding 
to the three components of the input angular velocity vector of 
the most of the moving object, are fed to the control unit of the 
WSG. After software mathematical processing of the primary 
signal in the electronic block of the calculator, the rotation 
angle/angular velocity of the mobile object on which the WSG 
is installed is determined. After software mathematical 
processing of the primary signal in the electronic block of the 
calculator, the rotation angle/angular velocity of the mobile 
object on which the WSG is installed is determined. 
 The proposed fundamentally new design of non-contact 
suspension of a thin-walled closed spherical resonator of a 
spatial integrating wave solid-state gyroscope provides a 
direct possibility of parametric excitation of a spatial 
mechanical standing wave on the outer surface of the sphere 
itself, which makes it possible to determine three components 
of rotational and/or rotational motion of a mobile object. 
  

XI.  CONCLUSION 
For a full elastic spherical shell, the theoretical Bryan 

scaling factor is obtained, which   is equal   to one quarter (k 
= 0.25). This value of the scaling factor is somewhat smaller 
than it was previously obtained for a ring (or cylinder) equal 
to 0.4, or for a hemisphere (k ൌ 0.312ሻ. 

We emphasize that for a complete spherical shell the 
Bryan coefficient has a spatial character. It determines the pro-
portionality of angular velocity vectors to each other, in con-
trast to the case of a ring (cylinder, hemisphere), when the an-
gular velocities of the plane rotation are taken into account. In 
three-dimensional space, a three-dimensional mechanical 
standing wave realized in the form of, for example, an ellip-
soid of rotation moves relative to an elastic solid body with a 
vector of angular velocity proportional to the Bryan coeffi-
cient (the vector of rotation of the elastic body itself relative 
to absolute space). For a full elastic spherical shell, the theo-
retical Bryan scaling factor is obtained, which is equal to one 
quarter (݇ ൌ 0.25ሻ. We emphasise that for a full spherical 
shell, the Bryan coefficient is spatial in nature. It determines 
the proportionality of angular velocity vectors to each other, 
in contrast to the case of a ring (cylinder, hemisphere), when 
the angular velocities of the plane rotation are taken into ac-
count. In three-dimensional space, a three-dimensional me-
chanical standing wave realized in the form of, for example, 
an ellipsoid of rotation moves relative to an elastic solid body 

with a vector of angular velocity proportional to the Bryan co-
efficient (k = 0.25) to the vector of rotation of the elastic body 
itself relative to absolute space. In this case, a spatial mechan-
ical standing wave realized on the surface of an elastic two-
dimensional sphere in the form of, for example, an ellipsoid of 
rotation, moves relative to the body with a vector of angular 
velocity proportional to (the vector of angular velocity of the 
body itself relative to absolute space. In this case, a spatial me-
chanical standing wave realized on the surface of an elastic 
two-dimensional sphere in the form of, for example, an ellip-
soid of rotation, moves relative to the body with an angular 
velocity vector proportional to (the angular velocity vector of 
the body itself relative to absolute space. Thus, for numerous 
practical applications we have in one gyroscopic device a very 
compact three-dimensional inertial angular velocity sensor, 
which allows us to simultaneously measure the increments of 
three quasi-coordinates included in the kinematic differential 
equations, integrating which we solve the classical Darboux 
problem of spatial orientation of a moving object in three-di-
mensional space using the angular velocities of the body 
known from the measurements of the 3-D WTG sensor.  
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Abstract— The kinematic problem of finding the optimal 
program angular acceleration of spacecraft under arbitrary 
boundary conditions for angular position and angular velocity 
of spacecraft is considered. The quadratic functional of the 
energy spent on maneuvering a spacecraft with a fixed 
transition time is used as optimality criterion. Based on the 
Poinsot concept, which represents an arbitrary angular motion 
of a rigid body around a fixed point as a generalized conical 
motion, using the Pontryagin maximum principle, the quasi-
optimal analytical solution of the problem is obtained, which is 
brought to the algorithm. This report presents the theoretically 
and numerically justified analytical quasi-optimal algorithm 
for constructing program angular acceleration of spacecraft, 
which, according to the results, is close to optimal. 

Keywords—spacecraft, rigid body, angular acceleration, 
arbitrary boundary conditions, quasi-optimal control, explicit 
solution, algorithm 

I. INTRODUCTION 

When solving many problems of guidance and control of 
spacecraft, it is necessary to know the optimal angular 
acceleration of spacecraft in one sense or another under 
arbitrary given boundary conditions. As a rule, in the 
literature such acceleration is either calculated numerically or 
constructed analytically on the basis of polynomials (splines) 
by representing the orientation quaternion of a spacecraft by 
polynomials and expressing the angular velocity vector 
through this quaternion. However, there are no guarantees 
(proven theorems or considerations from theoretical 
mechanics) that on the whole set of angular motions of a 
spacecraft, under any boundary conditions, these analytical 
solutions will approximate the optimal trajectory of the 
angular motion of a spacecraft well enough. 

The report investigates the classical problem of finding 
the optimal angular acceleration of spacecraft under arbitrary 
boundary conditions of the angular position and angular 
velocity of spacecraft. The quadratic functional of the energy 
spent on spacecraft maneuvering with a fixed transition time 
is used as an optimality criterion. The exact solution to the 
problem of finding the orientation of a rigid body by its 
known angular velocity (the Darboux problem) in general 
case is not known. Within the bounds of the classical Poinsot 
concept, which interprets arbitrary angular motion of a rigid 
body in terms of precession cones, or otherwise generalized 
conical motion, a modification of the problem of optimal 
control of the angular motion of a spacecraft is carried out, 
and its trajectory is given by explicit expressions in this class 
of motions containing arbitrary constants and two arbitrary 
scalar functions (parameters of generalized conical motion). 

With respect to these functions and their derivatives, an 
optimization problem is formulated and solved, in which the 
second derivatives of these two functions act as controls. At 
the same time, the generality of the original problem is 
practically not violated: the known exact solution to the 
classical problem of optimal angular motion in the case of 
flat rotation of spacecraft or the new case of regular 
precession of spacecraft obtained in this report and similar 
solutions to the problem within the bounds of the considered 
concept completely coincide; in other cases, in numerical 
calculations of solution of the initial problem and the 
proposed analytical solution, relative error between values of 
the optimization functional, which is the defining 
characteristic of the problem, is no more than one percent 
including angular maneuvers of spacecraft at large angles. 
Therefore, the proposed analytical solution of the problem 
can be interpreted as quasi-optimal with respect to the 
classical problem of finding the optimal angular acceleration 
of a spacecraft. Explicit expressions for the orientation 
quaternion and the angular velocity vector of a spacecraft are 
given, an explicit formula for the angular acceleration of a 
spacecraft is obtained by differentiating the expression of the 
angular velocity vector, an analytical algorithm for solving 
the problem is provided. This algorithm can be used on 
board of spacecraft. 

The analytical solution method proposed in the report has 
previously been successfully applied in dynamic problems of 
optimal spacecraft reorientation of various configurations 
with different optimization criteria under arbitrary boundary 
conditions [1-7]. 

II. STATEMENT OF THE CLASSICAL PROBLEM  

The angular motion of a spacecraft as a rigid body around 
the center of mass is described by equations [8]: 

)ω(ΛΛ t 2  (2.1) 

εω                                 (2.2) 

Here 3322110 )(λ)(λ)(λ)(λ)( ititittt Λ  is the 
quaternion describing the position of a spacecraft in an 
inertial space; 332211 )(ω)(ω)(ω)( iiiω tttt   is the 
angular velocity vector of a spacecraft specified by its 
projections onto spacecraft-fixed coordinate axes; 321 ,, iii  – 
the units of the hypercomplex space (imaginary Hamiltonian 
units), which can be identified with the vectors of a three-
dimensional vector space 321 ,, iii ; the symbol “  ” stands 

for the quaternion product; Ttttt )](),(),([)( 321 ε – the 
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vector of angular acceleration. Phase coordinates ωΛ,  and 
control ε  satisfy the requirements of the optimal control 
problem [8] ( )(),( tt ωΛ are continuous functions and )(tε  is 
a piecewise continuous function); quaternion )(tΛ  is 

normalized, i.e. 12
3

2
2

2
1

2
0  Λ . 

Arbitrary boundary conditions for the angular position 

TT ΛΛΛΛ  )(,)0( 0  (2.3) 

and angular velocity of a spacecraft 

    TT ωωωω  ,0 0  (2.4) 

are given. The task is to find the optimal control )(opt tε  that 
delivers a minimum to the quadratic criterion of energy costs 
with a fixed time Т: 


T

dtJ
0

Tεε  (2.5) 

III. TRANSITION TO DIMENSIONLESS VARIABLES 

Since the main variable of the problem quaternion Λ  is a 
dimensionless quantity, using the formulas 

3dimdimls2dimdimdimdimls ,,,/
dimlsdimls

ТJJТТТtt  εεωω

we reformulate the problem in dimensionless variables, 
while all expressions of the problem statement except for 
the optimization functional 


1

0

T dtJ εε  (3.1) 

will not change. Next, we consider the dimensionless 
formulation of problem (2.1)–(2.4) and (3.1) Т=1. 

IV. APPLICATION OF THE MAXIMUM PRINCIPLE 

Applying the Pontryagin maximum principle [8, 9], we 
introduce the conjugate variables )(tΨ (quaternion) and 

)(tφ  (vector) to the phase variables ),(),( tt ωΛ  

respectively. The Hamilton-Pontryagin function 
 

     εφωΛΨεε ,2/,,  H  (4.1) 

where “( . , . )” is the scalar product of vectors. 
Equations for conjugate variables 

 









2
~
,2

ΨΛvectφ

ωΨΨ




 (4.2) 

where “vect(.)” is the vector part of a quaternion and the 
symbol “~” means quaternion conjugation. 

Quaternion equations for variables Ψ  and Λ  coincide; 
therefore, their solutions differ by a constant quaternion C: 

                               ΛСΨ                                     (4.3) 
 

Due to this, and taking into account the designation [8] 

ΛcΛΨΛvectp  v
~

)
~

(   (4.4) 

where vc is the vector part of quaternion С , expressions 

(4.2) take the form 










2

,
~

рφ

ΛcΛp


 v  (4.5) 

Thus, due to the self-adjointness of the linear differential 
system of equations (2.1), the dimension of the boundary 
value problem of the maximum principle is reduced by four 
[8]. From the maximum condition (4.1), we obtain the 
continuous structure of the optimal control: 

2/opt φε   (4.6) 

From (2.1), (2.2), (4.5), and (4.6) we have: 
 

           2/φω  ,    4/pω  ,    ωωpω   4/  

where “ ” denotes the vector product. 
Therefore, on the entire interval of motion, the optimal 

angular velocity of a spacecraft must satisfy the third-order 
differential vector equation 

ωωω    (4.7) 

Thereby, the solution of the optimal control problem is 
reduced to the solution of boundary value problem (2.1), 
(4.7), (2.3), and (2.4). 

Given variable p  (4.4), the Hamilton-Pontryagin 
function (4.1) will be written as follows: 

     εφωpεε ,2/,, H  (4.8) 

V. THE EXACT SOLUTION OF THE PROBLEM OF FINDING THE 

OPTIMAL ANGULAR ACCELERATION OF SPACECRAFT IN THE 

PARTICULAR CASE 

We will seek the solution of equations (2.1), (4.7) in the 
class of conical motions. To do this, we represent the optimal 
angular velocity of a spacecraft as 

КiiiКω  )cossin(
~

321  tt   (5.1) 

where К  (quaternion) and ,  are undetermined 

constants. Here 

12
3

2
2

2
1

2
0  KKKKК  (5.2) 

Note that the quaternion К  makes it possible to rotate 
the vector in parentheses in (5.1) about a constant axis 
passing through the fixed point of the spacecraft. 

Successively differentiating (5.1) three times with respect 
to the variable t, we obtain 

Successively differentiating (5.1) three times with respect 
to the variable t, we obtain: 

 КiiКω  )sincos(
~

21 tt   (5.3) 

КiiКω  )cossin(
~

21
2 tt    (5.4) 

КiiКω  )sincos(
~

21
3 tt   (5.5) 

Substituting (5.1), (5.4), and (5.5) in (5.7), we verify that 
the equality holds true. Here, we note that 

               2/)( ωωωωωωω    
The trajectory of spacecraft motion with angular velocity 

(5.1) in (2.1) can be found explicitly – it is the regular 
precession 
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КiexpiexpКΛΛ  }2/{}2/{
~

)( 320 ttt    (5.6) 

where {.}exp  denotes the quaternion exponential function [8].  
Expressions (5.1)–(5.6) involve five arbitrary constants 

,,,, 210 ККК . Let us satisfy the boundary conditions 
(2.3), (2.4). Because of the insufficient number of arbitrary 
constants in solution (5.1), we impose additional requirements 
on the quantities 0ω  and Tω . The direction of the unit vector 

of the initial angular velocity 000 /ωωω е  is arbitrary and 

given. At t=0, we obtain from (5.1): 

КiiКωωω  )(
~

32000  е  (5.7) 

22
32320

~
)(

~
  КiiККiiКω  (5.8) 

At t=1 (the terminal time), we obtain from (5.6) 
КiexpiexpКΛΛ  }2/{}2/{

~
320  Т  (5.9) 

here 

})2/{}2/{(scal)
~

(scal 320  iexpiexpΛΛ  Т  (5.10) 

where “scal(.)” denotes the scalar part of the quaternion. 
From (5.2), (5.7) – (5.9) we find | 0ω , , , and К . 

Let us represent (5.7), (5.9) in the form: 
0)( 032  ωККii   

0
~

}2/{}2/{ 032  ТΛΛККiexpiexp   

or in vector–matrix form using quaternion matrices of m- 
and n- types [10]: 
 













































































































0

0

0

0

0

0

0

0

00

00

00

00

3

2

1

0

010203

010302

020301

030201

K

K

K

K










  

(5.11) 












































































































0

0

0

0

3

2

1

0

0123

1032

2301

3210

0123

1032

2301

3210

K

K

K

K

nnnn

nnnn

nnnn

nnnn

mmmm

mmmm

mmmm

mmmm  
(5.12) 

 

where the elements of the coefficient matrix of the system of 
linear algebraic equations (SLAE) (5.12) are determined by 
the components of quaternions: 
 

},2/{}2/{ 32  iexpiexpm   

)2/cos()2/cos(0  m , )2/sin()2/sin(1  m ,   (5.13) 

)2/cos()2/sin(2  m , )2/sin()2/cos(3  m  

and 

ТΛΛn 0
~

  (5.14) 

Here 
         1m       (5.15)                        1n        (5.16) 

Note that the ranks of the coefficient matrices of systems 
(5.11) and (5.12) are 2. 

Choosing two linearly independent equations in each of 
systems (5.11) and (5.12), we obtain the SLAE 






























































0

0

0

0

0

)(0

)(0

0

3

2

1

0

332211

223311

020301

030201

K

K

K

K

mnmnmn

nmnmnm




 
(5.17) 

For the existence of nontrivial solutions of the 
homogeneous SLAE, the determinant of the coefficient 
matrix of SLAE must be zero. Thus, taking into account 
(5.8), (5.9), (5.12), and (5.13), we obtain 

)/()( 033022011320
eee nnnmm  ω  (5.18) 

From (5.8), (5.10), and (5.18) with regard to (5.13), we 
obtain two equations to determine   and  : 











0)2/cos()2/cos()
~

(scal

,0)())((

0

2
32

2
033022011

22





Т

eee mmnnn

ΛΛ 
 (5.19) 

The unknown 0ω  can be found by (4.18) after solving 

(5.19). 

In (5.17), we replace the last equation with equation 
(5.2). From the first three equations in (5.17), 210 ,, KKK  

are expressed in terms of 3K  as 

DКАK /300  ,  DКАK /311  ,   DКАK /322       (5.20) 

where 
 ))(())(( 33022203010 nmnmА     (5.21) 











 


01

22
02

1102222
01

03011 )())(()(





 nmnm
D

А  

                                                                                       (5.22) 
 01220211012 )())((  nmnmА                 (5.23) 

  0133031101 )())((  nmnmD                   (5.24) 
 
 

From (5.2) and (5.21)–(5.24) we have 

           2/12
2

2
1

2
03 ///1 DADADAK               (5.25) 

After determining 3K  from (5.25), 210 ,, KKK are 
calculated using (5.20). The angular velocity boundary 
condition at the terminal time T in dimensionless variables 
(T=1) must have the form 

КiiiКωω  )cossin(
~

)( 321  ТТ  (5.26) 

Thus, in cases when the angular velocity boundary 
conditions satisfy constraints (5.18), (5.26) (this implies that 
the vector ω  belongs, on the whole time interval of motion, 
to a conical surface that is defined by the arbitrary spacecraft 
attitude boundary conditions TΛΛ ,0 and the arbitrary 

direction of the angular velocity initial value е
0ω ), the 

trajectory of the angular motion of spacecraft is in the class 
of conical motions, and it can be calculated by explicit 
analytic expressions (5.1) and (5.6). 

The optimal angular acceleration from (2/2), (5.1) 

КiiКωε  )sincos(
~

21 tt    (5.27) 

const 222 ε  (5.28) 

The optimal value of the performance index in 
dimensionless variables is 

 
1

0

222 dtJ ε  (5.29) 
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The conjugate variables φ  and р  can be found using 
(5.27), (4.5), and (4.4). Thus, the problem is completely 
solved subject to the given constraints. 

Now we describe an algorithm for solving the optimal 
slew problem for a spacecraft (rigid body) in the class of 
conical motions in dimensionless variables: 

1) according to the given quaternions ТΛΛ ,0  (2.3), and 

the unit vector е
0ω  from (2.4), the time Т=1, use formulas 

(5.19), (5.18) (taking into account (5.13), and (5.14)) to 
calculate , , and 0ω ; 

2) using ТΛΛ ,0 , , , and 0ω  calculate the 

components of the quaternion К  by formulas (5.20)–(5.25); 

3) using the formula е
00

calc
0 ωωω   and (5.26) 

 

            КiiiКω  )cossin(
~

321
calc  Т  

 

are calculated the vectors calccalc
0 , Тωω ; 

4) the resultant calccalc
0 , Тωω  are compared with Тωω ,0  

defined in (2.4); 

5) if the equation at step 4 of the algorithm holds true, 
then the optimal solution is found in the class of conical 
motions. The angular velocity of the spacecraft, the 
trajectory of its angular motion, the vector of the control 
torque, and the value of the performance index are estimated 
by (5.1), (5.6), (5.27), and (5.29), respectively; 

6) the conjugate variables of the problem φ  and р are 

calculated by (4.4), (4.5), and (5.27). 
The optimal solution of the problem obtained in the class 

of regular conical motions and the previously known [8] 
exact solution in the class of plane Eulerian rotations 
(provided Тωω ,0 || )

~
( 0 TΛΛvect  ) for special cases of 

boundary conditions for the angular velocity of a spacecraft 
will be used as analytical confirmations in constructing the 
quasi-optimal solution to the problem of finding the angular 
acceleration of spacecraft in the class of generalized conical 
motions.  

VI. MODIFIED PROBLEM OF FINDING THE OPTIMAL ANGULAR 

ACCELERATION OF SPACECRAFT 

The motion of a spacecraft is still described by relations 
(2.1)–(2.4), while the initial and final values for the angular 
position and angular velocity of spacecraft are arbitrary and 
specified. One of the main problems in constructing an 
analytical solution in the problem of the optimal rotation of a 
rigid body is the analytical solvability of the classical 
Darboux problem – the problem of finding the quaternion 

)(tΛ  through the angular velocity vector ω(t). 

For the quaternion differential equation (2.1), provided 
that the angular velocity vector )(tω  is given by the 

expression 
 

)()(cos)()(sin)()( 321 tgtgtftgtft  iiiω   (6.1) 

in which )(tf and )(tg  are arbitrary functions of time, the 
solution satisfying the initial condition (2.3) is known [11]: 

}2/)({}2/)({

}2/)0({}2/)0({)(

32

230

tgtf

fgt

iexpiexp

iexpiexpΛΛ


 

 (6.2) 

Expression (6.1) and solution (6.2) can be generalized by 
adding a rotation by a constant angle around some axis. This 
rotation is specified using the quaternion К , 1К . Then 

the vector ω  and quaternion Λ  will be determined by the 
relations 
 

КiiiКω  ))()(cos)()(sin)((
~

321 tgtgtftgtf   (6.3) 

Кiexpiexp

iexpiexpКΛΛ




}2/)({}2/)({

}2/)0({}2/)0({
~

)(

32

230

tgtf

fgt 
 (6.4) 

As can be seen, expressions (6.3), (6.4) include 
expressions for the angular velocity and trajectory of 
spacecraft in the exact solution of the problem of finding the 
optimal angular acceleration of spacecraft when the vector of 
its angular velocity maintains the constant direction over the 
entire time interval of the spacecraft movement [8] or 
performs a regular precession (sec. V). How else one 
supporting consideration should be noted that using one-to-
one variable substitutions [11], the Darboux problem can 
generally be reduced to solving an equation of type (1.3), 
where the angular velocity will take the form 
 

        ))()(cos)()(sin)(()( 321 tgtgtftgtft  iiiω   
 

which differs from (6.1) only in sign. Moreover, an explicit 
analytical solution to this problem, as in the case of an 
arbitrary vector )(tω , is not known. In other words, the 
proposed structure of angular velocity (6.1) ((6.3)) is closely 
correlated to the Poinsot concept that any arbitrary angular 
motion of a rigid body around a fixed point can be 
considered as some generalized conical motion of a rigid 
body [12].  

We will consider the second derivatives of the functions 
f  and g  as the control parameters. Then, if we introduce 

the notation 
 

1ff  ,     1gg      (6.5) 

we can compose a system of differential equations 
describing the controlled system: 
 

1ff  ,  1gg  ,  11 uf  ,  21 ug     (6.6) 

where f , 1f , g , and 1g  are the phase coordinates, while 

1и  and  2и  are the control parameters. We restrict ourselves 

to the case when quaternion К  is presented in the form of a 
product: 
 

12 ККК  ,  }2/{ 111 iexpК  ,  

}2/{ 222 iexpК   
  (6.7) 

where 1  and 2  are some constants. Note that 

quaternions 1К  and 2К  determine the rotation of the vector 

ω  (6.1) around axes 1i  and 2i . Rotation around axis 3i  is 
included in the formula if we take into account that the 
function )(tg contains an additive constant.  
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The conditions ensuring that expressions for ω  and Λ  
(6.3) and (6.4) satisfy the boundary conditions (2.3) and 
(2.4), taking into account (6.7) , can be written as 

 

01213

121121

))0(

)0(cos)0()0(sin)0((
~~

ωККi

iiКК







g

gfgf
  (6.8) 

TTg

TgTfTgTf

ωККi

iiКК




1213

121121

))(

)(cos)()(sin)((
~~




  (6.9) 

ТТgf

Тfg

ΛККiexp

iexpiexpККΛ




123

23210

}2/)({}2/))0(

)(({}2/)0({
~~




 (6.10) 

The control angular acceleration of spacecraft 
corresponding to the solution of the modified optimal control 
problem is determined from (2.2) by the formula  
 

ωε    (6.11) 

 Then for the controlled system (6.6) we can 
formulate the following optimal control problem. It is 
required to find optimal control functions )(),( 21 tutи , 
which transfer the controlled system (6.6) from the initial 
state 

      )0(ff  , )0(11 ff  , )0(gg  , )0(11 gg   (6.12) 

to the final state 

      )(Тff  , )(11 Тff  , )(Тgg  , )(11 Тgg   (6.13) 

and satisfying relations (6.9)–(6.10), in which 21,   are the 
parameters that need to be determined, and minimize the 
quadratic functional 

                            
T

dtииJ
0

2
2

2
1 )(                                 (6.14) 

This optimal control problem will be called the modified 
problem of finding the angular acceleration of spacecraft. 

VII. АNALUTICAL SOLUTION OF THE PROBLEM (6.6)–(6.14) 

The Hamilton-Pontryagin function for the optimal control 
problem [9] 

    24131211
2
2

2
1 )( uugfииH          (7.1) 

Where 4321 ,,,  are the conjugate variables 
satisfying the system of equations 

01  , 02  , 13   , 24                        (7.2) 

the general solution of (7.2), which contains arbitrary 
constants 41 ,..., сс , is 

11 с , 22 с , 313 ctс  , 424 ctс  .    (7.3) 

The maximum condition for Hamilton–Pontryagin function 
(7.1) implies 
      ,2/)( 311 ctси      2/)( 422 ctси                   (7.4) 

By substituting (7.4) into system (6.6), we find the general 
solution for the phase coordinates, which contains eight 
arbitrary constants 81 ,..., сс  

)5.7(.2/4/,2/4/

4/12/,4/12/

74
2

2153
2

11

87
2

4
3

265
2

3
3

1

ctctсgctctсf

ctctctсgctctctсf



  
 

Due to the fact that in the expression for the function f, 
constant 6с  enters additively, it can be seen from (6.4) that it 

has no effect, and therefore 6с  may not be taken into 
account. Then, to search for nine unknowns 

8751 ,,,..., сссс , 21,  there are nine equations (6.8)–(6.10) 

(because of the condition 1Λ  in the quaternion equation 

(6.10), only three scalar equations are independent). 
Substituting formulas (7.5) into (6.3) and (6.4), we obtain 
expressions for the angular velocity vector and the spacecraft 
orientation quaternion. These expressions determine the 
optimal in the sense of the minimum of functional (6.14) of 
the angular maneuver of spacecraft constructed in the class 
of generalized conical motions. Control angular acceleration 
of spacecraft, based on (6.3), (6.11) 

.])sincos(

)cossin([(
~

231112

1111

Кii

iКωε




uggfgu

ggfgu


              (7.6) 

The scalar square of the control angular acceleration 
vector is expressed in terms of the variables of the modified 
problem as follows: 

                        2
1

2
1

2
2

2
1

2 gfuu ε                          (7.7) 
The modified problem of finding the optimal angular 

acceleration of spacecraft has thus been completely solved. 

If in the modified problem of finding the optimal angular 
acceleration of spacecraft, the boundary conditions for the 
angular velocity of a spacecraft are the same as in sec. V, 
then the solutions of the classical and modified problems will 
completely coincide. The same can be said when the vectors 
of boundary conditions with respect to angular velocity 

Тωω ,0  (2.4) are collinear )
~

0 TΛΛvect(   (flat Eulerian 

rotation [8]), in these cases, the term 2
1

2
1 gf  in (7.7) vanishes 

and criterion (6.14) corresponds to criterion (2.5) ((3.1)) of 
the classical problem. In the problem of finding the optimal 
angular acceleration of spacecraft under arbitrary boundary 

conditions, assuming that dtgf 2
1

1

0

2
1  is less than dt

1

0

2ε , we 

can omit the last term in (7.7). Then the modified optimal 
control problem in variables 2111 ,,,,, uugfgf with 
functional (6.14) and expressions (6.3), (6.4), (6.8)–(6.10), 
(7.5), and (7.6) will correspond to the classical problem the 
problem of finding the optimal angular acceleration in the 
class of generalized conical motions. Herewith the modified 
problem can be considered as a quasi-optimal problem of 
finding the angular acceleration of spacecraft under arbitrary 
boundary conditions. 

VIII. АNALYTICAL QUASI-OPTIMAL ALGORITHM 

The quasi-optimal algorithm for angular acceleration of 
spacecraft under arbitrary boundary conditions in 
dimensionless variables has the following form: 

1) according to the given values ТТ ωωΛΛ ,,, 00  (2.3), 
(2.4), and T = 1 from (6.7)–(6.10), nine indefinite constants 

218751 ,,,,,..., сссс  and are calculated, and the functions 

f , 1f , g , 1g  are expressed; 

2) using (6.7), we calculate the quaternion К ; 
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3) we determine the vector of the angular velocity of 
spacecraft 

 

КiiiКω  ))()(cos)()(sin)((
~

321 tgtgtftgtf   
 

4) we find the orientation quaternion of spacecraft 
 

Кiexpiexp

iexpiexpКΛΛ




}2/)({}2/)({

}2/)0({}2/)0({
~

)(

32

230

tgtf

fgt 
 

 

5) angular acceleration vector of spacecraft 
 

.])sincos(

)cossin([(
~

231112

1111

Кii

iКωε




uggfgu

ggfgu


  

 

6) from expressions (3.1) and (7.7), the value of the 
dimensionless optimization criterion for the problem of the 
optimal reorientation of spacecraft is found. 

IX. NUMERICAL EXAMPLES 

Comparative results of numerical solutions of the initial 
(classical) and modified problems of finding the optimal 
angular acceleration spacecraft are considered. 

The boundary value problem of the maximum principle, 
obtained in sec. IV for the original classical problem, has the 
form: 

            



















constcΛcΛp

рφ

εω

ωΛΛ

vv ,
~

,2

,

,2








                               (9.1) 

             00 )0(,)0( ωωΛΛ                                       (9.2) 

             TT TT ωωΛΛ  )(,)(                                    (9.3) 

                     2/опт φε                                                   (9.4) 

where to find vcωΛε ,,, optoptopt . Conditions at the final 

moment of time (9.3) must be rewritten in the seven-
dimensional phase space ωΛ : 

                   
.)(

,0)
~

)((

T

T

T

T

ωω

ΛΛvect




                                (9.5) 

The method for the numerical solution of such boundary 
value problems of optimal reorientation of a spacecraft (rigid 
body) is described in [13]. 

The first line of table 1 shows the values of the 
orientation quaternion and the angular velocity vector at 
t=0.5 (in the middle of the optimal motion time interval 

1],,0[ TT ) for boundary conditions for the angular 
position and angular velocity of  spacecraft 

 

           
)3.0,2388.0,2739.0(

),3478.0,3975.0,2981.0,7951.0(

0

0




ω

Λ
             (9.6) 

            
)59.0,0.0,0.0(

),1485.0,3260.0,3984.0,8443.0(




Т

Т

ω

Λ
           (9.7) 

The components of the angular acceleration vector under 
the same boundary conditions for the beginning, middle and 
end of the optimal control process are considered in the first 
line of the table. 2. In the second rows of the tables, for 
comparison, the data obtained by solving the modified 

problem of searching for the angular acceleration of 
spacecraft using the analytical algorithm sec. VIII are 
presented. In this case, the values of the constants 

875121 ,,,...,,, сссс  included in the analytical solution of 
the modified problem are as follows; 
 

  с 2902.3,2226.0,0421.0 121  
451,21132,48851 432 .-с.  с.с 

92160,22210,41560 875 .-с.-с.-с   

Тable 1 

0  1  2  3  1  2  3  

0.8096 0.3625 -0.3768 0.2668 -0.0502 -0.0114 -0.4937 
0.8099 0.3627 -0.3756 0.2673 -0.0488 -0.0098 -0.4938 

 
Тable 2 

)0(1  )0(2 )0(3  )5.0(1  )5.0(2  )5.0(3  )1(1  )1(2  )1(3  

-0.9854 0.7259 -0.4892 -0.2917 0.2087 -0.2878 0.5077 -0.1272 -0.0985 
-0.9647 0.7634 -0.4932 -0.3103 0.1687 -0.2847 0.5350 -0.0220 0.1024 

 
The results of solving the two problems are close. The 

value of the functional (3.1) of the original problem in the 
example under consideration is 0.4782. The value of the 
same functional calculated based on the solution of the 
modified problem is 0.4797. That is, in the example under 
consideration, the discrepancy between the values of the 
functional (3.1) for the classical and modified problem is 
0.3%. It should be noted that the value of the optimization 
functional is a defining characteristic of the optimal control 
problem. 

Numerical solutions of the problem of optimal angular 
motion control were also carried out for cases when the 
initial state of spacecraft was determined by the ratios (9.6). 
The final position of spacecraft was set by rotating a 
spacecraft from the initial position by some angle around the 
Eulerian axis, the unit vector of which was determined by the 
coordinates: 

 

                      (0.0450, -0.0752, -0.9962)                         (9.8) 

Table 3 shows the components of the quaternions of the 
final position of a spacecraft for rotations by various values 
of the Euler angle   in degrees around vector (9.8). 

 

Тable 3 
  )(0 Т  )(1 Т  )(2 Т  )(3 Т  

30 0.8464 0.4065 -0.3185 0.1298

60 0.8401 0.4872 -0.2178 -0.0970

90 0.7766 0.5346 -0.1023 -0.3173

120 0.6601 0.5456 0.0202 -0.5159

150 0.4986 0.5195 0.1414 -0.6794

180 0.3032 0.4579 0.2529 -0.7965

 
Table 4 shows the values of functional (3.1) in the 

classical and modified problems of finding the optimal 
angular acceleration when transferring spacecraft from the 
initial state (9.6) to the final states TΛ  according to table 3 

and to the ),59.0,0.0,0.0( Тω with indicating the 
difference between the values of these functionals 
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classicmodif JJJ   and the percentage discrepancy 

%100)/( classic  JJ . 

 

  Тable 4 
Functionals and 
discrepancies in 
their values 

 30   60  90 150  180

   
classicJ  

0.52385 4.63277 15.31437 56.39081 86.78094

   
modifJ  

 0.52510 4.6372415.32882 56.52086 87.51533

J    0.00125 0.00447 0.01445 0.13005 0.73439

% 0.24    0.10    0.09    0.23    0.85

 
Table 5 shows similar indicators when the final angular 

velocity of a spacecraft is determined by the vector 

                      )0.0,0.0,0.0(Тω                                 

i.e., in this case, spacecraft is transferred to a state of rest. 
 

         Тable 5 
Functionals and 
discrepancies in 
their values 

 90 120 150  180

    
classicJ  

24.25074 45.17597 72.66431 106.71186

    
modifJ  

24.28745 45.19513 72.77169 107.40843

J  0.03672 0.01916 0.10738 0.69657 

% 0.15 0.04 0.15 0.65 

 

From numerous experiments for various parameters of 
the spacecraft angular motion control problem, the proximity 
of solutions to the classical and modified spacecraft angular 
acceleration search problems follows, which allows us to 
consider the solution of the modified problem as the quasi-
optimal solution to the classical spacecraft angular 
acceleration search problem. 

X. CONCLUSIONS 

The analytical quasi-optimal algorithm for solving the 
kinematic problem of finding the optimal angular 
acceleration of spacecraft with arbitrary boundary conditions 
has the theoretical basis and solves the problem of optimal 
reorientation of spacecraft with good accuracy. At the same 
time, it does not require a numerical solution of the boundary 
value problem of the maximum principle or other complex 
numerical solution and represents ready-made analytical 
laws of quasi-optimal program control and program 
trajectory changes that can be installed on board spacecraft. 
The results obtained can be applied to nanoclass spacecraft 
that have limitations on computing power. 
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The paper considers estimation of the target coordinates 

and motion parameters using the bearing measurements from 
the sensor installed on a maneuvering observer. The accuracies 
of the iterative batch linearized filter, the recursive iterative 
batch linearized smoother, and the iterative extended Kalman 
smoother are compared using the Monte Carlo method.  

Keywords—nonrecursive algorithm, recursive algorithm, 
Kalman filter  

I. INTRODUCTION  

Surveillance systems are widely employed in different 
applications for recognition of different targets. In marine 
surveillance systems, noise direction-finding is the main 
operating mode for the target tracking. This mode features 
low power consumption, however, it cannot provide range 
measurement, and uses only bearing measurements for the 
target tracking. Target tracking using bearing-only 
measurements is a nonlinear problem due to the nonlinear 
dependence of the bearings on the estimated coordinates and 
the problem of their observability. The latter problem is 
resolved by the observer maneuvering. Due to nonlinearity 
and high a priori uncertainty of the estimated parameters, the 
classical extended Kalman filter (EKF) turns out to be 
ineffective [1]. Thus, robust estimators of target coordinates 
and motion need to be developed. Particularly, the 
performance of nonrecursive estimators presents an interest.  

The objective of this study is comparing the accuracies of 
nonrecursive and recursive estimators presented in [2] in 
bearing-only target tracking. In Part 2, the mathematical 
problem statement is given. Part 3 describes the iterative 
batch linearized smoother and its performance.  In Part 4, the 
algorithm is compared with the recursive iterative batch 
linearized smoother and with iterative extended Kalman 
smoother. 

II. PROBLEM STATEMENT 

We track a target moving at nearly constant velocity by 
the bearing measurements from the moving observer. 
Assume that the target motion can be presented as a Markov 
sequence described by the shaping filter  

1 ,  1. ,t t
i i ix Фx Гw i N     (1) 

where t
ix  is the 4×1 state vector containing the target 

Cartesian coordinates and absolute velocity projections on 
the local axes, iw  is the 2×1 vector of discrete normal zero-

mean white noise accelerations with the known covariance 
matrix Q. Matrices of dynamics Ф (4×4) and generating 
noise  Г (4×2) correspond to Singer model [3–5]. 

The observer’s motion is set to be known:  

1 ,  1. ,o o
i i ix Фx Гu i N     (2) 

where o
ix  is the 4×1 state vector containing the observer 

Cartesian coordinates and absolute velocity projections, iu  

is the 2×1 known control input vector. Matrices Ф, Г in 
models (1), (2) are identical, so we can easily proceed to the 
relative motion model by setting ,t o

i i ix x x  so that  

1 .,  1.i i i ix Фx Гw Гu i N     (3) 

The target bearing measurements at each time iy  are 

presented as  

 
(1)

(2)
,i

i i i
i

i

x
y v arctg

x
s vx

 
  


 


  (4) 

where (1) (2),i ix x  are the target relative coordinates set by the 

first and second elements of vector ix , iv is the normal 

zero-mean white noise measurement error with the known 

variance R. At initial time ix is considered to have normal 

distribution with the known mathematical expectation 0x  

and covariance 0P . 

It is needed to estimate the vector 

 0 1, , ,
TT T T

N NX x x x   by the measurements accumulated 

by that time  1 2, , ,
T

N NY y y y  under the known inputs  

 1 2, , ,
TT T T

Nu u u , considering that the state vector at initial 

time, measurement errors, and generating noise are 
noncorrelated with each other. 
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III. ITERATIVE BATCH LINEARIZED FILTER   

Linearizing the measurements (4) yields 

  ( ) ( )

( ) ( )
i л i лx x

i l i i l ii iii s x Hy x H xy v     (5) 

where ( )i lx  is the linearization point, 
 

( )

( )

i л

i i л

x i
i T

i x x

ds x
H

dx


 is 

the (1×4) Jacobian matrix calculated for this point. It can be 
shown that the mean-square optimal estimate of vector ˆ

NX  
and its covariance PN can be found with the following 
algorithm [2]: 
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where j is the iteration number, F, D, H, and L are the known 
block matrices: 
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the composite vector 

 0 1 2( ), , ( ( ),) ,
TT

N
T T T

NГ Гx u ГU u u , vector 

 ( 1) ( 1) ( 1) ( 1)
1 2, , ,

Tj j j j
N NY y y y       , where index j–1 indicates 

that the measurements were obtained using the left part of (5) 
and estimates  1ˆ j

NX   from the previous iteration. The block 

matrix D  includes TГQГQ E   , where 0 1  . 
The fictitious noise E is added to overcome the degeneracy 

of matrix TГQГ . In the first iteration, a priori mathematical 

expectations of state vector NX  calculated using 0x and 
model (3) are used as the linearization point. The iterations 
are needed to update the linearization points. The criterion 
for stopping the iterations was calculated as  

         1 1 .ˆ ˆ ˆ ˆ
T

j j j j
N N N N NX X X X      (8) 

Simulation has shown that the algorithm converges in 8–
10 iterations.  

The performance of nonrecursive iterative linearized 
batch smoother under the observer circulation by 360 is 
shown in Fig. 1. The estimated coordinates almost 
completely match the target trajectory. It can be also easily 
seen that the position uncertainty range is greatly reduced, 
i.e., a posteriori uncertainty ellipses are much smaller than a 
priori ones.  

 
Fig. 1.  Simulation of nonrecursive algorithm under the observer complete 
circulation 

IV. RECURSIVE ITERATIVE BATCH LINEARIZED SMOOTHER   

The estimates ˆ
NX  of nonrecursive algorithm are 

smoothed, because they use the whole set of accumulated 
measurements. At the same time algorithm (6), (7) requires 
multiple inversions of the 4(N+1)×4(N+1) matrix in the right 
part of (7), which is computationally intensive. Note that 
identical estimates can be obtained with the recursive 
iterative batch linearized smoother tuned to the models (3), 
(5) [2, 6–9]. The distinctive feature of this smoother is that 
linearization points are not updated at each step, like in 
recursive extended Kalman smoother or iterative extended 
Kalman smoother (I-EKS) [6–9]. The linearization points are 
selected as in a nonrecursive algorithm: at the first step, a 
priori mathematical expectations of the state vector NX are 
used, then the estimates from the previous steps are used. 
Therefore, the recursive iterative batch linearized smoother 
requires as many iterations for updating the linearization 
points as a nonrecursive algorithm, i.e., it processes the 
measurements in forward time and the estimates in reverse 
time for 8–10 times. However, this algorithm implemented in 
MATLAB needs up to 25 times shorter time than the 
nonrecursive algorithm considered above to obtain the 
estimates and their covariances. The agreement between the 
estimates obtained with the recursive iterative batch 
linearized smoother and nonrecursive iterative batch 
linearized filter in simulation conditions is shown in Fig. 2. 

Non-updating the linearization point in the measurement 
process seems only to complicate the algorithm. Thus, I-EKS 
is a popular algorithm for nonlinear problems [2, 6-9], since 
it updates the linearization point at each step, thus providing 
a more accurate estimate at one step of measurement 
processing in forward time and estimates processing in 
reverse time. To compare the solutions of the considered 
problem, we have implemented the I-EKS tuned to the 
models (3), (5). The unconditional (real) and estimated RMS 
errors of the observer position for the nonrecursive and 
recursive algorithms were obtained with the Monte-Carlo 
method. RMS errors and the estimated Cramer-Rao lower 
bound for coordinates [10] in this problem are given in Figs. 
3 and 4.  
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Fig. 2. Coordinate estimates for the nonrecursive iterative batch linearized 
filter and recursive iterative batch linearized smoother.  
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Fig. 3. RMS error for the horizontal coordinate. 
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Fig. 4. RMS error for the vertical coordinate. 

The figures clearly show that recursive I-EKS is less 
accurate than the nonrecursive algorithm. At the same time, 
I-EKS estimated and real RMS errors do not coincide, i.e., 
this recursive algorithm, unlike the nonrecursive one, is not 
consistent [11]. This is due to the multi-extreme nature of a 
posteriori density. The recursive algorithm generates the 
Gaussian approximation of a posteriori probability density 
functions at each measurement, which leads to accumulation 
of linearization error [12-14]. The loss in accuracy is not 
compensated by the computational simplicity. It should be 
mentioned, however, that the Cramer-Rao lower bound 
cannot be achieved with the nonrecursive algorithm either.  

V. CONCLUSIONS 

The paper compares nonrecursive and recursive algorithms 
for estimating the target coordinates and motion parameters 
based on bearing measurements. It is shown that the iterative 
nonrecursive iterative batch linearized filter and recursive 
iterative batch linearized smoother provide the same estimates, 
the latter being less computationally intensive. At the same 
time, an I-EKS being recursive smoother with local iterations, 
where the linearization point is updated at each step, is much 
less accurate than the nonrecursive one due to accumulation of 
linearization errors. It is noted that according to the Monte 
Carlo testing, the nonrecursive iterative batch linearized filter 
and the recursive iterative batch linearized smoother are 
consistent, i.e., their unconditional real and estimated 
covariance matrices agree. As a result of the research, software 
for modeling the trajectories of an object and an observer, as 
well as software that implements the each of the considered 
algorithms was developed. 
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Abstract— This paper considers the problem of estimating 
the position of a mobile walking four-legged robot. Presented 
visual-inertial odometry algorithm based on factor-graph 
optimization that considers the leg kinematics of a walking 
robot and requires less computational resources. The proposed 
algorithm is a modification of the VILO algorithm. In the 
visual part, instead of a monocamera, a stereo camera model is 
used, which reduces the estimated state vector and eliminates 
the need for additional identification at the initialization stage. 
The algorithm performs complex processing of images 
captured by a stereo camera, measurements of linear 
accelerations and angular velocities of the robot, force sensors 
mounted on the foot, as well as angles, angular velocities of the 
robot's joints. The efficacy of the presented algorithm is 
demonstrated on data obtained from a real robot. Comparison 
with the measurements of the motion capture system gives that 
the odometry algorithm error is less than 2% of the path. 

Keywords—odometry, mobile robotics, position estimation, 
factor-graph 

I. INTRODUCTION 

In recent years, the development of mobile robotics 
applications has been particularly noticeable, which opens up 
a magnificent opportunity for autonomous tasks in industry. 
In order to navigate the robot, it is necessary to know its 
current position and orientation. Simultaneous localization 
and mapping algorithms are used for this purpose, which 
include odometry algorithms. In this paper, we propose a 
visual-inertial-legged odometry algorithm. In essence, it is 
about synthesizing an algorithm for complex processing of 
all available information. Nowadays, along with algorithms 
based on the Bayesian approach, especially as applied to the 
problems of odometry (algorithms of motion estimation 
relative to some initial position) for robotic systems, 
algorithms based on factor-graph optimization [1]. In 
comparison to approaches based on recurrent generalized 
Kalman filter, such algorithms have higher accuracy, but 
require significant computational resources. The most 
popular algorithms are VILOfDL [2], VILENS [3], WALK-
VIO [4], STEP [5] and VILO [6], which are based on the 
MONO-VINS visual-inertial navigation system [7]. As 
demonstrated in [6], VILO has the lowest error compared to 
its counterparts. Consequently, it was selected as the 
foundation for our algorithm. However, MONO-VINS, upon 
which the VILO algorithm is based, treats the stereo camera 
as two mono cameras, which increases the size of the state 

vector and, consequently, the computational complexity of 
the algorithm. It is noteworthy that in order to achieve high 
accuracy, an initialization process is required, which is not 
always feasible. 

The aim of this work is to design an odometry algorithm 
for a mobile quadruped walking robot, which is reduced to 
an integrated processing of images from an on-board stereo 
camera, measurements from an inertial measurement unit 
(IMU), encoders in the joints, and force sensors placed on 
the feet to measure the contact force with the surface. 

II. MAIN RESULT 

Odometry algorithm based on factor graph optimization 
keeps track of the N robot state estimations

kX̂  and M  

feature position estimations
k̂ . 

Let us define a robot state estimate as 

 
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where
kp̂ is the robot position, 

kv̂ is the robot linear velocity, 

kq̂ is the robot orientation quaternion, 
kab ,

ˆ and
kb ,̂

are IMU 

accelerometer and gyroscope biases, 
k̂ is the robot 

kinematic parameters. 

Let us define a feature state estimate as 
 ,ˆˆˆˆ

,2,1, Mppp    

where 
kp ,ˆ  – feature 

k  position. 

The measurements of the on-robot sensors form a set of 
measurements: 
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where 
tca ,

 is the set of IMU linear acceleration 

measurements,  tc,   is the set of IMU angular velocity 

measurements, 
ts ,  and 

ts ,  are sets of joints angle and joints 

angular velocity, 
tsf ,

 is the set of force measurements 

between foot and environment surface, 
tiv ,,
 is the set of 

calculated position of found features. 
We denote X as a set of all robot state estimates X̂  and 

all feature state estimates ̂ . We also denote Z  as the set of 
all measurements 

tZ  and 
t  that coincide with the used 

states. 
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Assuming the measurement errors to be independent of 
each other and distributed according to the Gaussian law 
with zero mathematical expectation, the robot position 
estimation problem can be reduced to minimization of the 
criterion corresponding to the nonlinear least squares method 

,),(min
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where 
2

k
  is Mahalanobis distance. 

Defined by the covariance matrices of measurement 
errors of the used devices, for the considered problem this 
criterion can be represented in the following form: 
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where ),(,0 ZXr k

 is prior information residual function, 

),(, ZXr kp
and ),(,0, ZXr kp

 are visual measurement residual 

functions, ),(, ZXr kpb
 is IMU measurement residual function, 

),(, ZXr kplo
 is leg odometry residual function, ,,0 k  ,,kp  

,,0, kp ,,kpb kplo,  are uncertainty covariance matrices 

corresponding to their residual functions. 

A. Prior Information Residual Function  

The prior information factor describes the relationship 
between the estimated values and a fixed reference frame. 
The residual function is defined as an error between state 
estimate 

0X̂  and the prior value 
initX : 
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where T is transformation matrix formed from the quaternion 
of orientation ,q and position ,p   is re-parameterization 
operator “lifting” [8]. 

 The covariance matrix 
k,0

  is defined in accordance with 

the uncertainties associated with the manner in which the 
prior information is obtained. 

B. Visual Measurement Residual Functions 

The stereo camera consists of two rigidly mounted 
cameras (Fig. 1). Typically, these cameras mounted along 
horizontal axis with the distance .b , which called a baseline. 
The projections of the point  zyx  in the left and right 
frames denoted as  vul

 and  vur
 which differ only 

along the u  axis. The equation of transformation of features 
coordinates from left and right frames to space point is 
presented below: 
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where 
ldu ,
 and 

rdu ,
 are undistorted coordinates for the left 

and right frames respectively, f  is focal length. 

The projection function is defined as follows: 
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z
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where  yx cc  is the optical center coordinate. 

 

The visual factor contains two residual functions: 

 difference between the measured frame position of 
the feature  vu  and projection of its estimate: 
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 difference between the measured space position of the 
feature and its estimate: 

.ˆ),(0,  ppZXrb   

C. IMU Measurement Residual Function 

Since the frequency of adding state estimates corresponds 
to the camera frequency, which is much lower than that of 
the robot’s proprioceptive sensors, IMU measurements must 
be integrated. To reduce the algorithm computational cost, 
we used a pre-integration algorithm [8] which allow us to get 
equations for iterative calculation using only IMU 
measurements a  and ,  as well as their offsets 

ab  and 
b : 

 
Fig. 1. Stereo camera model 
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where i  corresponds to a specific IMU measurement in the 
interval  ,, 1 kk ttt  

it  is a period between measurements i  

and ,1i ,    is a skew-symmetric matrix. 

 Iterative procedure of the covariance matrix 
kpb ,

  and the 

updating of ,lp ,lv lq  when the biases estimate 
ab  and b  

change are described in [9]. 

The IMU measurement residual function compares the 
difference between two consecutive estimates and pre-
integrated IMU measurements: 
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where    extracts the vector part of a quaternion, 
kt  is a 

period between steps 1k  and k . 

D. Leg Odometry Residual Function 

The measurements of the robot's joint encoders are used 

to calculate the body velocity estimation ibv ,ˆ  [10] assuming 

that the foot is in contact with the ground and does not slip. 
We use a pre-integration algorithm, to obtain an iterative 
calculation: 

  .ˆ ,,,1, iibililoilo tvqRpp   

The leg odometry residual function compares the 
difference between two consecutive estimates and pre-
integrated velocity estimation: 
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where 
kt  is a period between steps 1k  and k . 

III. EXPERIMENTAL RESULTS 

The described algorithm was tested on recorded 
measurements of a Unitree A1 legged robot and a Realsense 
D435i stereo camera mounted on the front of the robot. We 
use measurements of linear acceleration and angular velocity 
of the IMU, angular position and angular velocity of the 
robot's joints, a force sensor to detect foot contact with the 
ground and stereo infrared images. The cameras were 
calibrated to obtain internal and external parameters. The 
IMU calibration was performed as described in [11]. IMU 

noise parameters were calculated using the Allan variance 
method.  

Motive OptiTrack motion capture system was used to 
obtain ground-truth position. It includes a cascade of eight 
cameras that track reflective markers and extract geometric 
relationships between markers to determine body position. It 
should be noted that a room equipped with a motion capture 
system does not satisfy the condition described in the manual 
for achieving the lowest position error. However, the use of a 
rotating platform with a known size allowed us to ascertain 
that the positioning error does not exceed 5 mm. 

The motion capture system can track the robot in 
3m  2m area. To unambiguously determine the robot's 
location, an array of six markers (in 3 rows of 2 markers 
each) was used, arranged in such a way that the intersection 
of the X and Y axes corresponds to the kinematic center of 
the robot. 

Figure 2 shows the robot path captured by the motion 
capture system and the position estimation using the 
proposed odometry algorithm on the XY plane. As can be 
seen from the figure, the shape of the estimation matches the 
ground-truth position, but it should be noted that there was a 
drift along the Z-axis, which is not visible in the presented 
figure. 

Figure 3 contains the relative errors of the position 
estimate together with a line corresponding to 2% of the 
locomotion distance. The relative error is obtained as the 
difference of the estimated and actual path, referred to the 
path length, for the corresponding specific point in time. 

 

 

 
Fig. 2. Ground-truth path and it estimate on the XY 

 
Fig. 3. Relative error of the position estimate 
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IV. CONCLUSION 

A modification of the odometry algorithm for a legged 
robot has been presented, which consists of using a stereo 
camera model instead of several mono camera models. The 
algorithm provides complex processing of the stereo camera 
images, measurements of IMU, joint encoders, and force 
sensor on the robot’s feet. The algorithm was validated in a 
laboratory environment using pre-recorded measurements. A 
motion capture system was used to obtain the ground-truth 
position of the robot. The results of the validation 
demonstrated that the relative error of position estimation 
from the travelled path did not exceed 2 percent. Further 
research will focus on a comparative analysis of the 
developed method with its analogues under different 
conditions. 
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Abstract –The paper is devoted to the problem of determin-

ing the coordinates and orientation angles of an autonomous un-
derwater vehicle (AUV) relative to a stationary landing plat-
form (SLP) using a high-frequency short-range hydroacoustic 
system. This paper proposes and investigates a nonrecursive al-
gorithm for complex measurement processing implemented us-
ing optimization methods on graphs, also called factor-graph 
optimization (FGO) algorithms. The mathematical formulation 
of the problem within the framework of the Bayesian approach 
and the algorithm of its solution using FGO are described. The 
results of the estimation of root mean square (RMS) of estima-
tion of AUV orientation coordinates and angles obtained using 
predictive simulation modeling are presented. 

Keywords - autonomous underwater vehicle, Bayesian ap-
proach, nonrecursive algorithm, factor-graph optimization, sta-
tionary landing platform.  

I. INTRODUCTION  

The work discusses problems of determining the coordi-
nates and orientation angles of an autonomous underwater ve-
hicle (AUV) relative to a stationary landing platform (SLP) 
using a high-frequency short-range hydroacoustic system. 

Similar problems were previously considered in [1-4]. In 
[1-3], a two-stage algorithm for solving the problem is pro-
posed, in which, at the first stage, a machine learning method 
is used to reduce the domain of a priori uncertainty in the 
knowledge of initial coordinates and orientation angles, and at 
the second stage, a system of nonlinear algebraic equations of 
the pseudorange method is solved, taking into account the re-
sults obtained at the first stage. In [4], an algorithm for solving 
the problem under consideration is also given, but in contrast 
to [1-3], the initial approximation is proposed to be found by 
solving the equations without taking into account the meas-
urement noise, and the further solution is realized on the basis 
of an algorithm synthesized in the framework of the Bayesian 
approach.  

The authors of the above-mentioned works use measure-
ments of pseudoranges between hydrophones on the AUV and 
radiating beacons on the SLP obtained only in one measure-
ment cycle. In the present work, we propose to solve the prob-
lem taking into account the measurements accumulated during 
the entire motion of the AUV.  

II. PROBLEM STATEMENT IN THE BAYESIAN APPROACH  

It is assumed that there is a group of =10 hydrophones 
operating in a single time scale and located in the head and 
stern parts of the AUV, also on the SLP. there are  =4 hy-
droacoustic beacons at the edges of the base (Fig. 1). The bea-
cons emit a tone signal according to a known emission cyclo-
gram. Based on the received signals, it is required to determine 
the relative coordinates and orientation of the AUV. It is nec-
essary to take into account that the time scales on the AUV 
and the SLP do not coincide. 

The problem under consideration can be formulated 
within the framework of the Bayesian approach as a recursive 
filtering problem [5, 6]. For this purpose, let us introduce an 
eight-dimensional state vector

 0, 0, 0,, , , , , , , ck k

T

k k kk k k kx Ky zx     , where k is the index 

of a discrete moment of time;  0, 0, 0,, ,k k kx y z  – coordinates 

of the AUV center relative to the SLP (the control point of 
the AUV);  , ,k k kK    – angles of heading, roll, and trim of 

the AUV relative to the SLP; k – error in pseudorange meas-

urements due to the divergence of time scales; kс – error in 

knowledge of the speed of sound propagation in water.  

 
Fig. 1.  Layout of AUV hydroacoustic system and SLP.  
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In order to formulate the filtering problem, we introduce 
a linear equation describing the dynamics of variation of the 
state vector kx  in the form: 

1 ,k k k kx Фx Гw Bu    (1) 

where  8 8Ф E   – dynamics matrix; 8 8Г E   – matrix of 

generating noise;  , , , 0,0,0,0B diag t t t     – matrix un-

der input influences;  1, 1, 1,, , ,0,0,0,0
T

k k x k y k zu       – 

vector of input signals; t  – time between k and k-1 mo-
ments of time;  1, 1,y 1,, ,k x k k z      –  AUV velocity for each 

of the coordinates, which, after recalculation, are output from 
the navigation system installed on the AUV; kw  – eight-di-

mensional zero-mean white Gaussian noise, independent of

0x , with known covariance matrix Q. 

The goal of the problem to be solved is to obtain an esti-
mate of the state vector kx  from M-dimensional ( M m n 
m, n – number of beacons and number of hydrophones) non-
linear measurements of the pseudoranges between beacons 
and hydrophones, represented as: 

( ) ,k k ky h x v   (2) 
where  

     

1, 2, 3, 4,

, 1, 2, ,

1, 2, 3, 4, , 1, 2, 10,

2 2

, 0, , 0, , 0, ,

( ) ( ) ( ) ( ) ( ) ;

( ) ( ) ( ) ... ( ) ;

; ... ;

( )

ˆ

T

k k k k k k k k k

Ti i i
i k k k k k k j k k

TT m m m
k k k k k m k k k k

i i i i
j k k k j k k j k k j k

h x D x D x D x D x

D x d x d x d x

T T T T T T t t t

d x x x x y y y z z z

   

   

      

        



  

0, , .i
k k k j kс с t 

In relation (2) 0,ˆ ;k k ky с T  kT  –  M-dimensional vector 

of measured signal detection times at the hydrophone; 

1,i m  – beacon number; 1,j n  – hydrophone number; 

( )kh x  – nonlinear M-dimensional function; ,
i
j kd – true range 

values; kv  – M-dimensional centered white Gaussian noise 

independent of kw  and 0x , with known covariance matrix R; 

0,ˆ kс – a priori estimate of the sound speed in water, 

, , , 1,i i ix y z i m  – known coordinates of beacons in the rec-

tangular coordinate system (CS) associated with the SLP 

, , , 1,j j jx y z j n  – known coordinates of hydrophones in the 

rectangular CS associated with the AUV; , , , 1,j j jx y z j n    - 

coordinates of hydrophones after the transition from the CS 
associated with the AUV to the CS associated with the SLP; 

( , , )A K    – transition matrix [5] from the , ,x y z  axes to 

the , , .x y z     

III. NONRECURSIVE ESTIMATION ALGORITHM 

The preliminary analysis has shown that the recurrent al-
gorithm for solving the filtering problem of the generalized 
Kalman filter type diverges in some cases. To overcome this 
disadvantage, we move from recursive to nonrecursive formu-
lation of the problem. For this purpose, we introduce a state 

vector  1,...,
TT T

k kX x x , which includes the values of ix  

for all time moments 1,i k , and a similar vector of measure-

ments  1, ,
TT T

k kY y y  .  

The problem of nonrecursive estimation can be formu-
lated in the framework of the Bayesian approach as the prob-
lem of obtaining an estimate that maximizes the posterior 
probability density function (MAP) [6]: 

   

     0 0 1
1 1

ˆ arg max | arg max |X ( )=

arg max | | ,

k k

k k k k k k
X X

N N

k k k k k k
k k

X p X Y p Y p X

p x p y x p x x 
 

 

  
X

 (3) 

where  0 0p x  – is the a priori probability density function 

(pdf) of the state vector 0x ,  |k k kp y x  is the likelihood 

function,  1|k k kp x x   – is the transient pdf. of the state vector 

x , N is the number of moments in time. 

Taking into account the introduced assumption about the 
Gaussian character of random variables, we can write: 

  21
exp ( ) ;

2
|

k
k k k k Rk y h xp y x

    
 

 (4) 

 

  2

1 1

1
| exp .

2 kQk k k k k kФp x x x x Bu 
  


 


  (5) 

The a priori pdf of the state vector is also assumed to be 
Gaussian, i.e. 

  2

00 0

1
exp ,

2 P
xp x

    
 

  (6) 

where P ,   are the a priori covariance matrix and mathe-

matical expectation for the AUV state vector at the initial 
time instant. 

Substituting (4), (5) and (6) into (3) and taking the loga-
rithm, we have: 

2

2

1
1

0 2
ˆ arg mi

( )
n k

k

k

N

k
X k

k

P

k

k k R

k Q
Ф

X
y h x

x Bu
x

x





  
      




 

   (7) 

or 

 ˆ arg min ,
k

k k
X

X J X  (8) 

where 

     

     1

1

1
1

1

( ) ( ) .N
k

k
k k k k k

T

T

k k k k

T
k k

k

T

P

y h x R y h x

Г Q

J X

x Гx Bu x x BФ uФ

 



  

 
 



 

    
     



 




(9) 

 
It is easy to see that criterion (7) coincides with the crite-

rion that is minimized in FGO algorithms [7-9, 15]. Accord-
ing to the terminology traditionally used in FGO, we note that  

( )pr
k k kf y h x   can be treated as a pseudorange factor, 

1k
mm

k k kФx x Buf    as a motion model factor, and 

0 0
priorf x    as a factor taking into account a priori 

knowledge about the state vector. 
Then we can write criterion (7) in the notations adopted 

in FGO algorithms: 
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2 2

1

2

0
ˆ arg min .

k k
k

prior pr mm
k kP R Q

N

k
X k

f f fX


     
  

  (10) 

The solution of the problem consists in finding estimates 
of kX  by solving problem (10).  

IV. RESULTS OF APPROBATION ON MODEL DATA 

Taking into account the equivalence of criteria (3) and 
(10) to solve the problem of nonrecursive Bayesian estima-
tion we can use the algorithms used in FGO, such as incre-
mental smoothing and mapping algorithm (ISAM2) [10], 
dogleg algorithm [11] and Levenberg-Marquardt algorithm 
[12, 13], and we compare it with the two-stage algorithm [1-
3] developed by the authors earlier, the one that processes 
one-step measurements.  

In order to estimate the expected accuracy achieved by the 
above algorithms and compare it with the accuracy of the pre-
viously developed two-stage algorithm, we will perform pre-
dictive simulation modeling of the problem of AUV landing 
on an SLP according to the methodology described in [14].  

Let us assume that an AUV is moving vertically down-
ward with a velocity of 14 cm/s (velocity at x, y coordinates 
is 0) from the initial point with coordinates (0, 0, 40) m; roll 
and trim angles do not change and are equal to zero; heading 
angle does not change and is equal to 90 degrees.  

We also consider that the RMS of the a priori knowledge 
of the state vector 0x  at the initial moment of time 

 0 0 00,0 0, ,0 00 00 0, , , , , , , c
T

Ky zx x      for coordinates - 5 

m, for angles - 5 degrees; for pseudorange due to incon-
sistency of time scales - 5 cm; for the error of knowledge of 
the speed of sound - 1 m/s.  

RMS for generating noises we take: for coordinates - 0.25 
m, for angles - 1 degree, for pseudorange due to inconsistency 
of time scales - 1 cm; for inaccuracy of knowledge of sound 
velocity - 1 cm/s. 

Time t  between measurements 0.5 s. 
RMS for pseudorange measurements is 15 cm.  
In the predictive modeling, a total of 100 realizations with 

200 measurements each are obtained. 
Based on the simulation results, four algorithms (two-

stage algorithm, LM (Levenberg-Marquardt algorithm), DL 
(dogleg algorithm), and ISAM2) were used to calculate the 
RMS estimates of the coordinates and orientation angles of 
the AUVs (Fig. 2).  

The open source library GTSAM (Georgia Tech Smooth-
ing and Mapping) [16] was used to solve the nonrecursive 
estimation problem using the above algorithms. 

Table 1 summarizes the results in terms of accuracy and 
computation time for the four algorithms.

 

 
Fig. 2.  Dependence of the RMS of the AUV coordinates and orientation angles on the moments of time k. 
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TABLE 1. RMS FOR COORDINATES AND ORIENTATION ANGLES 
FOR THE FOUR ALGORITHMS 

  
  

Two-stage 
algorithm 

LM DL ISAM2 

RMS X, m 0.09 0.19 0.18 0.17 

RMS Y, m 0.13 0.21 0.23 0.22 

RMS Z, m 0.49 0.97 0.31 0.29 

RMS K, deg 1.47 0.67 0.61 0.56 

RMS ψ, deg 5.98 1.06 1.07 1.09 

RMS θ, deg 0.77 0.55 0.52 0.48 

Used time, s 28.23 785.58 903.21 20.25 

 
The validity of the algorithms was not analyzed at this 

stage. From the results obtained, it follows that the nonrecur-
sive algorithms have higher accuracy compared to the algo-
rithm for processing one-step measurements, but they are 
computationally expensive. It is also worth noting that the 
Levenberg-Marquardt algorithm loses in accuracy to the dog-
leg algorithm. This may be due to the fact that the Levenberg-
Marquardt algorithm uses a linear approximation at each it-
erative step, while the dogleg algorithm uses a piecewise lin-
ear approximation, which leads to more efficient conver-
gence. The best result is shown by the ISAM2 algorithm, it 
uses the dogleg algorithm in terms of graph optimization, but 
due to the incremental approach it allows us not to recalculate 
the whole graph when new measurements arrive, i.e. it is not 
necessary to perform the Jacobian decomposition again for 
the whole set of accumulated measurements. Thus, the com-
putational load is optimized. 

V. CONCLUSION 

The paper considers the problem of positioning and deter-
mining the AUV orientation angles relative to the SLP. The 
formulation of the problem to be solved within the framework 
of the Bayesian approach is given for both recursive and non-
recursive schemes of measurement processing. To solve the 
problem within the framework of the nonrecursive scheme, 
the algorithms used in FGO problems are used.  

The results of RMS estimation of the AUV coordinates 
and orientation angles with the use of three algorithms 
(ISAM2, dogleg and Levenberg-Marquardt) are presented. 
The obtained estimates are compared with the algorithm for 
processing only one-step measurements. 

It is shown that by solving the problem using all the accu-
mulated data, the accuracy is significantly improved, but the 
computational complexity also increases, which makes it dif-
ficult to solve the problem in real time. However, using the 
ISAM2 algorithm for factor-graph optimization allows us to 
overcome this problem and work in real time.  

In the future it is supposed to analyze the consistency of 
the algorithms and show the possibility of reducing the 
amount of computations by applying recursive iterative 
smoothing algorithms used in Bayesian estimation problems. 
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Abstract — This report describes the analytical solution 

for a problem of constructing the quasi-optimal time-optimal 
programmed control for spatial motion of spacecraft of an 
arbitrary dynamic configuration in the inertial coordinate 
frame using dual Euler (Rodrigues–Hamilton) parameters and 
Clifford’s biquaternions (dual quaternions). A new model of 
spatial motion of spacecraft is used to solve the problem. This 
new model includes differential equations for dual Euler 
parameters and dual velocities of spacecraft, and dynamic 
algebraic relations for the vectors of control force and control 
moment. The boundary conditions for angular and linear 
positions of spacecraft in an inertial space and for its absolute 
angular and linear velocities are arbitrary, dual controls are 
limited in absolute value. It is necessary to derive the quasi-
optimal time-optimal coupled control for angular and orbital 
motion of spacecraft. The solution of the problem is derived in 
the class of generalized dual coning motions using the method 
of solving inverse dynamic problems, Kotelnikov-Study 
transference and the principle of maximum. 

Keywords: spacecraft, programmed quasi-optimal control, 
spatial motion, dual Euler (Rodrigues–Hamilton) parameters, 
Clifford’s biquaternion, angular (rotational) and translational 
(orbital) motion. 

I.  INTRODUCTION  

It is known that the general spatial displacement of a free 
rigid body is equivalent to its screw displacement (Chasles' 
theorem: any displacement of a free rigid body can be 
produced by one screw displacement along some axis that is 
called the axis of screw finite displacement). Thus, motion 
of a free rigid body (spacecraft, in our case) is a continuous 
sequence of instantaneous screw displacements. The 
orientation of the axis of instantaneous screw displacement 
coincides with the orientation of the axis of instantaneous 
rotation of a rigid body. Rotation of a body around this axis 
and translational motion along the axis form (by means of 
the Clifford’s complexity) the so-called dual angle of 
rotation: the complex composition of rotational and 
translational motion of a body. 

Research performed with financial support of the Russian Science 
Foundation (project № 22-21-00218) and within the framework of the topic 
FFNM-2022-0007. 

This report describes the derivation of the quasi-optimal 
analytical solution for a problem of time-optimal 
programmed control for spatial motion of spacecraft of an 
arbitrary  dynamic configuration in nonlinear dynamic 
formulation in the inertial coordinate frame using the dual 
Euler (Rodrigues–Hamilton) parameters and Clifford’s 
biquaternions (dual quaternions) given the arbitrary 
boundary conditions. The solution is derived in the class of 
generalized dual coning motions using the method of 
solving the inverse dynamic problems, Kotelnikov-Study 
transference and the principle of maximum. A new 
biquaternion model of spatial motion of spacecraft is used to 
solve the problem. This model is proposed in works [1–3] 
that also describe other new biquaternion models of spatial 
motion of a rigid body and applications of these models for 
solving the problems of controlling the spatial motion of a 
rigid body using the feedback principle.  Our solution is a 
biquaternion equivalent of a quaternion solution to a 
problem of quasi-optimal time-optimal programmed control 
of rotational motion of spacecraft derived in [4]. 

II. MATHEMATICAL MODEL OF MOTION OF SPACECRAFT 

AND THE FORMULATION OF A PROGRAMMED CONTROL 

PROBLEM  

The following notation is used: r and v are the radius 
vector and velocity vector of the center of mass of 
spacecraft in the inertial coordinate frame ξ; λ is the 
quaternion of orientation of spacecraft in this coordinate 
frame that consists of Rodrigues-Hamilton (Euler) 
parameters λj (j = 0, 1, 2, 3); ω and ε are vectors of absolute 
angular velocity and absolute angular acceleration of 
spacecraft; Fc and Mc are vectors of control force and 
control moment that are applied to spacecraft; F = F(t, r, v) 
and M =  M(t, λ, ω) are the resultant vector of other external 
forces that are applied to spacecraft (forces of gravity, 
resistance to motion and other forces of interaction between 
spacecraft and environment) and resultant moment of these 
forces calculated with respect to the center of mass of 
spacecraft, considered to be the known functions of time t 
and variables r, v and λ, ω. 

The differential equations of motion of spacecraft 
regarded as a rigid body are as follows: 
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In equations (2.1) and (2.2) rx, vx, ωx, εx, Fx, Mx, Fcx, Mcx 
are 3x1 column vectors or, later on, quaternions with zero 
scalar parts constructed from the projections xk, vk, ωk, εk, Fk, 
Mk, Fck, Mck (k = 1, 2, 3) of vectors r, v, ω, ε, F, M, Fc, Mc 
on the axes of the body-fixed coordinate frame X; m is the 
mass of a body, J is the constant matrix of inertia of a rigid 
body; K(ωx) is the skew-symmetric matrix of angular 
velocities of a body that corresponds to vector ω; i, j, k are 
Hamilton’s vector imaginary units; ay is the projection of 
vector a on the coordinate basis Y (Y = ξ, X) defined as 
quaternion 1 2 3y a a a  a i j k , the components of which 

are projections ak of vector a on coordinate basis Y; over dot 
denotes the derivative with respect to time t, symbol “◦” 
denotes the quaternion multiplication.  

The first matrix equation (2.1) and matrix equation (2.2) 
are dynamic, and the second matrix equation (2.1) and 
quaternion equation (2.3) are kinematic equations of spatial 
motion of spacecraft that is the composition of translational 
(trajectory) and angular (rotational) motion. They form a 
system of nonlinear nonstationary differential equations of 
13th order in relation to variables xk, vk and λj, ωk.  

Let us formulate the following problem: to construct the 
controls 

Fcx = Fcx(t),   Mcx = Mcx(t),                      (2.4) 

that provide the programmed transition of spacecraft from 
its arbitrarily specified initial state   

 rx = rx(0),   vx = vx(0),   λ = λ(0),   ωx = ωx(0)       (2.5) 

to its specified final state  

rx = rx(t1),   vx = vx(t1),   λ = λ(t1),   ωx = ωx(t1)        (2.6) 

in a time-optimal way in the class of optimal generalized 
dual coning motions.  

The formulated problem is solved using the concept of 
solving the inversed dynamic problems taking into account 
the acting gravitational forces xgrF  and discarding the 

acting disturbing forces and moments. The laws of forming 
the control force and control moments in accordance with 
this concept are derived from equations (2.1), (2.2) and are 
as follows: 

    ,,x xxgrxxcx tm rFvωKvF              (2.7) 

  .xxxcx JωωKJεM                     (2.8) 

The required component x xv w  of absolute linear 
acceleration and required absolute angular acceleration εx, 
which are involved in the first additive members of control 
laws (2.7) and (2.8), can be constructed from matrix 
equations (2.9) and quaternion equations (2.10): 

   ;, x xxxxx vrωKrwv                 (2.9) 

,2, xxx ωλλεω                 (2.10) 

that result from equations (2.1)–(2.3). 

Parameters wx and εx, which are involved in these 
equations, are viewed from now on as the new controls. 

Therefore, the problem of constructing the control force 
Fcx and the control moment Mcx in this formulation is 
rendered down to constructing the required component wx of 
the absolute linear acceleration and the required absolute 
angular acceleration εx, which act as controls in equations 
(2.9) and (2.10). The problem of constructing the controls 
wx and εx is common to all moving object that are regarded 
as rigid bodies, because equations (2.9) and (2.10) hold true 
for any moving object of such kind. The specific parameters 
of an object (its mass-inertia characteristics, acting 
gravitational forces) are taken into account during 
construction of control force Fcx and control moment Mcx 
from final relation (2.7) and (2.8). 

Let us introduce the kinematic screw U of the spacecraft, 
the mapping Ux of which on the body-fixed basis X is 
defined by biquaternion 

,,321 kkkxxx svUsUUU  vωkjiU (2.11) 

where s is the Clifford complexity with property s2 = 0;  
3,2,1,  ksvU kkk  are dual orthogonal projections of 

kinematic screw U on the basis X. 

Then the vector-matrix differential equations (2.9) and 
quaternion differential equations (2.10) can be replaced with 
the two following biquaternion differential equations: 
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in which the phase variables are biquaternion xU  (the 

mapping of the kinematic screw U of spacecraft on the 
body-fixed basis X) and biquaternion Λ  of finite 
displacement of spacecraft in the inertial space, in which the 
main part (quaternion λ ) defines the orientation of 
spacecraft in the inertial coordinate frame, and the moment 

part (quaternion 0λ ) defines the positions of spacecraft in 
this coordinate frame (the Cartesian coordinates ξk (k = 1, 2, 
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3) of the spacecraft’s center of mass in this coordinate 
frame), and the dual control is biquaternion xH , which is a 

dual composition of the required absolute angular 
acceleration εx and the required component  wx of the 
absolute linear acceleration of spacecraft. 

The Cartesian coordinates ξk of the center of mass of a 
body (i.e. the projections of radius vector r of the center of 
mass of spacecraft on the axes of the inertial coordinate 
frame ξ) and the projections xk of this vector on the axes of 
the body-fixed coordinate frame X can be found from the 

components of quaternions λ  and 0λ  using the following 
formulas (where the overline denotes conjugation): 

.
0
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We will define the problem of deriving the required 
component wx of the absolute linear acceleration and the 
required absolute angular acceleration εx, which are 
involved as controls in the equations (2.9) and (2.10), with 
the following biquaternion formulation: it is necessary to 
construct the modulus-limited biquaternion programmed 
control xxx swεH  , that in a time-optimal way 

repositions the spacecraft, the motion of which is defined by 
equations (2.12) and (2.13), from its arbitrarily specified 
initial state 

 Λ(0) )0()0( 0λλ s ,    Ux(0) = )0()0( xx svω   (2.16) 

to its specified final state  

 Λ(t1) )()( 1
0

1 tst λλ  ,  Ux(t1) = )()( 11 tst xx vω  .(2.17) 

The boundary conditions )0(0λ  and )( 1
0 tλ  are derived 

from the specified initial and final values of quaternions λ  

and r using the formula 
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After solving the formulated problem, in the constructed 

control xxx swεH   it is necessary to separate the main 

part xε  and the moment part xx vw  . After this 

separation, the laws of constructing the control force cxF  

and control moment cxM  are derived in accordance with the 

concept of solving the inverse dynamic problems using 
formulas (2.7) and (2.8). 

III. SOLVING THE PROBLEM OF QUASI-OPTIMAL 

PROGRAMMED CONTROL  

With the help of Kotelnikov-Study transference, which 
makes it possible to generalize quaternion formulas for 
angular motion control onto biquaternion formulas for 
general spatial motion control of a rigid body, the quasi-
optimal time-optimal algorithm is derived for programmed 
control of spatial motion of spacecraft. This algorithm is 
constructed by generalizing the approximate analytical 
solution of the quaternion problem of rotating spacecraft in 
a time-optimal way under arbitrary boundary conditions for 
angular position and angular velocity [4], which, in its turn, 

is based on the exact solution to the modified problem of 
turning a rigid body in an optimal way, which was earlier 
introduced by Ya.G. Sapunkov [5]. Let us describe this 
approach briefly. 

In the case when a free rigid body performs spatial 
generalized screw coning motion, for which the kinematic 
screw xU  of a body has the form 

   
1 2 3
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x x xU U U s
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U i j k ω v
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where )(),(),(),( tGtFtGtF   (the dual parameters of 
generalized screw coning motion) are arbitrary 
differentiable functions of time, the biquaternion kinematic 
equation (2.13) has an analytical solution (derived by the 
authors of this report)  
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(3.2)  

that is the dual equivalent of a quaternion solution [4, 5]; 
“ехр{.}” denotes the biquaternion exponent. 

The screw motion of a free rigid body (spacecraft) 
described by relations (3.1), (3.2) can be additionally 
generalized by introducing an arbitrary dual turn in the 
inertial coordinate frame through a constant dual angle 
around a given axis. This turn is defined by an arbitrary 
constant biquaternion 0κκΚ s , 1Κ  (the right parts 

of formulas (3.1), (3.2) are extended by left and right 
multiplication by biquaternions К  and К  respectively, 
where 1 КККК  ). 

Formulas (3.1), (3.2) include all the known exact 
quaternion analytical solutions to the classical problem of 
optimal turn of a dynamically symmetric rigid body, when 
the angular velocity vector throughout whole time period is 
constant in direction or circumscribes a circular cone [6], 
and the dual equivalents of these solutions. The proposed 
structure of the kinematic screw (3.1), in the quaternion case 
– of the angular velocity vector of spacecraft, is consistent 
with the Poinsot concept (which states that any arbitrary 
angular motion of a rigid body around a fixed point can be 
viewed as a certain generalized coning motion of a rigid 
body) generalized onto the arbitrary spatial motion of a free 
rigid body in the class of screw coning motions.  

The boundary conditions of the problem (2.16), (2.17) 
are satisfied by using relations (3.1), (3.2) for the initial and 
final moments of motion. 

In relation to dual functions )(),( tGtF  and their first 
and second derivatives (that are viewed as the new dual 
controls) the optimization problem is formulated by the 
authors of this report, which includes the dual restrictions 
for the second derivatives of these functions. This problem 
is solved analytically using the Pontryagin’s maximum 
principle; the control force Fcx and the control moment Mcx 
are derived using the derived biquaternions )(tΛ  and 

)(txU , and by solving the inverse dynamics problem of 

motion of a free rigid body. The derived analytical solution 
is the quasi-optimal time-optimal solution for the problem of 
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optimal spatial motion (maneuvering) of spacecraft.  Dual 
algebra modelling software was developed to 
mathematically model the controlled motion of spacecraft 
using the derived control laws. Mathematical modelling 
demonstrated the efficiency of the developed theory of 
quasi-optimal programmed control of the spatial motion of 
spacecraft. 
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Abstract — In this report the problem of energy-optimal 
program control of the spacecraft spatial motion in an inertial 
coordinate system is solved in a nonlinear formulation, using 
new biquaternion differential equations of spatial motion of a 
rigid body. The spacecraft is considered as a free rigid body of 
arbitrary dynamic configuration performing spatial motion 
equivalent to the composition of angular (rotational) and 
translational (orbital) motions. The boundary conditions for 
the angular and linear positions of the spacecraft, as well as for 
its angular and linear velocities are arbitrary. The control time 
is given and fixed; the dual vector control function 
(composition of angular and linear accelerations) is not limited 
by the dual module. A differential boundary value problem of 
the twenty-eighth order was obtained within the framework of 
the concept of solving inverse problems of dynamics using the 
Pontryagin maximum principle. Examples of numerical 
solutions of the boundary value problem are given for the cases 
when spacecraft mass distribution corresponds to a spherically 
symmetric rigid body or to the International Space Station 
(ISS). At the same time, the difference between the initial and 
final orientations of the spacecraft is large in angular measure 
and small in linear displacement (the problem of spatial 
maneuvering of the spacecraft). The analysis of the obtained 
numerical solutions is given; their characteristic properties and 
patterns are revealed.  

Keywords — spacecraft, spatial motion, inverse problem of 
dynamics, maximum principle, energy-optimal control, 
quaternion, biquaternion. 

I. STATEMENT OF THE PROBLEM 

Let us consider a free rigid body, for example, 
a spacecraft capable to perform an arbitrary spatial motion 
relative to an inertial coordinate system, equivalent to a 
spatial helical motion (the composition of the translational 
motion of the body together with its arbitrarily selected point 
and the rotation of the body around this point). The body is 
under the action of an arbitrary main vector and the main 
moment of external forces, including the vector of the 
controlling force and the vector of the controlling moment. 
Biquaternion equations of spatial motion of a rigid body used 
to solve the problem with the help of the concept of solving 
inverse problems of dynamics and the maximum principle 
have the form [1-3]: 
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In these formulas, the phase variables are the 
biquaternion xxx svωU   (mapping of the kinematic 
spacecraft screw U to the associated basis X) and the 

biquaternion 0λλΛ s  of the finite displacement of the 
spacecraft in inertial space, whose main part (quaternion λ ) 
characterizes the orientation of the spacecraft in the inertial 

coordinate system, and the moment part (quaternion 0λ ) –
the location of the spacecraft in this coordinate system 
(Cartesian coordinates ξk (k = 1, 2, 3) of the spacecraft center 
of mass in this coordinate system), and dual control is the 
biquaternion ,xxx swεH   it is a dual composition of the 
required absolute angular acceleration εx and the required 
component wx of the spacecraft absolute linear acceleration. 

It is necessary to construct a biquaternion program 
control ,xxx swεH   that provides a program translation 
of the spacecraft, whose motion is described by equations (1) 
from its arbitrary given initial state 

),0()0()0( 0λλ s  )0()0()0( xxx svωU   (2) 

into its specified final state 

,)( 0
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xxxx sT vωUU   (3) 

It is necessary to minimize the functional 
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characterizing the energy consumption for the spacecraft 
transfer to the final state (3). The end time of the process T  
in functional (4) is fixed and given. There are no restrictions 
on the components of the required angular and linear 
acceleration vectors (controls). 

It is known that the norms of quaternion λ  and 
biquaternion   are equal to one (they are the first partial 
integrals of the problem). Therefore, the right boundary 
condition imposed by the first of the relations (3) on the 
biquaternion   of the spacecraft orientation and location is 
replaced by the equality of the vector parts of the main and 
moment parts of the biquaternion product к)(

~
 T to zero: 

  ,T 0λλ k)(
~

vect     .)(
~

)(
~

vect k
00

k 0λλλλ   TT  (5) 

Vector equations (5) are equivalent to six scalar 
equations (in (5) and further, the wave above quaternion 
means the conjugate quaternion, and  ...vect  is the vector 
part of the quaternion). This replacement of the right 
quaternion boundary condition increases the efficiency of the 
numerical solution of the problem. 
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The Cartesian coordinates ξk of the spacecraft center of 
mass (i.e., the projections of the radius vector r of the 
spacecraft center of mass on the axis of the inertial 
coordinate system ξ) and the projections xk of this vector on 
the axis of the coordinate system X associated with the 
spacecraft are found through the components of the 

quaternions λ  and 0λ  according to the formulas [4, 5] 

.
~

,
~

2 0
321

0
321    kjirλkjir xxxx

 

After solving the formulated problem we have to separate 
the main xε  and moment xx vw   parts in the constructed 

control xxx swεH  . 

After this separation, the laws of the formation of the 
control force cxF  and the control moment cxM  are obtained 
in accordance with the concept of solving inverse problems 
of dynamics by the known analytical formulas. 

Note that the problem of constructing controls wx and εx 
has general nature for all moving objects considered as a 
rigid body, since equations (1) are valid for any such moving 
object. The specifics of the object (its mass-inertia and other 
characteristics, acting external disturbing forces and their 
moments) are taken into account when we have to construct 
the control force Fcx and the control moment Mcx based on 
finite ratios (in their right parts, in general, we include the 
main vector F = F(t, r, v) of other external forces acting on 
the rigid body (forces of gravity, resistance to motion and 
other external perturbing forces) and the main moment 
M = M(t, λ, ω) of these forces, calculated relative to the 
center of mass of the body, assumed by known functions of 
time t and variables r, v and λ, ω). 

II. TRANSITION TO THE DIMENSIONLESS VARIABLES 

Let's replace the dimensional variables of the problem to 
dimensionless ones by the following formulas (quaternion λ  
is dimensionless) [6]: 
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Then the dimensionless quaternion phase equations 
corresponding to the biquaternion phase equations (1) will 
take the form (the upper indices "dl" are omitted here and 
further, and the dot denotes the derivative in dimensionless 
time): 

,xx εω   ,xx wv   
(6) 

,2 xωλλ    .2 00
xx ωλvλλ  

Note that the dimensional and dimensionless equations 
coincide in their form and the end time of the control process 
in functional (4) equals to 1. 

Let's assume that the main vector of other external forces 
(in the expression for the controlling force) is due to the 
gravitational attraction of the spacecraft to the Earth, and the 
main moment of other external forces equals to zero. Then 

the expressions for the controlling force and moment in 
dimensionless form will be written as follows 

  ,/ 3rN xGxxxcx rvωKwF 
(7) 

  .xxxcx JωωKJεM   

Here 32
0 / LTMGNG   is a dimensionless parameter 

of the problem, G  is the gravitational constant, and 0M  
is the mass of the attracting body (Earth). 

Note that the dimensionless expression for the control 
force in (7), taking into account that the quaternion λ  is 
normalized, can be rewritten as follows 

  ./
~ 2/300   Gxxxcx NvωKwF  (8) 

III. THE LAW OF OPTIMAL CONTROL 

We have solved this problem using the maximum 
principle of L.S. Pontryagin. First let us introduce additional 
dimensionless biquaternion variables  s  and 

.0 sM  These variables are conjugate to the phase 

variables xxx svωU   and 0λλ s . Here  ,   are 

vectors (quaternions with zero scalar parts), and  , 0  are 
quaternions with non-zero scalar parts. 

In this case, the Hamilton-Pontryagin function has the 
form 
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where «( . , . )» is the scalar product of the corresponding 
three-dimensional and four-dimensional variables. 

The system of equations for conjugate variables has the 
form: 

    ,vect 2 00
0   

 vv  

(9)  ,vect 2 0    

,2 0
xx ωv     .2 00

xω    

The law of energy-optimal control (i.e., the law of control 
satisfying the necessary optimality condition) has the form: 

 ,2/ 1
opt   x   .2/ 2

opt  xw  (10) 

The control (10) maximizes Hamilton-Pontryagin 
function in variables ,x  xw . 

Transversality conditions that do not contain indefinite 
Lagrange multipliers have the form: 
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Thus, the problem of energy-optimal control of the 
spacecraft spatial motion is reduced to a boundary value 
problem with a movable right end of the trajectory described 
by a system of twenty-eight order nonlinear differential 
equations (6), (9), (10) and twenty-six boundary conditions 
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(2), (3), (5). Also we should add two transversality 
conditions (11). 

IV. EXAMPLES OF NUMERICAL SOLUTION OF THE PROBLEM 

The algorithm proposed by us for the numerical solution 
of the problem is based on the Levenberg-Marquardt 
algorithm, which is a combination of the modified Newton 
method and the gradient descent method [7]. Also the 
Runge-Kutta method was used for integration of phase and 
conjugate differential equations. 

Let's compare the results of the obtained solution of the 
energy-optimal control problem for rigid bodies (spacecraft) 
with different mass distribution, assuming the boundary 
conditions given in [6]: 

 ,34780  39750  29810 ,79510)0( .,.,.. λ  

 ;3.0- ,2388.0- ,2739.0)0( x  

 ,14850  32600  39840 ,84430k .,.,.. λ     .59.0 ,0 ,0k x  

Body 1. Spherically-symmetric rigid body:  21 II  

0.13  I  (dimensionless variables). 

Body 2. International Space Station (ISS) (early 
version [8]) as an arbitrary rigid body: I1=4853000 kg·m2, 
I2=23601000 kg·m2, I3=26278000 kg·m2, (dimensional 
moments of inertia) or ,2358.01 I  ,1466.12 I  

2766.13 I  (dimensionless values).  

In order to compare our calculations with the results 
obtained in [6], it is necessary to put the initial and final 
values of the linear velocity vector of the spacecraft equal to 
the zero vectors. 

In this case, the initial and final values of the components 
of the radius vector of the spacecraft center of mass (in the 
inertial coordinate system) must also coincide. Let the 
dimensionless components of the radius vector correspond to 
[9]: ,m 823399727k

1
0
1 .== ,m 623962416k

2
0
2 .== =0

3  

.m 418801552k .==   

It is also necessary to take opt
xw , then the linear 

velocity of the spacecraft will be zero during the entire time 
of its movement, i.e. the spacecraft will perform only 
rotational motion. Let the coefficients in the functional (4) 
are equal to 11   and 02  . 

In this formulation of the problem, the type of mass 
distribution of the spacecraft is taken into account only at the 
end, when we calculate the control moment, and it does not 
participate in the formation of optimal control. Therefore, the 
results of calculations in dimensionless variables correspond 
to the calculations given in [6] for the case of a spherically 
symmetric body. 

In the absence of translational displacement for the case 
of spherical mass distribution, the values of the components 
of the orientation quaternion λ  and the angular velocity 
vector   at the intermediate point and angular acceleration 
  at the beginning, middle and end of the motion are close to 
those indicated in Tables 1, 2 from paper [6; p. 102]. The 
value of the integral of the square of the control moment (the 
minimized functional in [6]) is equal to 0.4779, this value is 
close to the number 0.4782 from Table 8 in paper [6]. 

Let the scale factors for distance and time correspond 
to [10]: m,  037000000.L   sec.  7011272.8554T  Then, 
taking into account the known values for the mass of the 

Earth kg,  105.9722 24
0 M  and the gravitational constant 

,kgmN  106.67408 -22-11 G  the dimensionless 
parameter of the problem will be equal to 

1.00.99997 GN . 

Similar calculations were carried out for the case when 
the mass distribution of the spacecraft corresponds to the 
ISS. The value of the integral of the square of the control 
moment is equal to 0.35778, this value is less than a 
percentage higher than the number 0.35522 from Table 8 in 
paper [6]. 

 Note that when there is no translational displacement, 
the values of the components of the dimensionless radius 
vector do not affect the laws of change of phase variables 
and optimal control, as well as the end time of the controlled 
process. In this case, only the moment part of the   
biquaternion is multiplied by a constant quaternion 
(differential equations for main and moment parts of the   
biquaternion coincide in their form up to the notation), and 
the initial values of the conjugate variables change. Also in 
this case, the radius vector of the spacecraft in the inertial 
coordinate system will have constant modulo and direction. 
The control force will be a constant vector in the inertial 
coordinate system ξ. In this coordinate system, the 
controlling force is a vector equal in modulo, but opposite in 
direction to the vector of gravitational attraction. In this case, 
the projections of the gravitational force on the coordinate 
axes associated with a spacecraft will change during the 
spacecraft angular motion. 

Now let us consider the general case when the initial and 
final values of the components of the spacecraft radius vector 
and its velocity vector do not coincide. Let the coefficients in 
the functional (4) are equal to 11   and 

12  respectively, and the dimensionless components of 
the radius vector and the velocity vector correspond to the 
dimensional parameters of the orbit from the book [11]: for 
the initial position of the spacecraft          

,m 12194795.0=  ,m 21779195.00
2=  ,m 8278547.0=  

,m/sec 1080.7500
1  ,m/sec 1849.2560

2   0
3
  

m/sec; 3274.225 for the final position of the 

spacecraft m, 12110249.0k = ,m 21643438.0k=  

,m 8744787.0k= ,m/sec 1063.392k
1  k

2


,m/sec 1905.728 m/sec. 462.3247k
3   

In the case of a spherical mass distribution, the laws of 
change of the components of the rotation quaternion and the 
angular velocity vector of the spacecraft in the presence of 
translational displacement practically have not changed due 
to the smallness of the linear displacement of the spacecraft. 

Note that the components of the spacecraft radius vector, 
the vector of its linear velocity and the moment part of the 
biquaternion are harmonic functions of time. In this case, 
each of the components of the linear velocity vector changes 
sign twice approximately at 210.t  and 780.t   (the 
moments of sign change of each of the three components of 
the specified vector are close to each other, but do not 
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coincide). The points of time at which one of the components 
of the linear velocity vector of the spacecraft is zero are the 
points of extremum of the corresponding component of the 
spacecraft radius vector. 

Each of the components of the optimal angular 
acceleration vector of the spacecraft is less than one in 
modulo (their numerical values coincide with the values of 
the corresponding component of the optimal control 
moment), but modulo of the specified vector is greater than 
one during the first 20% of the spacecraft motion time. At 
the same time, the laws of change of the first and third 
components of the specified vector are close to linear laws. 
At 7150.t   these components practically coincide with 
each other; this point is the point of the minimum modulo of 
the spacecraft optimal angular acceleration vector. The 
modulo of the optimal linear acceleration vector decreases 
linearly to almost zero during the first half of the active 
motion of the spacecraft and also increases linearly further, 
exceeding six dimensionless units, both at the beginning and 
at the end of the motion. At the same time, the components 
of the optimal linear acceleration vector are close to linear 
functions. The first and second components of the specified 
vector decrease over the entire period of active spacecraft 
motion, and the third component increases. The first 
component of the control force vector is a decreasing 
function, and the third component is an increasing one (both 
are close to linear functions). Both of these components 
change the sign once during the spacecraft motion. At the 
same time, the second component of the control force vector 
changes according to the harmonic law, remaining positive 
throughout the spacecraft motion. The moment of changing 
the sign of the second component of the optimal acceleration 
vector is the inflection point of the second component of the 
control force vector. 

In this paper we also present the calculation results for 
the case when the mass distribution of the spacecraft 
corresponds to the ISS. At the same time, the laws of change 
of the required quantities remained the same as in the 
previous case, with the exception of the control moment. The 
initial values of the first and third components of the control 
moment vector increased in modulo, and the initial value of 
the second component decreased in modulo. The initial value 
of the control moment modulo decreased by 12%, its final 
value decreased by 2.3 times. 

We should note non-uniqueness of the numerical solution 
of the boundary value problem of optimal control of the 
spacecraft spatial motion associated with the nonlinearity of 
the differential equations of the problem. Under the same 
boundary conditions, different solutions for the laws of 
motion, control and behavior of conjugate variables were 
obtained in the formulation of the boundary value optimal 
control problem. The one solution that corresponds to the 
lower value of the functional (4) was chosen. 

V. CONCLUSION 

We have constructed a biquaternion theory of energy-
optimal control of the spacecraft spatial motion. We have 
given examples of numerical solutions to this control 
problem for the case of spacecraft spherical symmetry and 
the case when the spacecraft mass distribution corresponds to 
the ISS. The characteristic properties and regularities of these 
solutions have been revealed. The combination of two 
methods for solving boundary value problems (modified 
Newton method and gradient descent method) has made it 
possible to increase the accuracy of the numerical solution of 
the corresponding boundary value problem of optimal 
control.  
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Abstract—In order to study the qualitative behavior of space-
craft (SC) as a body with variable mass, one can use the phase
trajectory curvature analysis method, which is outlined by the
apex of the longitudinal axis of the vehicle, being a thrust axis,
and study the evolution of the curvature value. The present paper
presents a study of a jet stream properties during the angular
motion of a rocket taking into account the K. Magnus effect and
modification the phase trajectory curvature analysis method for
the case when the moments of forces applied to the vehicle depend
on the components of the angular velocity vector, in particular,
when the moments are created by Coriolis forces arising from
the jet.

Keywords—spacecraft, variable structure, phase trajectory cur-
vature analysis method, qualitative analysis.

I. INTRODUCTION

Studying the dynamics of the angular motion of spacecraft
with variable composition with changing mass and moments
of inertia over time is still one of the most important problems
of space flight mechanics. The fundamental aspects of the
problem were previously considered in [1]–[6], as well as the
applied developments of it [7]–[9], and also as part of the
study of additional aspects of dynamics [10].

In this work, based on fundamental results and previously
obtained well-known models, the dynamics of the angular
motion of spacecraft (SC) with variable composition in the
boost phase of the trajectory is analyzed, taking into account
the dynamic effect created by the movement of jet particles
from the nozzles and combustion channels of jet engines,
which was previously considered by K. Magnus [5]. As shown
in [5], this dynamic effect (Magnus effect) generates Coriolis
forces and moments, which, as a rule, have a damping effect
on spatial oscillations, leading to a decrease in the opening of
the precession cone, which is a positive stabilizing factor in the
dynamics of rockets and spacecraft with variable composition.
However, the noted Magnus effect can lead to destabilization
of the angular motion of spacecraft, when nutational oscilla-
tions increase and the precession cone unfolds. Demonstration
and study of such “negative” manifestations of the Magnus
effect is the main goal of this article, demonstrating the novelty
of the research in terms of identifying new properties of
motion following from the known models. Moreover, it is

This work is supported by Russian Science Foundation (# 19-19-00085).

necessary to note the importance and relevance of the problem
of analysis and synthesis of precessional motion studied in the
article, still attracting the attention of famous researchers in
rigid body dynamics [11]–[15].

II. MATHEMATICAL MODELING OF THE MOTION
DYNAMICS OF VARIABLE STRUCTURE SPACECRAFT

Let us consider the motion of spacecraft with variable
composition during the boost phase of its trajectory. The
equations of motion in the coordinate system (CS) associated
with the SC are written as follows [9]:

A(t)ṗ+ (C(t)−B(t))qr = Mx,

B(t)q̇ + (A(t)− C(t))rp = My,

C(t)ṙ + (B(t)−A(t))pq = Mz,

(1)

where A(t), B(t), C(t) are the main moments of inertia in
the coordinate system associated with the SC; p, q, r —
components of the angular velocity vector; Mx, My , Mz

are components of the external and reactive forces moments
applied to the spacecraft.

In his monograph [5], K. Magnus as an example considered
a very important phenomenon for rocket technology that
reveals the damping effect of a jet stream, namely, equa-
tions (1) were considered for a free gyroscope with variable
composition (a system with a jet engine) taking into account
the moments of reactive forces along with the absence of
other external influences. For an expanded description of the
Magnus effect and its possible negative destabilizing influence,
we shall write the differential of the Coriolis force from a small
particle of a jet stream moving along the combustion channel
with a relative speed v⃗r = [0, 0, V ]

T to the associated Cxyz
axes (Fig. 1):

dF⃗coriolis = −2dm · ω⃗e × v⃗r = −dm

 i⃗ j⃗ k⃗
p q r
0 0 V

 =

= −
[⃗
i(qV ) + j⃗(−pV ) + k⃗ · 0

]
· 2dm.
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(a) (b)

Fig. 1: To determine the damping effect of the jet stream.

Let us write down the differential moment of the Coriolis
forces:

dM⃗coriolis = r⃗ × dF⃗coriolis =

= [0, 0,−(l + ξ)]
T × [−qV, pV, 0] · 2dm =

= −

 i⃗ j⃗ k⃗
0 0 l + ξ

−qV pV 0

 · 2dm =

= −2 γdξ︸︷︷︸
dm

[
−⃗ipV (l + ξ),−j⃗qV (l + ξ), 0

]T
, (2)

where γ is linear mass density of a jet stream, the value l is
a distance between the upper edge of the combustion channel
and the center of mass (Fig. 1a).

Having integrated (2) along the entire combustion channel,
we obtain the integral moment from the Coriolis forces:

M⃗coriolis = −
L∫

0

2γV

−p(l + ξ)
−q(l + ξ)

0

dξ =

= −2γV

−p
−q
0

 (l + ξ)
2

2

∣∣∣∣∣
ξ=L

ξ=0

=

= −2γV

−p
−q
0

((l + L)2 − l2
)
= −D

−p
−q
0

V,

where

D = γ
(
(l + L)2 − l2

)
. (3)

Taking into account the fact that the emission of particles
occurs in the opposite direction to the z axis, the velocity
component V will be negative, which can be written V = −vr,
vr > 0.

Thus, the moment of Coriolis forces from the particles of a
jet stream will have the form:

M⃗coriolis = Dvr
[
−p −q 0

]T
. (4)

Let’s substitute (4) into (1) and write the equations of
motion for a body/spacecraft with variable composition:

A(t)ṗ+ (C(t)−B(t))qr = −Dvrp,

B(t)q̇ + (A(t)− C(t))rp = −Dvrq,

C(t)ṙ + (B(t)−A(t))pq = 0.

(5)

Similar to [5], we shall consider the base case of the
Magnus effect. Let us consider that A ≡ B, then, performing
elementary transformations, (5) can be written as:

ṗ+
Dvr
A(t)

p− r0

(
1− C(t)

A(t)

)
q = 0,

q̇ +
Dvr
A(t)

q − r0

(
1− C(t)

A(t)

)
p = 0,

r = r0.

(6)

We will introduce the following notation:

µ(t) = Dvr/A(t), ν(t) = r0 (1− C(t)/A(t)) ,

then the first two equations (6) will take the form:{
ṗ+ µ(t)p− ν(t)q = 0,

q̇ + µ(t)q + ν(t)p = 0.
(7)

Following K. Magnus [5], on the basis of introducing the
complex variable ω∗ = p+iq, we can reduce (7) to an equation
of a new complex variable with an exact solution:

ω∗ = ω∗
0 exp

− t∫
0

(µ+ iν)dt+ φ0

.
The last solution shows the transverse components of the

angular velocity vector p and q are monotonically decreasing
within the studied case, and the angular velocity vector itself
is approaching the Cz axis of the associated SC, which
means folding into the precession cone with damping of
nutational oscillations under the assumption that the value µ(t)
always remains positive. In other words, Magnus gyroscope
with variable composition (SC with variable composition) is
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damped by the engine jet stream while tending to suppress
nutational oscillations as well as to collapse the precession
cone towards the z axis.

In order to compare the conclusions, we will use the results
of work [9], presenting the following dynamic equations:

Ḟ = − r

AB

[
B (C −B) cos2F+

+A (C −A) sin2F
]
+

Mx

A
cosF − My

B
sinF,

Ġ = −G
r

AB
sinF cosF (B −A) (C −A−B)+

+
Mx

A
sinF +

My

B
cosF,

ṙ = −G2B −A

C
sinF cosF +

Mz

C
.

(8)

With the polar substitution of variables being used [7]–[9]:

p = G(t) sinF (t), q = G(t) cosF (t). (9)

Let us consider the case of dynamic symmetry of the body
A ≡ B, then:

Ġ =
fG
A(t)

, Ḟ =
(C(t)−A(t))r + fF

A(t)
, ṙ = 0, (10)

where

fG = Mx sinF+My cosF, fF = Mx cosF−My sinF. (11)

The Coriolis forces of the particles of the jet stream we will
use as the only moments of forces (4), thus:

Mx = −Dvrp, My = −Dvrq. (12)

Substituting (12) and (9) into (11), we will have:

fG = −DvrG, fF = 0, (13)

and after substituting (13) into (10) we will have:

Ġ = −DvrG/A(t), Ḟ = (1− C(t)/A(t)) r0, r = r0. (14)

Let’s integrate the first equation (14):

G = G0 exp

− t∫
0

Dvr/A(t)dt

. (15)

From solution (15) it obviously follows the same dynamic
fact that the amplitude of the angular velocities p and q
decreases with time when the value of D is positive. Under
the assumptions of Magnus, this fact completely confirms the
stabilizing properties of the jet stream [5].

In a more detailed version, to take into account the nuances
associated with the type of time dependence of moments of
inertia, it is necessary to use the evaluation method for the
evolution of the phase trajectory curvature [9], which allows
to write the function P (t):

P (t) =
Ḟ − r0

G

d

dt

(
Ḟ − r0

G

)
. (16)

After differentiating and substituting the expressions for Ḟ ,
Ġ and F̈ , we have the following:

P (t) =
Cr20
AG2

·
(

d

dt

(
C

A

)
+

DvrC

A2

)
.

It is easy to see that the sign of the function P (t) is
determined by the expression in parentheses, therefore the
condition for the positivity of the function P (t) is:

ĊA+ C(Dvr − Ȧ) > 0 or Ċ/C > (Ȧ−Dvr)/A. (17)

The positivity of the function P (t) indicates that the
apex curvature of the longitudinal axis of the spacecraft is
constantly increasing, i.e. the apex moves along a twisting
spiral with a folding cone of precession. Conditions (17) are
taking into account the influence of Coriolis forces of jet
particles. When this factor is excluded from consideration,
while Dvr = 0, conditions (17) will be completely consistent
with the conditions mentioned earlier [7]–[9].

In other words, if the following condition is met:

D = γ
(
(l + L)2 − l2

)
> 0 (18)

the result (17) coincides with the well-known case considered
by K. Magnus [5] for variable-mass gyroscopes (in applica-
tions to rockets), when the jet stream properties are creating
stabilizing and damping moments of Coriolis inertia forces
inside the combustion channel through additional pressure on
the channel walls resulting from the relative movement of
particles. It is worth noting that a similar analysis of moments
of forces damping in the right sides of (5) was also studied in
the aspects of the dynamics of coaxial systems of bodies with
variable composition [7].

As we have already noted the indicated positive effect on
the jet particles dynamics with suppression of the precession
cone [5], [7], will take place in cases of inertia and mass
configuration of a body with variable composition that satisfies
condition (18). A similar case is visualized in Fig. 1a.

Moreover, condition (18), as well as conditions A(t) >
C(t), Ȧ < 0, Ċ < 0 will be satisfied for elongated shapes of
bodies with preferably longitudinal structure and a combustion
channel located behind the center of mass. It is the case that
was studied in [5], and it is precisely this situation that is
basically typical for liquid-propellant rockets, with fuel parti-
cles burning in the lower part of the rocket (in the combustion
chamber), and the rocket nozzle is quite short and located
at the bottom. Also we shall assume here that movement of
particles in fuel lines into the combustion chamber can be
considered as slow compared to their movement in the nozzle
during combustion, and therefore no noticeable Coriolis effects
are created in the lines.

However, condition (18) may not be satisfied. In this way,
new approaches to the design of rocket and space systems
and the emergence of new ideas for types and layouts of
rocket engines, for example [16], suggest that the center of
mass can geometrically shift inside the body in the downward
direction. This can create an negative lever arms for distributed
moments of Coriolis forces immediately or in the process of
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changing inertia and mass configuration when the value of
D becomes negative (Fig. 1b). This situation is also quite
common for the solid propellant rockets, where the entire
combustion channel is almost a single nozzle, in with particles
moving from the front to the nozzle exit with high pressure
and velocity, creating distributed Coriolis moments of force,
both “below” the center of mass and “above” center of mass,
when negative integral effects can occur, creating a swing of
the nutation angle instead of damping precessional oscillations.

In connection with the above, let us consider the effect of
the moment of Coriolis forces in a more general formulation,
taking into account the fact that the value of D can become
negative, while the moments of inertia A and B are not
equal. Let us consider an example of calculation for the case
of burning a solid propellant charge, when l < −L/2, for
example, for l = −0.52L, when A ̸= B, for example,
B = 0.9A. In this case, the spacecraf’s center of mass and the
center of mass of the charge will be at different points (Fig. 2).

Fig. 2: Thrust vector hodograph for a solid propellant
cylindrical charge.

The remaining parameters of the system are: L = 2, H = 2,
vr = 100, tk = 12, R1 = 0.4, R2(t) = 0.025t, ρ = 780.

Fig. 2 shows a hodograph of the longitudinal axis apex and
the thrust vector for the complete system, taking into account
the Coriolis effects of the relative motion of the jet particles.
As follows from the integration of the complete system, there
is a “negative” Magnus effect, when the precession cone
increases its opening and we shall see an unwinding spiral
of the longitudinal axis hodograph.

III. ANALYTICAL SYNTHESIS

Let’s write the function ⟨P ⟩. Similar to [9], we will use the
system: 

Ḟ = (1/2)r (α− β cos 2F ) + η1,

Ġ = (1/2)Grβ sin 2F + η2,

ṙ = (1/2)G2ξ3 sin 2F + η3,

(19)

where

α = ξ1 + ξ2, β = ξ1 − ξ2;

ξ1 = B/A− C/A, ξ2 = A/B − C/B,

ξ3 = A/C −B/C;

η1 = (Mx/A) cosF − (My/B) sinF,

η2 = (Mx/A) sinF + (My/B) cosF, η3 = Mz/C.

(20)

Substituting (12) and (9) into (20), we will have:

η1 = −(1/2)DvrG sin 2F, η3 = Mz/C,

η2 = −1

2
DvrG

[(
1

A
+

1

B

)
+

(
1

A
− 1

B

)
cos 2F

]
.

(21)

After substituting (21) into (19) and averaging over F we
will have: 

⟨Ḟ ⟩ = (1/2)rα,

⟨Ġ⟩ = −(1/2)DvrG (1/A+ 1/B) ,

⟨ṙ⟩ = Mz/C.

(22)

In this case, it is possible to construct an averaged curvature
function, which needs to be written explicitly:

⟨P ⟩ = ⟨Ḟ ⟩ − ⟨r⟩
⟨G⟩

· d

dt

[
⟨Ḟ ⟩ − ⟨r⟩

⟨G⟩

]
. (23)

To explicitly write (23), we will substitute (22) into (23)
and obtain the following refined form, which also takes into
account the Magnus effect:

⟨P ⟩ = r2(α− 2)2

4G2

[
Mz

Cr
+

α̇

α− 2
+

1

2
Dvr

(
1

A
+

1

B

)]
. (24)

To analyze and synthesize the dynamics of the system, we
will use the refined (24), allowing us to draw the following
conclusions:

1) Formula (24), in contrast to a similar expres-
sion obtained in [9], contains an additional term
(1/2)Dvr(1/A+ 1/B), which determines the action of
the Magnus effect.

2) The case studied by Magnus [5] with the damping effect
of a jet stream turns out to be a special case of dynamics,
following from expression (24).

3) The Magnus case [5] is described only when the change
in the inertia and mass configuration of the system is
keeping the value of D positive throughout the entire
time of the system motion. However, as it was shown,
it may happen that while D < 0, Magnus effect will no
longer have a damping effect on the dynamics of angular
motion; on the contrary, the opening of the nutation cone
will increase.

4) Refined dynamics of a system with moments of forces
depending on the components of the angular velocity
vector were studied in a fundamental sense earlier [7]
under the assumption of dynamic symmetry of solid
bodies. In present work, these features are taken into
account from the perspective of applied research in
connection with the analysis/synthesis of rocket and

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

472



space systems dynamics with a generalization to the case
of dynamic asymmetry.

5) Formula (24) is also applicable for the case when there
is no dynamic symmetry.

IV. CONCLUSIONS

Thus, for a detailed study of the influence of variable inertia
and mass configuration of a body/spacecraft with variable
composition with solid rocket engines, taking into account
the Magnus effect in any of its implementations (positive or
negative), you can use (24). Using the equation, it is possible
to analyze and/or synthesize the dynamics of a system, con-
sidering the methods and types of solid fuel charges internal
placement, and the laws of its combustion (volumetric, surface,
end, channel, etc.), which will ultimately allow us to obtain the
required time-dependent moments of inertia in connected axes,
contributing to the implementation of the positive dynamics of
issuing reactive impulses with subsequent natural focusing of
the direction of operation of the jet engine as the precession
cone collapses inward.
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Abstract — The paper considers the quality assurance of 
control of the sensitive element of a compensating pendulum 
accelerometer based on minimization of norms representing the 
measure of the energy spent on control and the worst transfer 
coefficient from the disturbing influence to the controlled 
parameter. The control laws of a sensitive element which is part 
of the accelerometer feedback are synthesized. Conclusions are 
made on the provision of control quality parameters with 
different controllers.  

Keywords — pendulum compensation accelerometer, 
minimization of norms, modal combined controller, static 
controller, dynamic controller, linear matrix inequalities. 

I. INTRODUCTION 

The increasing operational requirements for the functions of 
technical facilities is leading to more requirements being imposed 
on control system equipment. Sensor control quality of system 
control units of various technical facilities significantly affects 
their performance. In turn, improving sensor control quality 
results in the application of control laws based on modern 
alternative approaches, such as minimization of the norms Н2 and 
Н∞. The operating quality of technical control systems is 
characterized by various quality functionals that impose 
restrictions on control actions, state vector variables and control 
time. In some instances, with rated control parameter spaces, the 
norms can be used as quality functionals. 

Norms of transfer matrices allow evaluating the influence 
of the input signal magnitude on the output signal magnitude. 
In the case that the input signal is a disturbing influence, the 
quality can be estimated based on the norm value, that is, the 
lower the norm, the more the disturbing influence is suppressed 
and, accordingly, the higher the control quality. Controller 
synthesis is performed through minimization of the transfer 
function norm. 

The objective of this study is to improve the sensor 
control quality of a pendulum accelerometer through 
minimizing the norms Н2 and Н∞. 

The object of the study is a pendulum compensation 
accelerometer represented by an extended mathematical model 
[1, 2]. 

The subject of the study is control law synthesis through 
minimization of the norms Н2 and Н∞ by a pendulum 
compensation accelerometer sensor forming part of the 

accelerometer feedback when exposed to external disturbing 
influences. 

II. TASK FORMULATION 

The task of this work can be formulated as follows: for a 
pendulum compensation accelerometer represented by an 
extended mathematical model, it is necessary to synthesize the 
controller in the feedback of the accelerometer based on 
minimization of norms Н2 and Н∞, which provides quality 
parameters stabilization time 13·10-3 ≤ ty ≤ 15·10-3 and 
overshoot σ ≤ 6.5 %, as well as the degree of stability, the 
degree of speed, etc. 

III. SYNTHESIS OF CONTROLLERS 

Methods for optimising linear control systems according to 
Hardy space norms Н2 and Н∞ are used to build controllers in 
various technical systems. State-space models for a closed-loop 
system are used to solve problems of synthesising static or 
dynamic controllers with a quality functional in the form of 
norms Н2 and Н∞. The controller synthesis is performed based 
on minimizing the norm Н2, based on minimizing the norm Н∞, 
or based on minimizing the norm Н2/Н∞. The norm value Н2  
represents a measure of the energy spent on control; the norm 
value Н∞ is the worst transfer coefficient from the disturbing 
influence to the controlled parameter. 

The norm value Н2 is defined as the spent reaction energy 
to the signal in the form of delta function through the 
frequency characteristic according to the formula: 

   
2

2 *1
W  = .

2H
trace W j W j d    







   

The norm value Н∞ is defined as the maximum value of the 
frequency ω of the maximum singular value of frequency 
characteristics according to the formula: 

  maxW  = sup .W j


 


R

 

One way to synthesize a controller is by using linear 
matrix inequalities [3, 4]. The composition of the linear matrix 
inequality system depends on the minimized norm. 
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Another way to synthesize a controller is by using an 
algorithm based on solving the Riccati equations (II-Riccati 
method). 

The equations of Riccati I and Riccati II in matrix form 
when minimized Н2 have the form: 

    
    

1

2 2 2 2 2 2 2 2

1

1 1 1 1 1 1

0,

0.

T T T T T T

T T T T T T

A P PA C C PB C D D D D C B P

QA AQ EE QC ED D D D E C Q





     

     

 

The equations of Riccati I and Riccati II in matrix form 
when minimized Н∞ have the form: 

    
    

12
2 2 2 2 2 2 2 2

12
2 2 1 1 1 1 1 1

/ 0,

/ 0.

T T T T T T T

T T T T T T T

A P PA C C PEE P PB C D D D D C B P

QA AQ EE QC C Q QC ED D D D E C Q









      

      

 

When synthesizing a modal control law based on norm 
Н2/Н∞ minimization using linear matrix inequalities, it is 
necessary that the roots of the characteristic equation be located 
in the D-domain. The D-domain is bounded by curves defined 
based on linear matrix inequalities. 

As a result of the synthesis for static controllers, the 
following were obtained: 

 controller gains, 

 norm values Н2 and Н∞. 

As a result of the synthesis of the dynamic controller, the 
following were obtained: 

 controller support matrices, 

 norm values Н2 and Н∞. 

IV.  MODELING RESULTS 

Mathematical modelling of a pendulum compensation 
accelerometer was carried out in a dynamic modelling 
environment with synthesised static and dynamic controllers. 
Graphs of changes in the angle of rotation of the sensing 
element of the pendulum compensation accelerometer, changes 
in the angular velocity of the sensing element and changes in 
the singular value of the closed system of the pendulum 
compensation accelerometer were obtained. 

Graphs of changes in the angle of rotation of the sensing 
element, changes in the angular velocity of the sensing element 
and changes in the singular value of the closed system of the 
pendulum compensation accelerometer with the dynamic 
modal combined controller are shown in Figs. 1-3. 

Graphs of changes in the angle of rotation of the sensing 
element, changes in the angular velocity of the sensing element 
and changes in the singular value of the closed system of the 
pendulum compensation accelerometer with the static modal 
combined controller are shown in Figs. 4-6. 
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Fig. 1. Changes in the angle of rotation of the sensing element 
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Fig. 2. Changes in the angular velocity of the sensing element 
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Fig. 3. Changes in the singular value of the closed system 
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Fig. 4. Changes in the angle of rotation of the sensing element 
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Fig. 5. Changes in the angular velocity of the sensing element 
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Fig. 6. Changes in the singular value of the closed system 

For the dynamic modal combined controller, the norm      
Н2 = 113.80. For the static modal combined controller, the 
norm Н2 = 43.89. 

In the case of controller synthesis through minimizing the 
norms Н2/Н∞, the poles of a closed system of a pendulum 
compensation accelerometer lying in the required D-region 
were obtained. 

A static modal combined controller based on Н2/Н∞ 
provides high performance and requirements for control 
quality parameters with minimal energy costs compared to 
other controllers. 

 

 

 

V. CONCLUSION 

The results allow drawing the following conclusions: 

 a static modal combined controller based on Н2/Н∞  
provides high performance and requirements for control 
quality parameters of a pendulum compensation 
accelerometer sensor with minimal energy costs 
compared to other controllers; 

 controllers synthesised through minimizing individual 
norms Н2 and Н∞ do not provide high performance and 
requirements for control quality parameters of a 
pendulum compensation accelerometer sensor; 

 the most resource-demanding ones during synthesis are 
the dynamic controller when minimizing the norm Н2 

and the dynamic controller when minimizing the norm 
Н∞, obtained by solving the Riccati II equation; 

 poles of the closed-loop pendulum accelerometer 
system with controllers synthesised through minimizing 
the norm Н2/Н∞ are located in the required D-region;  

 reducing the norm Н2 will lead to an increase in the 
norm Н∞ and vice versa, which is a consequence of the 
contradiction between the energy spent on suppressing 
external disturbances and the worst transfer coefficient 
from the disturbing influence to the controlled 
parameter. 
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Abstract—The paper considers the transition from the 

theory of the ring wave solid-state gyroscope developed in [1] to 
the theory of the hemispherical wave solid-state gyroscope, 
based on the monograph [2], including the condition of 
inextensibility of the middle surface of the quartz hemisphere. 
To obtain inertial information, we replace the new physical 
principle introduced in [1] of the inertial properties of elastic 
waves with a more general principle of inertial motion of elastic 
deformations of a hemispherical resonator. The latter follow 
from the solution of synthesized differential equations of 
dynamics. 

Keywords—holonomic system, nonholonomic system, solid-
state wave gyroscope (SWG), angular rate sensor (ARS), 
integrating the SWG. 

I. INTRODUCTION 

In the presented study, the problem of synthesis of 
dynamic equations of a uniaxial hemispherical quartz 
resonator of a solid-state wave gyroscope (SWG) is stated 
and solved. 

In order to derive dynamic equations, we used the well-
known method proposed by V.F. Zhuravlev [1], modified for 
an SWG with a ring resonator and presented by the authors at 
the 30th St. Petersburg International Conference on 
Integrated Navigation Systems in 2023 [3]. 

In this study, a system of modified differential dynamical 
equations of motion of a hemispherical resonator is derived 
using a new kind of waves (solitons) as bending vibrations of 
the hemispherical SWG resonator itself, which can serve as 
an inertial information sensor like a conventional inert solid. 

The well-known classical method of V.F. Zhuravlev as 
applied to the theory of a hemispherical resonator of the 
SWG is considered in the same formulation as in the classical 
work on the theory of a thin ring resonator [1], i.e., under the 
condition of inextensibility of the middle surface of a 
hemispherical quartz resonator based on the fundamental 
linear theory of shells by S.P. Timoshenko [4]. 

The equations for the dynamics of motion of a 
hemispherical SWG are obtained on the basis of classical 
holonomic mechanics with the use of a simple Hooke's law: 
the resonator material elastically bends in proportion to the 
applied force and is described by a system of six second-
order differential equations each.  

From the solution of the equations of motion obtained for 
the kinetic energy of a hemispherical resonator, it follows 
that elastic deformations move along the resonator at a 

constant speed relative to the fixed axes like a rigid body 
without changing its configuration. This phenomenon in 
continuous media is called “soliton”, or solitary wave. 
Moving elastic deformations under the influence of overloads 
behave like point solid bodies. 

The time moments of the intersection of “solitons” with 
points of a rotating resonator, spaced from its center at a 
known distance, characterize the angle of rotation of the 
resonator base relative to the fixed axis. To obtain inertial 
information, the physical principle introduced in the classical 
work (inertial properties of elastic waves) can be replaced 
with a more general one – the principle of inertial properties 
of a new type of elastic deformation waves of the resonator 
(solitons). 

II. FORMULATION OF THE PROBLEM 

The purpose of this work is to synthesize a system of 
dynamic equations of motion of a hemispherical resonator 
using a new type of mechanical waves (solitons). In the 
classic works by D.M. Klimov and V.F. Zhuravlev [1,2], the 
equations for the dynamics of motion of a hemispherical 
SWG were obtained in the form of the well-known equations 
of the mechanician V.V. Novozhilov, who used the theory of 
thin-walled elastic shells. A plate (shell) is an elastic body 
whose size, called the thickness of the shell, in one of the 
directions is significantly smaller than the other two. The 
surface of the shell passing through the middle of its 
thickness will be called the median surface. The presence of a 
degenerate coordinate in a thin plate, that is, a coordinate 
along which the dimensions of the elastic body are small, 
makes it possible to synthesize approximate mathematical 
models with a number of independent variables that is one 
less than is usually accepted in the original problem of the 
classical theory of elasticity. 

In the classical linear theory of shells by the mechanician 
S.P. Timoshenko: “We expand the vector function R, which 
determines the position of a point on an equidistant surface, 
into a Taylor series in the neighborhood of the middle 
surface” [4]. When moving from a thin ring to a hemisphere, 
you can use the Hamilton–Ostrogradsky variational equation, 
which allows you to apply the results obtained in [3] for a 
thin elastic ring. 

III. DERIVATION OF THE EQUATIONS OF MOTION OF A 

HEMISPHERICAL RESONATOR USING THE LAGRANGE METHOD 

To synthesize the equations of motion of a hemispherical 
resonator using the Lagrange method, it is necessary to 
determine the kinetic energy density T and potential energy 
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density U of a hemispherical quartz resonator and write out 
the corresponding coupling equation (substitution neg). The 
equations of motion of the hemisphere follow from the 
condition that the variation of the integral of the resulting 
density of the Lagrange function L is equal to zero: 

න න න φ݀ݐሿ݀ܮሾߜ
௧ଶ

௧ଵ

஦ଶ

஦ଵ
ߠ݀ ൌ

஘ଶ

஘ଵ
 

ൌ ׬ ׬ ׬ ሾܶߜ െ ܷሿ݀߮݀ݐ
௧ଶ
௧ଵ

ఝଶ
ఝଵ ߠ݀

ఏଶ
ఏଵ ൌ 0                    (3.1) 

where: d[ ] - operation of taking a differential, δ[ ] - 
operation of taking a variation; L= T-U, density T – kinetic, 
U – potential energy density of the hemispherical resonator. 

In accordance with Hamilton's principle of stationary 
action [5], the equations of motion of the hemisphere follow 
from the condition that the variation of the integral of the 
resulting density of the Lagrange function (3.1) is equal to 
zero. 

Let us write down the expressions for the density of 
kinetic and potential energies of the hemispherical resonator 
under study: 

        	2ܶ ൌ ሺݎሶ െ ሿሻଶߠሾݏ݋ܿ	ߗ	ݒ 		൅ 
											൅ሺݒሶ ൅ ሺݎ ൅ ܴሻ	ߗ	ݏ݋ܿሾߠሿ െ ሿሻଶߠሾ݊݅ݏ	ߗ	ݑ ൅

൅ሺݑሶ ൅  ሿሻଶ                             (3.2)ߠሾ݊݅ݏ	ߗ	ݒ
         2U=ሺሺrs െ ሿሻߠሾݏ݋ܿ	ݒ ൅ 

           +ሺݏݒ ൅ ሺሺݎ ൅ ܴሻ	ܿݏ݋ሾߠሿ െ ሿሻሻଶߠሾ݊݅ݏ	ݑ ൅ ሺݏݑ ൅
 ሿሻଶሻ                                   (3.3)ߠሾ݊݅ݏ	ݒ

where:	ݒሶ ൌ
డ

డఛ
,ݒ ሶݎ	 ൌ

డ
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,ݎ ሶݑ  ൌ

డ
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ݑ ݏݒ , ൌ

డ

డఝ
,ݒ ݏݎ	  ൌ

డ

డఝ
ݎ , 

ݏݑ ൌ
డ

డఝ
ߠ	,φ ,ܴ ;ݑ  – radius and angular coordinates of the 

hemisphere; ݎ, ,ݒ  small deformations of a hemispherical – ݑ
point along the radius and perpendicular to it (see Appendix 
1, Fig. 1); ߬ ൌ ଶߢ ;normalized time –ݐߢ ൌ

ாூ

ఘௌோర
,ߩ ,  density –ܧ

and Young's modulus of the hemisphere material; 
Here I – moment of inertia of the cross-section of the 

shell of a hemispherical resonator relative to the neutral axis; 
S – cross-sectional area of the shell of a hemispherical 
resonator. 

Using simple Hooke's law, it can be shown that the 
material of a hemispherical resonator bends elastically in 
proportion to the force applied to it. In this case, the coupling 
equation is the classical kinematic condition for the 
inextensibility of the middle surface of the hemispherical 
resonator under consideration: 

            ሺݏݎ െ ሿሻଶߠሾݏ݋ܿ	ݒ ൅ ሺݏݒ ൅ ሺሺݎ ൅ ܴሻ	ܿݏ݋ሾߠሿ െ
						െݑ	݊݅ݏሾߠሿሻሻଶ ൅ ሺݏݑ ൅ ሿሻଶߠሾ݊݅ݏ	ݒ ൌ ሺܴ	ܿݏ݋ሾߠሿሻଶ     (3.4) 
where 

ݏݎ ൌ
,ሾ߬ݎ∂ ߮, ሿߠ

∂߮
, ݏݒ ൌ

,ሾ߬ݒ∂ ߮, ሿߠ

∂߮
, ݏݑ ൌ

,ሾ߬ݑ∂ ߮, ሿߠ

∂߮
 

By introducing new variablesሼܫଵ, ,ଵܬ 		ଵሽܭ , we represent 
the inextensibility condition in the following linear form 

ሺݏݎ െ ሿሻߠሾݏ݋ܿ	ݒ ൌ ଵܫ
ݏݒ ൅ ൫ሺݎ ൅ ܴሻ	ܿݏ݋ሾߠሿ െ ሿ൯ߠሾ݊݅ݏ	ݑ ൌ ଵܬ

ݏݑ ൅ ሿߠሾ݊݅ݏ	ݒ ൌ ଵܭ

      (3.5) 

In the new variables introduced above, the inextensibility 
condition (3.4) will look like 

ଵܫ   
ଶ ൅ ଵܬ

ଶ ൅ ଵܭ
ଶ ൌ ሺܴ	ܿݏ݋ሾߠሿሻଶ                  (3.6) 

This condition will be fulfilled identically for any values 
of the new angles ߖ	 ൌ ,ሾ߮ሿߖ ܳ ൌ ܳሾ߮, ሿߠ  associated with 
the variablesሼܫଵ, ,ଵܬ  :ଵሽ as followsܭ

ቐ
ଵܫ → ሾܳሿ݊݅ݏሿߖሾ݊݅ݏ	ଵߩ
ଵܬ → ሾܳሿݏ݋ሿܿߖሾ݊݅ݏ	ଵߩ
ଵܭ → ሿߖሾݏ݋ܿ	ଵߩ

                       (3.7) 

Putting together relations (3.5, 3.7), we obtain that the 
inextensibility condition (3.4) is given in linear form by the 
substitution neg: 

neg ൌ	

ൌ ቐ
rs → v	Cosሾθሿ ൅ SinሾΨሿSinሾQሿ	ଵߩ

vs → െ൫ሺr ൅ RሻCosሾθሿ െ uSinሾθሿ൯ ൅ 	ଵSinሾΨሿCosሾQሿߩ
us → െv	Sinሾθሿ ൅ CosሾΨሿ	ଵߩ

 

                         ሺ3.8ሻ 
where: ߩଵ ൌ  .ሿߠሾݏ݋ܿ	ܴ

In accordance with the classical linear theory of shells by 
S.P Timoshenko, we expand expression (3.3) for potential 
energy U in the Taylor series in the vicinity of the middle 
surface. When the hemispherical resonator itself deviates 
from the middle surface, the potential energy density U will 
change along the angle 	߮: 

ە
۔

ۓ
௦ఝݎ െ ሿߠሾݏ݋ܿ	ఝݒ ൌ ଵఝܫ

௦ఝݒ ൅ ൫ݎఝ	ܿݏ݋ሾߠሿ െ ሿ൯ߠሾ݊݅ݏ	ఝݑ ൌ ଵఝܬ
௦ఝݑ ൅ ሿߠሾ݊݅ݏ	ఝݒ ൌ ଵఝܭ

																		ሺ3.9ሻ 
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When deviating from the middle surface of a 
hemispherical resonator, the potential energy density U will 
change along the angle θ: 

ە
۔

ۓ
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In the vicinity of the middle surface of the shell of a 
hemispherical resonator, the potential energy U will have the 
following analytical form: 

2ܷ ൌ ሿሻଶߠଶሺܴcosሾߜ ൅ ଵఝܫଶ൫ߢ
ଶ ൅ ଵఝܬ

ଶ ൅ ଵఝܭ
ଶ൯ ൅		 

	൅ߢଶ൫ܫଵఏ
ଶ ൅ ଵఏܬ	

ଶ ൅ ଵఏܭ
ଶ൯																															ሺ3.11ሻ                

 where:	ߜଶ ൌ
ா

ఘோమ
ଶߢ , ൌ

ாூ

ఘௌோర
 . 

IV. IV. EQUATIONS OF DYNAMICS OF A HEMISPHERICAL 

RESONATOR 

Using the D'Alembert method, modified by the 
mechanician G.K. Suslov [6] for systems with non-integrable 
couplings, we obtain the required system of equations for the 
dynamics of a hemispherical resonator. The dynamics 
equations of such a resonator are a system of six second-
order differential equations each (see Appendix 2). The first 
three differential equations of the system - second-order 
equations, provided that the angles θ, φ are constant, have the 
following form:  
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The second two differential equations of the second order, 
provided that the variables τ and θ are constant, will be 
look like this: 

൞

݀
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݀
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The third differential equation of the second order for 
constant values of the variables τ, φ has the form: 

ቐ

݀

ߠ݀
ܳ ൌ ,ߠܳ

ௗሾܳߠ	ୡ୭ୱሾఏሿ
మሿ

ௗఏ
ൌ 0

                                  (4.3) 

                                                       

V. SOLUTION OF THE SYSTEM OF EQUATIONS FOR THE 

DYNAMICS OF A HEMISPHERICAL RESONATOR 

Solving a system of equations of the form (4.1), (4.2), 
(4.3) gives the wave motion of a hemispherical resonator: 

ሼݎሾ߬, Δ߮, Δߠሿ ൅ ܴ, ,ሾ߬ݒ Δ߮, Δߠሿ, ,ሾ߬ݑ Δ߮, Δߠሿሽ ൌ 
ൌ ൛Δܺ୬୭ ൅ ୶ܸ୬߬, Δ ୬ܻ୭ ൅ ୷ܸ୬߬, Δܼ୬୭ ൅ ୸ܸ୬߬ൟ	 
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߮ൣ݊݅ݏ ൅ ߰ሾݐሿ൧ cosൣ߮ ൅ ߰ሾݐሿ൧ 0
0 0 1

ቍ 	࡯ ൅ 
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ଵߩ    ൌ ሿ,  C=ቌߠሾݏ݋ܥ	ܴ
0 െܿݏ݋ሾߠሿ 0

ሿߠሾݏ݋ܿ 0 െ݊݅ݏሾߠሿ
0 ሿߠሾ݊݅ݏ 0

ቍ 

here: ߖ ൌ ߮߂ሾߖ െ ,ଶሿ߮߂ ܳ ൌ ܳሾ߮߂ െ ,ଶ߮߂  ;ሿߠ߂
,௢ݎ ,௢ݒ ௢ݑ െ initial	parameter	values; 
{Δܺ୬୭, Δ ୬ܻ୭, Δܼ୬୭, ୶ܸ୬, ୷ܸ୬, ୸ܸ୬} – constants. 

 

VI. CONCLUSIONS 

From the differential equations for the dynamics of 
motion of a hemispherical resonator synthesized in this study, 
it follows that is possible  

 to develop both an inertial rotation angle sensor 
(integrating gyroscope) and an ARS without 
excitation of mechanical standing waves of elastic 
vibrations of the edge of a hemispherical resonator; 

 to use the obtained analytical expressions to process 
the measured parameters to determine the angular 
velocity and/or the integral of the angular velocity of 
the gyroscope base; 

 to form solitary mechanical standing waves (solitons) 
as bending vibrations of the edge of a hemispherical 
resonator, which can serve as a sensor of inertial 
information, like a conventional inert solid body. 

The new results from the theory of a uniaxial 
hemispherical SWG resonator include: 

a) the proof of the integrability of the kinematic 
condition of inextensibility of the hemispherical 
resonator’s middle surface and simplification of the 
approach to deriving differential equations for the 
dynamics of motion of a uniaxial inertial sensor; 

b) confirmation of the holonomy condition of 
inextensibility of the hemispherical resonator’s middle 
surface, which makes it possible to obtain equations 
for the dynamics of its motion using the symbolic 
mathematics program package for engineering 
calculations “Wolfram Research Mathematica” 5.2.0 
(see Appendix 1); 

c) obtaining equations for the dynamics of motion of a 
uniaxial hemispherical SWG in the form of six 
ordinary second-order differential equations, 
independent of each other in time and angles, which 
makes it possible to practically use ordinary 
differential equations of the Lynch-Zhuravlev type; 

d) the inertial information that determines the 
gyroscopic effect depends on the inertial motion of 
the deformations of the hemispherical resonator, 
which provides a justification for the inertial 
properties of standing waves. 

From the analysis of the differential equations for the 
dynamics of motion of a hemispherical resonator obtained in 
this study, it follows that is possible 

 to develop a new inertial rotation angle sensor 
(integrating gyroscope) and angular velocity sensor 
(AVS) without excitation of mechanical standing 
waves of elastic vibrations of the resonator edge; 

 to form solitary mechanical waves (solitons) as 
bending vibrations of the hemispherical resonator 
edge, which can serve as a sensor of inertial 
information, like an ordinary inert solid body. 
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Appendix 1 

Derivation of the system of equations (4.1) when using a 
computer system of analytical transformations [Wolfram 
Research Mathematica 5.2.0]. 

Substituting kinetic energy into the computer program for 
calculating Euler’s equation “Euler Equations” 

2T ൌ ሺr1 െ v	Ω	Cosሾθሿሻଶ

൅ ቀv1 ൅ Ω൫ሺr ൅ RሻCosሾθሿ െ uSinሾθሿ൯ቁ
ଶ

൅ ሺu1 ൅ vΩSinሾθሿሻଶ	

when replacing variables: 

r→ rሾt, φ, θሿ, v → vሾt, φ, θሿ,	

u→ uሾt, φ, θሿ,	

r1→ rሺଵ,଴,଴ሻሾt, φ, θሿ, v1 → vሺଵ,଴,଴ሻሾt, φ, θሿ,	

u1→ uሺଵ,଴,଴ሻሾt, φ, θሿ	

using the program for calculating the Euler equation: 

«Calculus`Variational	Methods`Euler	Equations»	

1
2
ሺ൫rሺଵ,଴,଴ሻሾt, φ, θሿ െ vሾt, φሿΩሾtሿCosሾθሿ൯

ଶ
൅	

൅ሺvሺଵ,଴,଴ሻሾt, φ, θሿ ൅ Ωሾtሿሺሺrሾt, φ, θሿ ൅ RሻCosሾθሿ െ	

െuሾt, φ, θሿSinሾθሿሻሻଶ ൅ ሺuሺଵ,଴,଴ሻሾt, φ, θሿ ൅	

൅vሾt, φ, θሿΩሾtሿSinሾθሿሻଶሻ,	

ሼrሾt, φ, θሿ, vሾt, φ, θሿ, uሾt, φ, θሿሽ, ሼt, φ, θሽሿ	

we obtain three differential equations, which, when 
changing variables: 

rሾt, φ, θሿ → r, vሾt, φ, θሿ → v, uሾt, φ, θሿ → u	

rሺଵ,଴,଴ሻሾt, φ, θሿ → r1, vሺଵ,଴,଴ሻሾt, φ, θሿ → v1,	

uሺଵ,଴,଴ሻሾt, φ, θሿ → u1	

rሺଶ,଴,଴ሻሾt, φ, θሿ → r2, vሺଶ,଴,଴ሻሾt, φ, θሿ → v2,	

uሺଶ,଴,଴ሻሾt, φ, θሿ → u2	

give the required three expressions of the Euler equations:  

ሼെr2 ൅ 2v1ΩCosሾθሿ ൅ vΩ1Cosሾθሿ ൅ ΩଶCosሾθሿሺrCosሾθሿ
൅ RCosሾθሿ െ uSinሾθሿሻ ൌ 0;	

െu2 െ 2v1ΩSinሾθሿ െ vΩ1Sinሾθሿ െ ΩଶSinሾθሿሺrCosሾθሿ ൅
RCosሾθሿ െ uSinሾθሿሻ ൌ 0ሽ;	

						െv2 ൅ vΩଶ െ 2r1ΩCosሾθሿ ൅ 2u1ΩSinሾθሿ
െ Ω1ሺrCosሾθሿ ൅ RCosሾθሿ െ uSinሾθሿሻ
ൌ 0				

The	 resulting	 three	 equations	 are	 considered	 under	
the	condition	

φ ൌ Const, θ ൌ Const,	

in	which	they	have	the	following	analytical	form:	

																					
ୢ

ୢ୲ଵ
r ൌ r1,

ୢ

ୢ୲ଵ
v ൌ v1,

ୢ

ୢ୲ଵ
u ൌ u1																								

1
Cosሾߠሿ

݀
dt1

r1 ൌ ሺ21ݒ	ߗ ൅ Ω1	ݒ ൅ ሺݎ ൅ ܴሻߗଶሻ, 

1
Sinሾߠሿ

݀
dt1

1ݑ ൌ െሺ21ݒ	ߗ ൅ Ω1	ݒ ൅ ሺݎ ൅ ܴሻߗଶሻ 

d
dt1

1ݒ ൌ ሺߗݒଶ െ ሿߠሺr1Cosሾߗ2 െ u1Sinሾߠሿሻ െ Ω1ሺሺݎ

൅ ܴሻCosሾߠሿ െ  ሿሻሻߠSinሾݑ

where	ሺsee	Zhuravlev	ሾ1ሿ	page	16			f. ሺ1.23ሻ	и	f. ሺ1.24ሻሻ: 

t1 ൌ κ1	t, ሾt1ሿߗ ൌ
ሿݐሾߗ
κ1

,Ω1ሾt1ሿ ൌ
݀
dt1

 ሾt1ሿߗ

Appendix 2 

Derivation of the analytical expression for the kinetic 
energy of movement of deformations of a hemispherical 
resonator 

	
Fig. 1.            

Ror
______

െ  radius vector of points of a hemispherical 
resonator 

in projections on the axis of the resonator base:  

	Xor																			Yor																								Zor
Ror
______

ൌ ሼRCosሾθሿCosሾφሿ, RCosሾθሿSinሾφሿ, RSinሾθሿሽ							ሺA2.1ሻ
 

In accordance with Fig. 1, the deformation dRor
______

	of the 
resonator along the axes ሼr

_
, v
_
, u
_
ሽ			will be: 

dRor
______

ൌ ሼr, v, uሽ. ቌ
CosሾθሿCosሾφሿ CosሾθሿSinሾφሿ Sinሾθሿ
െSinሾφሿ Cosሾφሿ 0

െCosሾφሿSinሾθሿ െSinሾθሿSinሾφሿ Cosሾθሿ
ቍ    

ሺA2.2ሻ 

Assuming that the radius vector of the deformed 
resonator along the axes of the resonator base will be: 

Rr
______

ൌ Ror
______

൅dRor
______

																									ሺA2.3ሻ 

And, taking into account that (A2.1) can be represented as 

Ror
______

ൌ ሼR, 0,0ሽ. 

. ቌ
CosሾθሿCosሾφሿ CosሾθሿSinሾφሿ Sinሾθሿ
െSinሾφሿ Cosሾφሿ 0

െCosሾφሿSinሾθሿ െSinሾθሿSinሾφሿ Cosሾθሿ
ቍ						ሺA2.4ሻ 

 on the right side of (A2.3) we obtain the expression: 

Rr
______

ൌ ሼR ൅ r, v, uሽ. 

. ቌ
CosሾθሿCosሾφሿ CosሾθሿSinሾφሿ Sinሾθሿ
െSinሾφሿ Cosሾφሿ 0

െCosሾφሿSinሾθሿ െSinሾθሿSinሾφሿ Cosሾθሿ
ቍ			ሺA2.5ሻ 

The rotation of the axes of the resonator base 
ሼXor, Yor, Zorሽ  relative to the inertial axes ሼXn, Yn, Znሽ	 
around the Zn axis is given by the matrix 

\ Xn Yn
Xor Cosሾψሾtሿሿ Sinሾψሾtሿሿ
Yor
Zor

െ	Sinሾψሾtሿሿ
0

Cosሾψሾtሿሿ
0

			

Zn
0
0
1

  										ሺA2.6ሻ 
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Let the radius vector of the deformed resonator in 
projections onto the inertial axes be: 

													Xn Yn			 						Zn
Rn
______

ൌ ሼΔXn, 	ΔYn,										ΔZnሽ 																										ሺ	A2.7ሻ	
 

The connection between Rn
______

 and Rr
______

 according to 
formulas (A2.3, A2.7) is: 

Rn
______

ൌ Rr
______

. 

. ቌ
Cosൣψሾtሿ൧ Sinൣψሾtሿ൧ Sinሾθሿ

െSinൣψሾtሿ൧ Cosൣψሾtሿ൧ 0
0 0 1

ቍ ൌ ሼR ൅ r, v, uሽ. 

. ቌ
Cosൣψሾtሿ൧ Sinൣψሾtሿ൧ 0

െSinൣψሾtሿ൧ Cosൣψሾtሿ൧ 0
0 0 1

ቍ                       ሺ	A2.8ሻ 

Considering that the matrix  

ቌ
CosሾθሿCosሾφሿ CosሾθሿSinሾφሿ Sinሾθሿ
െSinሾφሿ Cosሾφሿ 0

െCosሾφሿSinሾθሿ െSinሾθሿSinሾφሿ Cosሾθሿ
ቍ ൌ 

=൭
Cosሾθሿ 0 Sinሾθሿ
0 1 0

െSinሾθሿ 0 Cosሾθሿ
൱ . ൭

Cosሾφሿ Sinሾφሿ 0
െSinሾφሿ Cosሾφሿ 0

0 0 1
൱ 

we obtain that Rn
______

 according to (A2.7,A2.8) will be: 

Rn
______

ൌ ሼΔXn, ΔYn, ΔZnሽ ൌ 

ሼR ൅ r, v, uሽ. ൭
Cosሾθሿ 0 Sinሾθሿ
0 1 0

െSinሾθሿ 0 Cosሾθሿ
൱. 

.	ቌ
Cosൣφ ൅ ψሾtሿ൧ Sinൣφ ൅ ψሾtሿ൧ 0

െSinൣφ ൅ ψሾtሿ൧ Cosൣφ ൅ ψሾtሿ൧ 0
0 0 1

ቍ                   ሺ	A2.9ሻ 

The speed of movement of the points of the deformed 
resonator relative to the inertial axes is obtained by 
differentiating Rn

______
 with respect to time: 

ୢ

ୢ୲
Rn
______

ൌ ቄ
ୢ

ୢ୲
ΔXn,

ୢ

ୢ୲
ΔYn,

ୢ

ୢ୲
ΔZnቅ ൌ ሼVxn, Vyn, Vznሽ           ሺ	A2.10ሻ 

Taking into account the analytical expression (A2.10), we 
obtain: 

d
dt
Rn
______

ൌ ሼr1, v1, u1ሽ. 

. ൭
Cosሾθሿ 0 Sinሾθሿ
0 1 0

െSinሾθሿ 0 Cosሾθሿ
൱..	ቌ

Cosൣφ ൅ ψሾtሿ൧ Sinൣφ ൅ ψሾtሿ൧ 0

െSinൣφ ൅ ψሾtሿ൧ Cosൣφ ൅ ψሾtሿ൧ 0
0 0 1

ቍ+ 

+ ሼR ൅

r, v, uሽ. ൭
Cosሾθሿ 0 Sinሾθሿ
0 1 0

െSinሾθሿ 0 Cosሾθሿ
൱ . ቌ

Cosൣφ ൅ ψሾtሿ൧ Sinൣφ ൅ ψሾtሿ൧ 0

െSinൣφ ൅ ψሾtሿ൧ Cosൣφ ൅ ψሾtሿ൧ 0
0 0 1

ቍ	

. ൭
0 Ω 0
െΩ 0 0
0 0 0

൱	

From where the desired expression of kinetic energy will 
be equal to the:	

2Tൌ	Vxnଶ ൅ Vynଶ ൅ Vznଶ ൌ ሺr1 െ v	Ω	Сosሾθሿሻଶ ൅	

൅ሺv1 ൅ Ω	ሺሺr ൅ Rሻ	Cosሾθሿ െ u	Sinሾθሿሻሻଶ ൅	

൅ሺu1 ൅ v	Ω	Sinሾθሿሻଶ

 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

481



Relative navigation of aircraft using an optical 
surveillance system 

Alexander Knyazhsky  
Department of Aerospace 

Measuring and Computing Systems  
St. Petersburg State University of 

Aerospace Instrumentation  
St. Petersburg, Russian Federation  

knjagskij@mail.ru 

Alexander Nebylov  
Department of Aerospace 

Measuring and Computing Systems 
St. Petersburg State University of 

Aerospace Instrumentation  
St. Petersburg, Russian Federation  

nebylov@aanet.ru 

Vladimir Nebylov  
Department of Aerospace 

Measuring and Computing Systems 
St. Petersburg State University of 

Aerospace Instrumentation  
St. Petersburg, Russian Federation 

vladnebylov@gmail.com 
 

Abstract – A principle of relative navigation of aircraft is 
proposed, which makes it possible to determine the relative 
position of aircraft by processing the image, taking into 
account the previously known geometry of the location of light 
sources on the body of the observed aircraft. The performance 
of the proposed principle was confirmed by computer 
simulation. 

Keywords— observation, optical system, docking, aircraft, 
relative motion 

I. INTRODUCTION 

The principle of operation of an optical observation 
system for the implementation of relative navigation of 
aircraft is proposed, which consists in installing LEDs of 
various colors on the body of the observed aircraft, 
specifying the geometry of the location of these LEDs and 
their colors in the control system of the observing aircraft, 
obtaining a video image, extracting coordinates from it and 
colors of the LEDs (in the coordinate system of a two-
dimensional image), comparing the geometry of the observed 
location of the LEDs with the given one and calculating, 
based on their deviations and the coordinate scale, the 
position of the observing aircraft relative to the observed 
aircraft. 

II. OPERATING PRINCIPLE OF OPTICAL SURVEILLANCE 

SYSTEM 

The proposed principle can be implemented as follows: 

1.  set the colors and other characteristics of the glow 
of the LEDs, by which the location of the observing aircraft 
is determined, relative to the observed aircraft, and the 
geometry of their location, for example, in such a way that 
all points have different colors and glow intensity, flicker 
frequency, or other glow characteristics determined infrared 
camera. To make LED color identification easier, the optical 
camera uses rainbow colors; 

2.  obtain a video image of the observed aircraft, for 
example, by combining images obtained using video cameras 
operating in the optical and infrared ranges; 

3.  determine the colors and coordinates of the LEDs in 
the aircraft image, for example, using neural network image 
processing algorithms; 

4.  calculate the distances in the image between the 
LEDs and the angles of inclination of the segments between 
them, relative to the horizontal axis; 

5.  using the calculated angles of inclination of the 
segments between the LEDs in the image, find the distance 

to the observed aircraft and the angles of rotation of the 
observing aircraft relative to the observed aircraft. 

Taking into account the fact that the video camera must 
generate a one-to-one relationship between the object and the 
image, the distance between the aircraft is calculated as the 
product of the focal length and the ratio of the reference 
distance to the observed one. The reference distance is 
calculated taking into account the tilt angles in the image, 
calculated using known trigonometric formulas, based on the 
relative and observed positions of the LEDs. 

III. DEVICE DESCRIPTION 

Figures 1 and 2 show a device for implementing a 
method for docking an aircraft using an optical surveillance 
system and the following designations are introduced: 1 - 
platform; 2 - docking elements of the carrier aircraft; 3 - 
dampers; 4 - aircraft carrier control system; 5 - control panel; 
6 - automatic control system for docking the docking aircraft 
with the carrier aircraft; 7 – receiver-transmitter of aircraft 
carrier signals; 8 - docking elements of the docked aircraft; 9 
– control systems of the docked aircraft; 10 – signal 
transceiver on the docking aircraft; 11 - LEDs emitting 
specified colors; 12 - LED monitoring and control systems; 
13 - optical video camera; 14 - infrared video camera; 15 - 
module for complex video image processing. 

 

Fig. 1.  Device for implementing a method for docking OA using an 
optical surveillance system 

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

482



 

Fig. 2.  Scheme of device interaction for implementing a method for 
docking aircraft using an optical surveillance system 

 

As docking elements on the carrier aircraft and the 
docked aircraft, you can use, for example, high-strength heat-
resistant metal grips that automatically engage each other 
when approaching each other with a given accuracy from a 
certain direction. A damper must be located between the 
body of the vehicle and the grip of the docking element to 
absorb the shock from the docking of the aircraft. The 
fixation of the docking aircraft on the body of the carrier 
aircraft must be carried out in such a way that friction and 
heating between the bodies and docking elements do not 
destroy their structures. The automatic docking control 
system can be a computing device that, after receiving a 
docking start signal from the control panel, begins to receive 
a signal about the position of the docking aircraft, the 
location of the carrier aircraft, and when the spatial and 
angular coordinates of the docking aircraft relative to the 
carrier aircraft fall within the established ranges, 
automatically captures it using the docking elements of the 
carrier aircraft. The LEDs should glow in different colors so 
that they can be used to clearly determine the position of the 
docking aircraft relative to the carrier aircraft. 

IV. SIMULATION 

To assess the possibility of using the proposed operating 
principle of an optical observation system for relative 
navigation of an aircraft, computer simulation was carried 
out in Python. During the simulation, the problem of landing 
an aerospace aircraft on an aircraft with a dynamic principle 
of supporting, for example, an ekranoplan, was solved. Four 
LEDs were located at the rear of the aircraft, two more on the 
upper front of the fuselage, and two on the sides. At the same 
time, the LEDs located on the right side were duplicated so 
that they could be recognized by an infrared camera without 
determining the color. The simulation was carried out taking 
into account the principles of aircraft motion set forth in [1-
3]. 

The dynamic characteristics of the aircraft were specified 
by limiting their angular velocities and their first derivatives, 
as well as acceleration during aerodynamic braking of the 
aircraft and the delay time of the control response. There was 
no need to establish upper limits on aircraft ground speeds 

and accelerations due to the fact that only their reduction was 
allowed, with the exception of random fluctuations caused 
by control errors. 

The following assumptions were made: the total error of 
control and external influence for the track angle, trajectory 
inclination angle and ground speed is distributed according 
to the Gaussian distribution law with zero mathematical 
expectation. The oscillations of the trajectory of a docked 
aircraft are greater in power and frequency of oscillations of 
the trajectory of the carrier aircraft, due to the lower mass of 
the docked aircraft. Since the wind affects both aircraft 
almost equally, the control error of the docking aircraft 
relative to the carrier aircraft caused by the wind can be 
neglected. 

The coordinates of the location of the LEDs and their 
colors (codes) were specified relative to the center of mass of 
the carrier aircraft. It was assumed that the surveillance 
system reliably determines the location of the LEDs with a 
probability of 90%. 

Model parameters: ground speed of the orbital aircraft 
(OA) and low-flying vehicle (LFV) during docking 90 – 120 
m/s; LFV movement height is 5-8 m with a height 
fluctuation of 1 m; the speed of approach of the OA and the 
LFV before docking is 2-4 m/s; the total error of control and 
external influence of the OA along the path angle has a 
standard deviation of 1-4 degrees; the total error of control 
and external influence of the OA on ground speed has a 
standard deviation of 0.5-2 m/s; the total error of control and 
external influence of the LFV along the path angle has a 
standard deviation of 1-4 degrees; the total error of control 
and external influence of the LFV in terms of ground speed 
has a standard deviation of 0.5-2 m/s; the specified angle of 
inclination of the OA trajectory at the main landing site is 20 
- 40 degrees; the specified angle of inclination of the OA 
trajectory during landing before entering a horizontal 
trajectory is 2-5 degrees. 

The simulation was carried out by sequentially 
alternating the specified model parameters with a step of 0.1 
degrees in the directional angle and 0.1 m/s in the ground 
speed. Thus, the model passed discretely through the entire 
state space. 

Figures 3-6 present the graphs describing the 
implementation of the landing trajectory of the OA and the 
movement of the LFV with the following parameters: ground 
speed of the OA and LFV during docking 100 m/s; the speed 
of approach of the OA and the LFV before docking is 2 m/s; 
the total error of control and external influence of the OA 
along the path angle has a standard deviation of 3 degrees; 
the total error of control and external influence of the OA on 
ground speed has a standard deviation of 1 m/s; the total 
error of control and external influence of the LFV along the 
path angle has a standard deviation of 3 degrees; the total 
error of control and external influence of the LFV in terms of 
ground speed has a standard deviation of 1 m/s; the specified 
angle of inclination of the OA trajectory at the main landing 
site is 30 degrees; the specified angle of inclination of the 
OA trajectory during landing before entering the horizontal 
trajectory is 3 degrees. 

Figures 3a and 3b show examples of changing the heights 
of the LFV and OA trajectories to carry out their docking. 
The LFV moves straight with a given track angle, ground 
speed and flight altitude. Before reaching the altitude of the 
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start of the docking maneuver (about 200 m), the OA is 
lowered at an angle of 30 degrees, after which, in order to 
increase the accuracy of docking and increase the time for 
aiming, it reduces the angle to 3 degrees. After reaching the 
docking altitude, the OA catches up with the LFV at a speed 
greater than the LFV speed by 2-4 m/s, trying to maintain the 
docking altitude. After capturing the OA by the manipulator 
and docking, the height of the OA is stabilized by a given 
value relative to the height of the LFV. In the first 
implementation option (Fig. 1a), the OA LFV caught up and 
docked within 10 s. During this time, the LFV and OA 
traveled about 1000 m (in the interval r = [3200, 4200] m). In 
the second option (Fig. 1b), the OA LFV caught up and their 
docking took approximately 5 seconds, during which time a 
distance of about 500 m was covered (in the interval r = 
[4200, 4800] m). Thus, the docking time and the approach 
trajectory are probabilistic quantities. The docking time 
depends on the accuracy of control of the OS, the LFV and 
the docking device, primarily the manipulator. It is easiest to 
grasp with a large manipulator. 

 

 

A) 

 

b) 

Fig. 3. Dependencies of heights of OA (OA – orbital aircraft) and LFV 
(low-flying vehicle) from passed distances 

 

Fig. 4. Two-dimensional trajectories of OA and LFV at rapprochement 
and docking 

Figure 4 shows two-dimensional trajectories of the OA 
and LFV in the horizontal plane. From the scale of the graph 
it is clear that before the OA reaches the altitude of the start 
of the docking maneuver, the OA makes a turn in such a way 
that the track angles of the OA and the LFV, and their 
coordinates in the horizontal plane, are as close as possible. 
Also, the OA assumes a speed close to the speed of the LFV, 
so that before docking it takes a position behind the LFV and 
begins to catch up with it at a relative speed of 2-4 m/s. After 
docking the OA with the LFV, their track angles and 
velocities are equal, since the OA is on the deck of the LFV. 

 

Fig. 5. Two-dimensional trajectories of the OA and LFV during approach 
and docking (enlarged fragment) 

Figure 5 shows an enlarged fragment of the trajectories 
of the OA and LFV in the horizontal plane. 
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Fig. 6. An example of changes in the altitudes of the LFV and OA 
trajectories when the LFV approaches before docking 

Figure 6 shows an example of changing the heights of the 
LFV and OA trajectories when the LFV approaches a height 
of 20 m before docking, in order to dampen the impact on 
the underlying surface under the LFV. This maneuver is 
advisable to carry out when there is a risk of an accident 
when touching the underlying surface. For example, if the 
LFV is moving over a swampy or non-water surface. 

Simulation showed the possibility of landing the OA 
using an LFV using the proposed principle, with the 
specified ranges of motion parameters of the OA and LFV, 

and their errors. For successful docking, oscillations of the 
OA trajectory relative to the LFV trajectory with a 
probability of 95% within 10 seconds must be within a range 
equal to the distance between the manipulator grips. For 
example, with a distance between the manipulator grips of 5 
m, the maximum permissible standard deviation of the OA 
control error at the trajectory angles is 3 degrees. 

CONCLUSIONS 

Preliminary logical processing of the results made it 
possible to reliably determine the relative position of the 
LEDs in 99% of cases. By means of computer simulation, 
the possibility of using the proposed operating principle of an 
optical surveillance system for docking aircraft was 
confirmed. By using an optical surveillance system instead of 
a heavy and expensive radio system, the weight and cost of 
on-board equipment can be reduced. 
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Abstract—The ability to accurately measure ground speed is 

necessary for any controlled aircraft, since it allows dead 
reckoning and coordinate control even in the absence of 
information from the satellite navigation system for some 
reason. A typical solution to this problem is the joint processing 
of information from a Doppler radio sensor (DRS) and 
accelerometer with a longitudinal axis of sensitivity. 

Key words —aircraft, accelerometer, radio sensor, invariant 
integrated speed meter, robustness. 

For the DRS error, reduced to its input and measured in 
m/s, the spectral density S is known as S1() = S1, measured 
in m2/s. For the error of the accelerometer as a meter of the 
derivative of the speed reduced to its input and having the 

dimension of speed, the maximum value of the variance of the 
first derivative is known, i.e. acceleration D1 is measured in 
m2/s4. 

The measured flight speed V(t) has a variance limited 
above by a given value Dv with a certain mathematical 
expectation taken as the conventional zero of the speed scale 
and not affecting the measurement accuracy. Indeed, the 
known mathematical expectation is easy to compensate (make 
zero) a priori. 

Let us consider the optimization problem of the described 
ground speed meter (Fig. 1) according to the criterion of the 
highest guaranteed accuracy. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Ground speed meter 

The optimality criterion in this case is the minimum upper 
bound of the variance of the centered measurement error  
e(t) = V(t) - ෠ܸ(t) 

where V(t) is the measurement result. 

Since the highest of the orders of limited derivative actions 
is equal to unity, following [1,3,4], we choose the order of the 
denominators of the transfer functions H1(s) and H2(s) to be 
unity, i.e. n=1. This determines the type of transfer functions 
of the DRS channel H1(s) and the accelerometer channel 
H2(s): 

H s b a s H s b s a s1 10 1 2 21 11 1( ) / ( ), ( ) / ( )    . 

Then the transfer function connecting the Laplace images 
of the measured speed and the dynamic measurement error 
will be 

 3 1 2 10 1 21

1

( ) 1 ( ) ( ) 1 ( ) /

/(1 ).

H s H s H s b a b s

a s

      


 

The optimization objective function is taken in the form 

21 min,e e egeD D D D     

Where

 





1

1
2
102

111 22

1
 

a

Sb
djHSD v

ve 


error variance De1 along the location sensor channel, 
ഥ௘ଶܦ andܦഥ௘௚ - upper bounds of error variances along the 
accelerometer channel e2 and dynamic error eg, for which, 
following the theory of robust systems [1,2], we write the 
formulas 
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Having subjected the resulting function of three variables 
to analytical research to a minimum ܦഥ௘(a1,b10,b21), you can 
find expressions for the optimal values of the meter 
parameters 

1/3

0 1
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
 

For example, with Sv1 = 1m2/s, Dv2 = 10-3m2/s4, 

Dg=0,5m2/s2 we get
0
1a = 6.30s,

0
10b = 0.808,

0
21b  = 5.09s, 

De ( 0
1a , 0

10b , 0
21b ) = 0.096 m/s. For comparison, let’s find the 

minimum possible valueDe in the case of a priori imposition 

of the invariance condition H1(s) + H2(s) = 1: De ( 0
1a ,1, 0

1a

) = 1.19 3/1
2vD 3/2

1vS = 0.119 m2/s2. It can be seen that accepting 
the invariance condition leads to a loss in potential accuracy, 
since this (and any other additional condition) causes a 
deviation from the main requirement during optimization. 

Note that the optimal parameter values lead the transfer 
function H3(s) to the form H s b b3 10

0
101 0 1( ) (   

always), the corresponding inertia-free link. Physically, this 
is explained by the lack of a priori information about the 
frequency composition of the random process V(t), and 
therefore it is advisable to make all its spectral components 
equal in the formation of a dynamic measurement error. If 
Dg  , that is, there is no information at all about the 

measured coordinate, then b H s10
0

31 0 , ( ) and the 
invariance condition is satisfied. The same result, but with 
limited high measurement accuracy, is obtained with
S1 0 , when there is no error of the location sensor (in 

this case only the location sensor is used), and when 02 vD
, when the accelerometer error is quasi-constant. In the latter 
case, the optimal parameters provide zero steady-state error 
only for an infinitely long observation time. 

 
Fig. 2.  Plot of the resulting root mean square error in an invariant measuring system 

A three-dimensional plot of the resulting root mean square 

error in an invariant measuring system ςе = ඥܦ௘തതത  from the 
values of Sv and D1 is shown in Fig. 2. It can be seen that the 
dependence of the accuracy of the integrated meter on the 
accelerometer error is stronger than on the DRS error. 

The accuracy of indicators found in the article is 
guaranteed, and the meter itself is robust. This is the practical 
value of the article. 

CONСLUSION  

A typical example of the synthesis of a two-component 
robust flight parameter meter with incomplete a priori 
information is considered. It is shown what to do if for one of 
the sensors (usually inertial) there is no spectral description, 
but it is possible to limit the variance of the derivative error. 
The concept of an upper estimate for the resulting root mean 
square error is introduced. It is convenient to make the 
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minimum of this value as an optimality criterion. It is shown 
that when the dynamics of change in the measured flight 
parameter is weak, it is inappropriate to require the fulfillment 
of the invariance condition. 

If the order of the system under consideration is high, the 
study can be carried out numerically. 
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Abstract—For conducting many of the mission objectives, it 

is necessary to provide the required attitude of nanosatellites. 
An important task is determining the equilibrium positions of 
the nanosatellite relative to its center of mass. One of the im-
portant differences in the CubeSat nanosatellites dynamics is 
that the aerodynamic drag force depends on two angles of ori-
entation - angles of attack and proper rotation, which is due to 
the rectangular parallelepiped shape. This paper proposes an 
algorithm for numerical-analytic determination of equilibrium 
positions of a dynamically asymmetric CubeSat nanosatellite 
when the center of pressure is displaced from the center of 
mass along three axes. 

Keywords—CubeSat nanosatellite, aerodynamic moment, 
gravitational moment, angle of attack, angles of precession, 
angle of proper rotation  

I. INTRODUCTION 

 For successful implementation of most flight missions, a 
certain orientation of the nanosatellite (NS) is required. Due 
to the small size of a nanosatellite and low energy reserves, 
it is advisable to provide the necessary orientation using 
passive or combined stabilization systems [1-3]. Most 
nanosatellites are launched into low circular orbits, where 
gravitational and aerodynamic moments are predominant, 
therefore it is advisable to use both moments to ensure pas-
sive stabilization of motion relative to the center of mass. 
When creating stabilization systems, an important issue is to 
determine the equilibrium positions of nanosatellites relative 
to the center of mass and to study the nature of uncontrolled 
motion in their vicinity. 

The equilibrium positions relative to the center of mass 
under the action of gravitational and aerodynamic moments 
for satellites with a shape close to spherical have been stud-
ied in detail in the literature [4-6]. For such satellites, the 
aerodynamic drag force does not depend on the attitude of 
the satellite relative to the incoming airflow. A symbol-
numerical method for determining all equilibrium positions 
of the spherical satellite in the orbital coordinate system 
when the satellite's center of pressure is displaced relative to 
the center of mass by three coordinates and the three main 

moments of inertia are not equal to each other, has been 
proposed in [6].  

An important feature of the CubeSat nanosatellites is that 
they have the shape of a rectangular parallelpiped and, as a 
result, the aerodynamic drag force depends on the satellite’s 
attitude relative to the oncoming airflow (angles of attack 
and proper rotation).  

In works [7-8] the authors obtained analytical expres-
sions for determining the equilibrium positions for two par-
ticular cases: displacement of the center of pressure of a 
dynamically symmetric NS from its center of mass along 
three coordinates and an NS with three different principal 
moments of inertia when the center of pressure is displaced 
from the center of mass along one of the principal axes of 
inertia. It has been shown that 8, 12 or 16 equilibrium posi-
tions are possible for a dynamically symmetric NS, and 8, 
12, 16, 20 or 24 for a dynamically asymmetric NS. 

In development of previous research, this paper consid-
ers the problem of determining the equilibrium positions for 
the more general case where the center of pressure of a dy-
namically asymmetric CubeSat is displaced relative to the 
center of mass along three coordinates. In addition, since a 
body-fixed coordinate system oriented along the structural 
axes of the CubeSat is used for it layout, including payload 
placement, it is important to take into account the presence 
of products of inertia. 

In this paper we have developed an algorithm for numer-
ical-analytical determination of the equilibrium positions of 
the CubeSat nanosatellite under the action of aerodynamic 
and gravitational moments when it moves in low circular 
orbits, considering the products of inertia. We have studied 
the NS which shape is a rectangular parallelepiped, for ex-
ample, CubeSat 1-3U, 6U. 

II. MATHEMATICAL MODEL  

To describe motion of the nanosatellite around the center 
of mass, we used two reference frames: the trajectory refer-
ence frame OXYZ (which coincides with the orbital one in 

The research was supported by the Russian Science Founda-
tion grant No. 23-67-10007, https://rscf.ru/project/23-67-10007/. 
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the case of circular orbit) and the body-fixed Oxyz reference 
frame, the Ox axis of which is directed along the longitudi-
nal axis of the NS, the Oy and Oz axes are perpendicular to 
its lateral sides. To define the relation between the trajectory 
and the body-fixed reference frames, we used three Euler 
angles: α is the spatial angle of attack, ψ is the angle of pre-
cession, φ is the angle of proper rotation. The coefficients of 
the rotation matrix from the trajectory frame to the body-
fixed frame are the following: 

11 cosb   ,  12 sin sinb    ,  13 sin cosb     ,   

21 sin sinb    ,  22 cos cos cos sin sinb        , 

23 cos sin cos sin cosb        ,  31 sin cosb    , 

32 sin cos cos cos sinb         , 

33 sin sin cos cos cosb         . 

The gravitational moment projections on the body-fixed 
axes take the form: 

2 2
13 33 33 233

13 23 23 33

2 2
23 33 13 333

13 23 13 33

2 2
23 13 23 333

13 33 13 23

3 ( ( )
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  
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  

   
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 (1) 

where , ,x y zJ J J  are the NS axial moments of iner-

tia; , ,xy xz yzJ J J  are the NS products of inertia;   is the grav-

itational constant of the Earth; R is the distance from the 
center of mass to the center of attraction. 

The aerodynamic moment for the nanosatellite, which 
has the shape of rectangular parallelepiped, can be repre-
sented in the body-fixed axes in the following form: 

0 31 21

0 11 31

0 21 11

( , ) ( ),

( , ) ( ),

( , ) ( ),

ax

ay

az

M с qS S yb zb

M с qS S zb xb

M с qS S xb yb

        

        

        






 (2) 

where 0с  is the drag coefficient, which can take the values 
from 2 to 3, depending on the physical properties of the gas 
and the surface of the nanosatellite, for design studies, it is 

assumed to be 2.2; 2 / 2q V   is the velocity head;  
  is the current atmospheric density; V is the NS flight ve-

locity; ( , ) | cos | sin | sin | | cos |x x

z y

l l
S

l l

 
          

 
  is 

the area of the NS projection on the plane perpendicular to 
the velocity vector of the oncoming flow, divided by the 
characteristic area S [9]; ( , , )x y z    are the coordinates of 
the center of pressure (geometric center)  with respect to the 
center of mass; , ,x y zl l l  are the lengths of the corresponding 

edges of the nanosatellite. 

 The equations of the NS motion under the aerodynamic 
and gravitational moments in the circular orbit can be writ-
ten in the following way: 

2 2

2 2
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Here, , ,x y z    are the projections of the absolute angular 

velocity vector on the body-fixed axes; 3
0 / R    is the 

orbital angular velocity in the circular orbit. 

The equilibrium position is a position which the nanosat-
ellite will be holding all the time, in the case when at the 
initial moment of time, it was in that position and the veloci-
ties of all its points were zero [10]. According to the defini-
tion, the rate of change of the angles is zero ( 0  , 0  , 

0  )  and (4) can be written as: 

0 12

0 22

0 32.

,
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y

z
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 (5) 

Substituting (5) into system (3) and adding six condi-
tions for the orthogonality of the direction cosines, we ob-
tain a system for determining the equilibrium positions in 
the elements of the rotation matrix  
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(6) 

It is impossible to find an analytical solution of the sys-
tem (6) in general form. To solve it, in this paper we have 
developed a numerical-analytical algorithm for determining 
the equilibrium positions of the CubeSat nanosatellite under 
the action of aerodynamic and gravitational moments. Be-
low is the description of the steps of this algorithm. 

Firstly, the initial data are entered into the program. That 
is the NS mass, the lengths of the NS sides, the coordinates 
of the center of mass relative to the geometric center, the 
components of the inertia tensor, the altitude of the circular 
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orbit and the atmospheric model which is selected from 
those proposed. According this model, the atmospheric den-
sity is calculated. 

If the characteristics of the nanosatellite correspond to 
special cases for which analytical solutions are found, the 
equilibrium positions are determined using the formulas 
obtained in [7-8]. If no special cases are found, the system 
(6) is numerically solved with respect to the directional co-
sines ijb . 

The obtained solution has the following form: 

  13 23 31 32 3311 12 21 22 .k k k k kk k k kb b b b bb b b b  

Here  1,k K  is number of directional cosines combina-

tion; K  is the number of the last obtained combinations of 
directional cosines. 

Then we translate the obtained combinations of rotation 
matrix elements into Euler angles by the following formu-
las: 
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arctg sign b
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(7) 

Since the initial system of equations is essentially non-
linear and includes absolute values, the combinations of 
angles obtained by formulas (7) are substituted into the ini-
tial system (6) to check compliance with the equilibrium 
condition. As all calculations are performed numerically, the 
equilibrium condition is assumed to be the case when the 
difference between the left and right sides of the equations 
of system (6) is less than the machine epsilon. 

This algorithm was implemented in Wolfram Mathemat-
ica 12, machine epsilon for this math package is considered 
to be 1610  . 

III. CALCULATION OF EQUILIBRIUM POSITIONS FOR CUBESAT 

3U NANOSATELLITE 

As an example, the equilibrium positions for the Cu-
beSat 3U nanosatellite with the following characteristics 
were determined using the developed algorithm: 

23.6 ; 0.34 ; 0.1 ; 0.1 ; 0.01 ;x y zm kg l m l m l m S m    
2 2 2

0

2 2 2

0.0081 ; 0.0379 ; 0.0371 ; 2.2;

0.00008 ; 0.00034 ; 0.00006 ;

x y z

xy xz yz

J kg m J kg m J kg m с

J kg m J kg m J kg m

      

      
  0.01165 ; 0.00046 ; 0.00397 .x m y m z m         

Fig. 1 – 3 show the dependence of equilibrium positions 
on the angles of attack, precession and proper rotation as a 
function of flight altitude. The atmospheric density was 
calculated according to GOST 4401-81 [11]. According to 
these graphs, it is possible to determine the altitudes at 
which the numbers of equilibrium positions for this 
nanosatellite is changed. 

 
Fig. 1. Equilibrium positions by angle of attack α for different altitudes 

 
Fig. 2. Equilibrium positions by angle of proper rotation φ  for different 

altitudes  

 

Fig. 3. Equilibrium positions by angle of precession ψ for different altitudes 

Table 1 shows all the equilibrium positions of the Cu-
beSat 3U NS at the altitude of 500 km obtained by the de-
veloped algorithm. 

TABLE 1. RELATIVE EQULIBRIUM POSITIONS OF THE NANOSATELLITE AT 
THE ALTITUDE OF H=500 KM  

№  ,°  ,°  ,° №  ,°  ,°  ,° 

1 255.6 77.4 179.8 9 180.1 352.2 82.1 
2 75.6 77.4 179.8 10 0.1 352.2 82.1 
3 268.3 180.2 178.1 11 360 173.8 81.7 
4 88.3 180.2 178.1 12 180 173.8 81.7 
5 269.5 153.8 125.2 13 263.5 188.8 2.8 
6 89.5 153.8 125.2 14 83.5 188.8 2.8 
7 270 357.8 109.8 15 342.6 19.7 1.6 
8 90 357.8 109.8 16 162.6 19.7 1.6 
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Therefore, in this paper we have developed an algorithm 
for numerical-analytical determination of the equilibrium 
positions of the CubeSat nanosatellite under the action of 
aerodynamic and gravitational moments when moving in 
low circular orbits. This algorithm can be useful in the 
development of stabilization and angular motion control 
systems, as it allows us to more fully see the picture of the 
uncontrolled motion of the NS under the influence of 
moments of external forces. 
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Abstract— This study examines the problem of ensuring the 

uniaxial stabilization of a nanosatellite equipped with a jet 
engine during the correction impulse delivery. A study was 
conducted on the effect of preliminary rotation of a 
nanosatellite on the accuracy of the formation of inspection 
traffic in a probabilistic formulation. The SamSat-M 
nanosatellite with an electrothermal propulsion system, 
developed at Samara University, was chosen as the subject of 
this study. 

Keywords— nanosatellite, maneuvering, orbit correction 
error, inspection motion, uniaxial stabilization, Monte Carlo 
method 

I. INTRODUCTION 

The current level of development in space technology is 
characterized by a sharp increase in interest in nanosatellites 
equipped with propulsion systems. By the beginning of 2024, 
the Nanosats database contains statistics on more than 2.5 
thousand launched nanosatellites, of which about 220 have 
an on-board propulsion system. At the same time, there is an 
annual increase in geometric progression in the number of 
nanosatellite projects with propulsion systems: in 2019, less 
than 20 projects were recorded, in 2021 about 40 projects, 
and in 2023 more than 80 projects. 

Along with the number of missions of maneuvering 
nanosatellites, their complexity also increases, and so, the 
requirements for maneuver accuracy are increasing. The 
maneuvering error, or trajectory correction error, is 
associated with the nanosatellite movement relative to the 
mass center in the correction pulse delivery process, which 
leads to “smearing” of the thrust vector. In this case, only 
part of the impulse is spent accelerating the nanosatellite in 
the direction required for the maneuver. 

The main reason for the error in the implementation of 
the corrective impulse is associated with a change in the 
angular orientation of the thrust vector during the operation 
of the propulsion system. A change in the angular orientation 
of the thrust vector occurs because the thrust force does not 
pass through of the nanosatellite mass center and during the 
realization of the corrective impulse a disturbing moment 
arises [1]. 

Reducing the disturbing torque of the thrust force by 
refining the design of the nanosatellite and ensuring the 
direction of the thrust force vector through the mass center is 
not always an achievable goal under the conditions of 
unavailability of technologies and restrictions on the cost and 
time of manufacturing a nanosatellite. Thus, to increase the 

accuracy of trajectory correction, it is advisable to use an 
active angular motion control system that maintains the 
required orientation of the thrust vector throughout the entire 
correction impulse. 

II. PROBLEM STATEMENT 

This study examines a maneuver that ensures the 
movement of a nanosatellite equipped with a propulsion 
system in the inspection missions when an active spacecraft 
moves relatively to another passive spacecraft. The passive 
spacecraft is assumed to move in a circular orbit of radius R, 
which is called the reference orbit. The nanosatellite moves 
in such a way that its motion relatively to the passive 
spacecraft forms a closed trajectory called an inspection 
ellipse [2-3]. In this study, the influence of disturbing 
acceleration is not considered. 

Assuming the gravitational field is formed by the Earth 
with a spherically symmetrical mass distribution, the small 
distance between the nanosatellite and the passive spacecraft 
compared to the value of R, and considering assumption the 
linearized system of equations of motion of the active 
spacecraft has the form [4]: 

2 0,ox y    22 3 0,o oy x y      2 0,oz z   (1) 

where x, y, and z are the coordinates of the nanosatellite in 
the orbital coordinate system, the origin of which coincides 
with the center of mass of the passive spacecraft, its Ox axis 
is directed along the orbital speed of the passive spacecraft, 
the Oy axis is directed along the geocentric radius vector of 
the passive spacecraft, and the Oz axis complements the 
system to the right; ωo – angular velocity of orbital motion. 

The solution to system (1) has the form [5]: 

0

0

,A
  

   
   

rr

vv
 (2) 

where 
 
 
 

r

v
, 0

0

 
 
 

r

v
 are the current and initial column vectors 

of coordinates  , ,x y zr  and speed  , ,x y zv    ; A – 6×6 

matrix with elements: 

    11 12 14

4
1, 6 sin , sin 3 ,o o o

o

A A t t A t t      
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    24 25

2 1
1 cos , sin ,o o

o o

A t A t    
 

 

   33 36

1
cos , sin ,o o

o

A t A t   


 

    42 446 1 cos , 4cos 3,o o oA t A t         

     45 52 542sin , 3 sin , 2sin ,o o o oA t A t A t         

     55 63 66cos , sin , cos ,o o o oA t A t A t        

the remaining elements of the matrix are equal to 0. 

It is necessary to test the influence of the error in the 
implementation of the impulse of a nanosatellite (active 
spacecraft), which forms the inspection motion, on the 
deviation from the unperturbed trajectory for one orbital 
period. In this case, the matrix of system (2) is reduced to the 
following form: 

6
0 0

1 12 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

o

A

    
 
 

  
 
 
 
 
 

.  

The initial state vector 0

0

 
 
 

r

v
 is a random vector obtained 

by numerical simulation of the movement of the mass center 
during maneuvering, considering the main sources of errors 
in the implementation of the corrective impulse, which 
include the nozzle throat radius, the nozzle exit section 
radius, and the angular and linear deviation of the nozzle 
from the longitudinal axis. It is assumed that all elements of 
the state vector are uncorrelated random variables. 

The mean of distribution and variance of the nanosatellite 
state vector after one orbital period are determined using 
linear transformations of vector random variables [6]: 

0
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M ,A
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where 
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, 0
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 
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, 0
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 
 
 

r
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 are the means of 

distributions and correlation matrices of the state vector after 
one orbital period and at the initial moment of time, and TA  
is the transposed matrix. 

III. METHOD FOR ASSESSING THE EFFECTIVENESS OF 

NANOSATELLITE PRE-SPIN TECHNOLOGY 

To assess the influence of preliminary spinning of the 
nanosatellite, the probabilistic characteristics of the 
movement of the nanosatellite mass center due to a thrust 
impulse were determined, taking into account the main 

sources of errors in the implementation of the corrective 
impulse for two cases: with and without preliminary rotation. 

Pre-spin (preliminary rotation) of a nanosatellite can be 
achieved in various ways, for example, using a reaction 
wheel [7] or magnetic coils [8]. In this study, the spinning 
mechanism of the nanosatellite is not considered. 

The motion model used to determine the state vector 
includes the equations of motion of the mass center and 
relative to the mass center in a fixed coordinate system (fixed 
coordinate system coincides with the body coordinate system 
at a time when the nanosatellite propulsion system has not 
turned on yet): 

 1 ,

1

2

A
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A
I I
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ω ω M





ω
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 (4) 

where  , ,A A A Ax y zr ,  , ,A A A Ax y zv     are the column vectors 

of coordinates and velocities of the nanosatellite mass center 
in a fixed coordinate system; I is the diagonal matrix of axial 

moments of inertia of the nanosatellite;  , ,x y z  ω  is the 

angular velocity of the nanosatellite relative to the fixed 
coordinate system; u is the acceleration from the operation of 
the propulsion system, expressed in a fixed coordinate 
system; M is the disturbing torque of the thrust force in the 
coordinate system associated with the nanosatellite; 
 0 1 2 3, , ,   λ  is the quaternion of orientation of the 

associated coordinate system relative to the fixed coordinate 
system,   is the 4×4 matrix: 

0

0
.

0

0

x y z

x z y

y z x

z y x

   
         
     

  

Preliminary spin is considered by specifying the initial 
angular velocity of motion of the associated coordinate 
system relative to the longitudinal axis of the nanosatellite, 
along which the reactive force is generated. 

The acceleration resulting from the operation of the 
propulsion system in a fixed coordinate system is determined 
using the following expression: 

/ ,TC m u F   

where TC  is the transposed matrix of direction cosines for 
the transition from a body coordinate system to a fixed 
coordinate system; m is the mass of the nanosatellite; F is the 
thrust force in the body coordinate system. 

The matrix of direction cosines С for the transition from 
a fixed to a body coordinate system is defined as follows: 

   
   
   

2 2 2 2

0 1 2 3 1 2 0 3 0 2 1 3

2 2 2 2

0 3 1 2 0 1 2 3 2 3 0 1

2 2 2 2

1 3 0 2 0 1 2 3 0 1 2 3

2 2

2 2 .

2 2

C

                

                 

                

 
 
 
 
 

  

31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

494



Projections of the thrust force F are determined by 
considering the phases of bootstrap operation, the residual 
effects of the thrust, the geometry of the nozzle, and its 
angular deviation from the longitudinal axis according to the 
formulas given in [9]. 

The disturbing torque of the thrust force in the motion 
model (4) is determined by the vector product  M d F , 
where d is the displacement of the center of the nozzle exit 
section relative to the nanosatellite mass center. 

To determine the probabilistic characteristics of the mass 
center movement using the Monte Carlo method, multiple 
integration of equation (4) is performed over the time 
interval of thrust formation. When modeling motion, the 
random parameters are the nozzle throat radius, the nozzle 
exit section radius, and the angular deviation of the nozzle 
from the longitudinal axis. It is assumed that these 
parameters are uniformly distributed random variables. The 
boundaries of the distributions were set by considering the 
technological capabilities of manufacturing a nanosatellite 
with a propulsion system [9].  

Using transformation (3), the efficiency of the 
preliminary rotation of the nanosatellite is estimated. 

IV. EVALUATION OF THE EFFECTIVENESS OF USING  
PRE-SPIN OF A NANOSATELLITE TO INCREASE MANEUVERING 

ACCURACY 

The SamSat-M nanosatellite of the CubeSat-3U format, 
which is being developed at Samara University, was chosen 
as the object of study. SamSat-M is equipped with an 
electrothermal propulsion system capable of generating a 
thrust of approximately 0.1 N for 3 s. To estimate the 
probabilistic characteristics of the mass center movement 
acquired by the nanosatellite because of the thrust impulse 
delivery, modeling was performed with a sample volume of 
4000, with a probability of 0.95 ensuring an estimation error 
of no more than 2%. The motion simulation parameters are 
shown in Table I. 

TABLE I. PARAMETERS FOR SIMULATING THE MOTION OF THE SAMSAT-M 
NANOSATELLITE 

Parameter Value 

Number of simulations 4000 

Integration step, s 0,1 
Displacement vector of the center of the nozzle exit 

section relative to the center of mass of the 
nanosatellite in the body coordinate system, mm 

(-185; 4; 0) 

Angles of nozzle deviation from the longitudinal axis 
in two planes, degrees 

-0,5 … +0,5 

Nozzle throat radius, mm 0,15 … 0,25 

Nozzle exit section radius, mm 2,03 … 2,05 

Nanosatellite mass, kg 4 

 

When forming the inspection motion, we assumed that 
the thrust impulse was produced at a point with the 

coordinates         0 0 0 0M , M 2 , M
T

ox x z  r   of the 

orbital coordinate system, while the speed of the 
nanosatellite was specified as a vector 

      0 0 0 0M ,M ,M .
T

x y zv     In the case of an ideally 

produced impulse, this point corresponds to the initial 

conditions of unperturbed motion of the following form: 

  0 00, 2 , 0
T

ox  r  ,  0 0 , 0, 0 .
T

xv   

Figure 1 shows a scheme for producing an impulse from 
the SamSat-M nanosatellite to form movement along an 
inspection trajectory relative to a passive spacecraft. 

 

Fig. 1. Scheme for producing an impulse for the formation of an inspection 
movement 

A histogram of speed increment values in the required 
direction is shown in Fig. 2. 

 

Fig. 2. Histogram of nanosatellite velocity increment values in the required 
direction in the absence of preliminary spin 

Because of the simulation, the following estimates of the 
probabilistic characteristics were obtained: in the absence of 
preliminary rotation, the mean of distribution of the velocity 
increment in the required direction was 0.196 m/s and the 
standard deviation was σ = 0,055 m/s. If, before producing a 
thrust impulse, the nanosatellite was rotated 1 revolution per 
second relative to the thrust delivery axis, the mean of 
distribution and the standard deviation were 0.197 m/s and σ 
= 0.053 m/s, respectively. At the same time, the standard 
deviation of the unwanted speed increment in a direction 
perpendicular to the required one is reduced by an order of 
magnitude. 
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V. CONCLUSION 

The accuracy of thrust impulse implementation 
influences the efficiency of performing a particular 
maneuver. The rotation of the nanosatellite relative to the 
axis along which the thrust impulse is produced allows us to 
average the arising disturbing moments of the thrust force, 
thereby reducing the error in the implementation of the thrust 
impulse. 

This study investigated the effect of preliminary rotation 
of the nanosatellite before producing a thrust impulse on the 
efficiency of the inspection motion formation maneuver. The 
effectiveness of preliminary rotation is assessed by 
determining the probabilistic characteristics of the movement 
of the center of mass of a nanosatellite participating in 
relative motion as an active spacecraft over a time interval 
equal to one orbital period. 

The influence of pre-spin on the efficiency of inspection 
traffic formation was studied using the example of a 
nanosatellite with an electrothermal propulsion system 
SamSat-M of CubeSat-3U format, which was developed at 
Samara University. It is shown that the lack of special means 
to reduce the effect of smearing the thrust impulse does not 
allow high-precision maneuvering to form an inspection 
movement. Pre-spin up to 1 revolution per second makes it 
possible to reduce the standard deviations of the state vector 
parameters by almost an order of magnitude. 
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Abstract— The report considers the approach of passive 

synthesis for acoustic aperture in a short base line navigation 
system, in which, instead of forming a beam, a direct 
assessment of the AUV coordinates and an indirect assessment 
of the bearing on the beacon are performed. It is assumed that 
there is no synchronization of the beacon clock and the AUV 
clock. The synthesis process uses the AUV motion model. The 
report describes the proposed and implemented estimation 
algorithm based on a particle filter, as well as some results for 
computer modeling of its operation.   

Keywords- acoustical navigation system, group navigation, 
autonomous underwater vehicle 

I. INTRODUCTION 

The acoustical navigation system with a short base line 
(APS SBL) is used to solve the problem of determining the 
coordinates of a mobile object (in this case – autonomous 
underwater vehicle (AUV)) relative to the location of the 
beacon. The linear dimensions of the short base line located 
along the AUV body and including at least two APS SBL 
receivers are limited by the size of the AUV body and do not 
exceed 3-5 meters. The moments of signal reception by 
receivers (t1, t2) are recorded on board the AUV. The time 
interval Δt12 = t1 – t2 is proportional to the distance difference 
between the receivers and the beacon. The distance 
difference is connected with the bearing θ to the beacon and 
the value of the base line a between the APS SBL receivers 
on the AUV by expression:  

Δt12 = (a*cos θ)/с  or  θ = arccos (c*Δt12/a)     (1) 

where c is the velocity of the sound signal propagation in the 
water, θ is the angle between the line directed along the 
AUV body and the line directed at the beacon [1]. 

Assuming that a is measured with high accuracy, the 
error in the bearing estimation is determined according to the 
expression: 

δθ = -(δc*Δt12+c*δΔt12)/(a*sinθ),                 (2)                                          

and it follows that the bearing error decreases with an 
increase in the base distance a between the receivers. It also 
depends on the bearing value θ and increases indefinitely at 
angles of multiples for π. 

In accordance with (2), an increase in the base distance a 
between the receivers leads to a decrease in the bearing error, 
but it is limited by the size of the AUV. To artificially 
increase the base distance, it can be used the technique of 

passive acoustic aperture synthesis, which consists of the 
following. Assume that the motion of the underwater vehicle 
on a certain part of the trajectory can be considered uniform 
and rectilinear. The virtual linear aperture is formed due to 
the motion of the AUV at a constant speed during several 
cycles of operation for the APS SBL. In this case, virtual 
hydrophones are formed using phase correction. This 
technique is called the Extended Towed Array Method 
(ETAM). 

Although ETAM has been proven to work quite well [2], 
it has two limitations. Firstly, since the corrections are based 
directly on hydrophone measurements, they do not work at a 
very low signal-to-noise ratio (SNR). The second limitation 
is that even with a favorable SNR, the maximum achievable 
aperture is limited by the fact that the error of the phase 
correction coefficient increases with increasing number of 
repetitions. 

Assuming that there is no synchronization of the beacon 
clock and the AUV clock, an algorithm for passive synthesis 
of the acoustic aperture is proposed for direct estimation of 
the AUV coordinates and indirect estimation of the bearing 
to the beacon. As with ETAM, it is a recursive process that 
uses the AUV motion model. In Part 2 of the report, the 
proposed estimation algorithm using a particle filter is 
described, and in part 3 some results of computer modeling 
of its operation are presented.  

II. DESCRIPTION OF THE ALGORITHM 

Consider the coordinates estimating of one AUV from a 
group. Taking into account the fact that the vertical 
coordinate (depth) is measured with the required accuracy, 
for simplicity of presentation, assume that the AUV moves in 
a horizontal plane rectilinearly and uniformly. At the initial 
moment of time t=0, AUV is on the surface and its position 
is known with the required accuracy. Without generality 
limitation, it can be assumed that the beacon is located at a 
fixed point with coordinates (ха, уа, zа). It is assumed that the 
AUV and beacon clocks are not synchronized, but the period 
of navigation signals radiation by the beacon is known.  

The task is to obtain estimates of the AUV location, 
provided that measurements of propagation times and 
propagation velocity of acoustical signals, as well as 
measurements of the course of AUV motion contain errors 
that are assumed to be random. Consider the use of a Particle 
Filter to solve this problem. 

Let's form a cloud of N particles evenly distributed in 3-
dimensional space (x, y, v), where x and y are horizontal 
coordinates, and v is the velocity of AUV motion in the 
horizontal plane. The weights of all particles at the initial 

The research was supported by  the Russian Science Foundation, 
project No. 23-61-10024, https://rscf.ru/project/23-61-10024/ (problem 
statement, AUV group navigation algorithm based on APS SBL) and the
State Assignment of the IPMT FEB RAS (simulation of the algorithm
based on a particle filter).  
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moment of time are assumed to be the same and equal to ωi 
=1/N. Suppose that the AUV moves rectilinearly and 
uniformly along a known course φ. 

The AUV moves in the interval between the cycles of the 
APS SBL, τ is the known period of its operation. Each 
particle represents a model of AUV and moves like AUV. 
Since the location is calculated with errors, the location error 
can increase indefinitely over time. 

At the stage of extrapolation of the particle filter 
operation, the predicted state vector (xеk, yеk) is calculated. To 
do this, the estimates obtained in the previous step (xp

k-1, yp
k-

1) are used, as well as the estimated motion of the AUV: 

xеk = xp
k-1 + τ*v*cos(φ),       yеk = yp

k-1 + τ*v*sin(φ),     (3) 

where v =const is the unknown estimated velocity, and φ is 
the measured course of the AUV. 

The following measurements are available in the k-th  
cycle of the APS SBL operation: 

- the difference in the time of the signal arrival in the k-th 
cycle to the first and second receivers of the APS SBL on the 
AUV:   

Δt12 = (d1k - d2k)/c,                           (4) 

where d1k and d2k are the distances from the beacon to the 
first and second receiver of the APS SBL on the AUV in the 
k-th cycle of the APS SBL, respectively; 

- the difference Δtk,k-1  of the time for arrival of the signal 
in (k -1)-th and k-th cycles to the first receiver APS SBL on 
the AUV:  

tk = ts
k + d1k/c, tk-1 = ts

k-1 + d1k-1/c, ts
k - ts

k-1 = τ,       (5) 

where ts
k and tk are the times of emission and reception of the 

signal in the k-th cycle, ts
k-1 and tk-1 are the times of emission 

and reception in the (k -1)-th cycle, from where by subtract 
we have:  

Δtk,k-1 = (d1k – d1k-1)/c + τ.                          (6) 

At the correction stage, to form an estimate of the AUV 
location, the measured time differences of the arrival for 
signals (Δt12, Δtk,k-1) and the calculated time differences of the 
arrival for signals (ΔТ12, ΔТk,k-1) for all particles are used, 
taking into account their current coordinates.   

III. SOME RESULTS OF AUV POSITIONING MODELING BASED 

ON APS SBL DATA 

The assessment of the accuracy and operability of the 
navigation algorithm for determining the location of the 
AUV was carried out within the framework of numerical 
modeling using a particle filter. The model experiments were 
performed in the IDLE environment (Python). During the 
simulation, the period of operation for APS SBL was 10 
seconds. The speed of the acoustical signal propagation was 
assumed to be equal to 1500 m/s. A cloud of 1000 particles 
was used in the simulation. 

The simulation was performed using the Monte-Carlo 
method, while each experiment was performed in a cycle 100 
times with different random errors and based on the results 
obtained, the average value and variance of errors in 
estimating the location and velocity of the AUV were 
calculated. The initial area of uncertainty for the AUV 
location was a square with a side of 20 m, and the initial area 
of uncertainty for the speed of motion was an interval (0, 2.0) 
m/s. It was assumed that there was no current velocity in the 
working area. 

It was assumed that the measurements for the course and 
arrival times of the signals contained random errors. In a 
situation where, during modeling, random errors in 
measuring the AUV course were in the range of (-0.5, 0.5) 
degrees, and random errors in measuring the arrival times of 
signals were in the range of (-10-4, 10-4) seconds, the average 
value of the AUV location error was 6.88 m, the standard 
deviation was 2.26 m, the average value of the velocity 
determination error was 0.014 m/s and its standard deviation 
was 0.011 m/s. In the case when random errors in measuring 
the AUV course were in the range (-0.5, 0.5) degrees, and 
random errors in measuring the arrival times of signals lay in 
the range (-10-3, 10-3) seconds, the average value of the AUV 
location error was 34.36 m, the standard deviation was 5.01 
m, the average value of the velocity determination error was 
0.094 m/s and its standard deviation was 0.031 m/s. 

Figure 1 shows the model trajectory of the AUV motion 
during 50 cycles of the APS SBL operation, which was 
obtained in one of the experiments. The AUV started from a 
point with coordinates (-3000, -2000, 500) m. The beacon 
was located at a point with coordinates (0, 0, 0) m. 
Parameters of the AUV motion in the horizontal plane: the 
speed is 1 m/s, the course is 45 degrees. The distance 
traveled was about 500 meters and the travel time was about 
8.3 minutes. 

Errors in estimating the trajectory of the AUV during 50 
cycles of the APS SBL operation using the described 
algorithm are shown in Figure 2. In this experiment, random 
errors in measuring the arrival times of signals lay in the 
range of (-10-4, 10-4) seconds. 

The error in calculating the location of the AUV without 
correction for the specified time of motion, with an estimate 
of the speed from the measurements of the thruster rotation 
with an error of about 20% of the real speed value and a 
random error in measuring the course of 0.5 degrees, exceeds 
100 meters. At the same time, in this case, due to the lack of 
synchronization of the AUV clock and the beacon clock, it is 
not possible to directly determine the location of the AUV 
using the APS SBL.  
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Fig. 1. The trajectory of the AUV (the beacon is located at a point with horizontal coordinates 0.0, 0.0). 

 

   
а) 

 
       b) 
Fig. 2. Errors in estimating the AUV location (a) and velocity (b) (blue curve – for errors in measuring the course in the range of ± 0.1 degrees, gray 

curve – for errors in measuring the course in the range of ± 0.5 degrees). 
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