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Abstract— The issues of increasing the efficiency of the
space station crew activity by using local positioning systems to
support such activities as photographing the Earth's surface
and searching for objects stored on board are considered. The
use of such tools makes it possible to increase the productivity
of the crew, as well as to ensure the collection of data on the
location of crew members, on the use of the useful volume of
the station, which allows optimizing the design of
compartments and the layout of on-board equipment. As part
of the implementation of the Vizir space experiment on the
Russian segment (RS) of the International Space Station (ISS),
a study was carried out of the principles, methods of
construction and technical characteristics of local positioning
systems, on the basis of which devices to support the activities
of spacecraft and station crews can be developed. Systems in
three areas of target application have been studied: a
goniometer system, an automated storage of objects, and a
system for monitoring the location of the astronauts. The
experimental use of the considered local positioning systems on
the RS ISS made it possible to create new technologies for
performing flight operations aimed to increase the efficiency of
the crew and the efficiency of solving the target tasks of the
station as a whole.

Keywords—Ilocal positioning system, space station, crew,
goniometric system, smart shelf

L INTRODUCTION

Astronauts' working time is one of the most expensive
resource on the space station. Therefore, the issues of
increasing the efficiency of the station crew are relevant.

The issues of increasing the efficiency of crew activities
by automating them using technical means built on the basis
of local positioning systems to support such activities as
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photographing the Earth's surface and searching for objects
stored on board are considered.

The use of such tools makes it possible to increase crew
productivity, as well as to ensure the collection of current
and statistical information about the location of crew
members, about the crew’s use of the station’s useful
volume, which allows optimizing the design of
compartments and the layout of on-board equipment.

II. AUTOMATION OF THE PROCESS OF OBTAINING THE
EARTH'S SURFACE IMAGES USING FREELY MOVABLE
CAMERAS

During the flight, astronauts of the International Space
Station (ISS) take a large amount of photographs - hundreds
of thousands of images of the Earth's surface during a six-
month flight. Images of the Earth's surface, obtained by the
crews of orbiting manned spacecraft (SC) through windows
with video and photo cameras, are used for scientific and
practical purposes [1, 2] in many sectors of the economy.

However, until recently, the effectiveness of using these
images has been low. This is due to the fact that in order to
use an image of the Earth's surface, it is necessary to
georeference it. The georeferencing (binding) is performed
on Earth by special personnel. This is a complex and time-
consuming process. Moreover, for many homogeneous
images (forest, sea), it is impossible to georeference due to
the lack of any unique landmarks.

There are two ways to survey the earth's surface from a
manned spacecraft. The first one is to install the camera in a
gimbal, which has sensors for the camera’s angles of rotation
relative to the spacecraft. The second is shooting with a
freely movable camera, i.e. a camera that does not have a
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rigid connection with the spacecraft body. Data on the
orientation of the camera relative to the spacecraft in this
case are not available.

When shooting using the first method, you can calculate
the vector of the camera’s optical axis and determine the
coordinates of its intersection with the earth’s surface - the
longitude and latitude of the center of the image. In this case,
it is relatively easy to link the image, since the intended
identification area by the image specialist is a circle with a
radius of about 15 km on the orthophotomap of the earth's
surface around the calculated point of intersection of the
camera's optical axis with the earth's surface.

Astronauts prefer the second shooting method.
Weightlessness creates for a non-fixed camera the conditions
of an ideal three-degree suspension, to which vibrations from
the spacecraft structure are not transmitted, which allows the
astronaut to point the camera at objects with high accuracy,
track their passage, quickly move the camera to a new target,
taking into account the current situation, quickly photograph
phenomena and objects, appearing in the field of view.

However, when shooting with freely moving cameras, it
is much more difficult to georeference the resulting images
than with the first method. The position of the camera's
optical axis relative to the SC associated coordinate system
(ACS) at the time of shooting is unknown. Based on the time
of photographing, we can calculate only the coordinates of
the sub-satellite point. Therefore, the expected zone on the
orthomosaic for shooting subject identification by an image
specialist is a circle with a radius of about 800 km around the
sub-satellite point.

Therefore, it is important to improve the means and
methods for capturing the Earth's surface from a spacecraft
by cosmonauts using freely movable cameras [3].

A. Creation of a goniometric system for freely movable
cameras

To enhance imaging techniques for a freely moving
camera, it was developed 4 options an goniometric system
(GS) which, in the absence of a mechanical connection
between the camera and the SC body, ensures the
determination of the angles of the optical axis of the camera
relative to the SC ACS.

Option 1.

The GS based on two rigidly attached photo cameras
(PC) and external markers located on the SC’s internal
surface in the area of imaging equipment (GS-2PC).

The main disadvantage of this option is that the
georeferencing of images of the earth's surface cannot be
performed automatically and requires operator participation
due to the variability of the interior of the manned spacecraft.

Option 2.

The GS is based on an angular velocity sensor TIUS-500
manufactured by Optolink, Russia (GS-TIUS) [4].

The error in calculating the coordinates of the image
center based on GS-TIUS data is 20-30 m. It is acceptable.
But from an ergonomic point of view, GS-TIUS turned out
to be inconvenient, since it has a low limit to the linear
measurement range (the equipment is sensitive to sharp turns
and collisions), so 20% of the data was lost due to an
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unintentional collision of the camera with the spacecraft
structure during the shooting process.

Option 3.

The GS is based on an angular velocity meter MTi
produced by Xsens Technologies B.V., the Netherlands (GS-
MTi).

A significant disadvantage of the MTi device is that it has
a large linear component of the systematic error in the values
of rotation angles (up to 0.6 deg/s), which is unacceptable for
a long shooting process.

Option 4.

The GS is based on ultrasonic sensors (GS-U), developed
by the RUCEP company, Russia, according to the Technical
Specifications of Rocket-Space Corporation Energia, Russia.
The GS-U consists of the following components:

e platform attached to the camera, with a Wi-Fi emitter
and ultrasonic emitters powered by the camera;

e platform (frame) placed around the porthole, with
ultrasonic receivers,

e control unit (CU);
¢  Wi-Fi communication unit;

e set of cables located behind the internal panels of the
SC;

The control unit and ultrasound receivers are powered
from the crew computer. At the time of shooting, the
distances between the emitters and receivers are measured.
Next, the spatial orientation of the camera relative to the SC
ACS is calculated.

The radio channel is used to synchronize receivers and
transmitters.

B. Results of comparison of goniometric systems

An analysis of the GS options, which took into account
the possibility of automatically calculating the angular
position of the camera in the SC ACS, the possibility of
pointing the camera according to target designations, the
presence of restrictions on the work of the crew and other
criteria, showed that option 4 is the most preferable.

This option has been selected for further use.
Photos of GS-U are shown in Figures 1,2.

To increase the efficiency of the process of surveying the
earth's surface from a manned spacecraft using GS-U and
processing the images, new technologies were developed:

e technology for georeferencing the Earth images,

e technology for supporting the astronaut's pointing of
the camera at given objects,

e technology for planning observations of list of
objects.
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Fig. 1. Photocamera with a platform of emitters: 1 — platform attached to
the camera; 2 — ultrasonic emitters.

Fig. 2. Receiver platform with control unit: 1 — platform located around
the window, with ultrasonic receivers; 2 — porthole; 3 — cable
connecting the control unit to the crew computer; 4 - control unit with
Wi-Fi communication device; 5 - cable for connecting ultrasonic
receivers to the control unit; 6 — ultrasonic receiver.

C. Technologies for image reference, guidance support
and survey program planning

The following data is used as initial data for the Earth’s
images georeferencing technology:

e coordinates and orientation of the spacecraft at the
moment of shooting;

e matrix of rotation of the receiver platform relative to
a given porthole;

e matrix of porthole rotation relative to the associated
spacecraft coordinate system;

e matrix of camera rotation relative to the emitter
platform.

The main stages of georeferencing an image:

e calculation the rotation matrix of the emitter
platform relative to the receiver platform based on
CRS-U data;

e calculation the camera rotation matrix relative to the
spacecraft coordinate system;

e calculation the coordinates of the center of the image
as the point of intersection of the camera’s optical
axis with the earth’s surface;

e identification by the operator of the shooting object
on the orthomosaic of the earth's surface using the
coordinates of the image center;

e converting an image file to orthographic projection
and enters it into the database [5, 6].

Technology to support the astronaut's pointing of the
camera at given objects, including calculation of the current
position of the spacecraft, determination of the angular
position of the camera lens axis relative to the spacecraft,
calculation of the coordinates of the intersection of the lens
axis with the earth's surface and generating visual and/or
voice instructions to deflect the camera axis so that the center
of the image aligns with a given object.

GS-U constantly calculates the direction of the camera
axis. Based on these data, as well as the location of the
spacecraft in orbit and its orientation, the coordinates of the
intersection of the camera axis with the Earth’s surface and
the deviation of this point from a given object are calculated.
In this case, the astronaut is given visual and/or voice
instructions on where to deflect the camera axis so that the
center of the image aligns with a given object. The camera
shutter can be released manually by the astronaut, or
automatically by a signal from the GS-U when the deviation
of the center of the camera frame from a given object is
acceptable.

Visual information to support guidance is provided using
an additional small-sized display (Figure 3) located on the
camera.

Voice information is provided through the on-board
computer [7, 8].

Fig. 3. Emitter platform with a small-sized screen.

The technology for planning observations of ground-
based objects includes predicting the SC orbit, calculating
the position of objects along the flight path, estimating the
time spent by the astronaut to point the camera at each
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individual object and to reorient the camera between
observations, and determining the required number of
cosmonauts and cameras involved in the filming [3]. This
technology is based on the experience of planning space
experiment programs at Russian orbital stations, starting with
the Salyut station [9 — 15].

The problem of planning a survey from an orbital
spacecraft with hand-held cameras of a given list of objects
is considered as a problem of choosing a route for a mobile
observer, taking into account existing restrictions on the
moments of surveying [16, 17]. It is required to construct a
program for shooting a given list of objects in such a way as
to ensure the specified duration of shooting of each object
and minimize the total time of reorienting the camera from
one object to another. If all objects cannot be photographed
by one astronaut on one orbit, then the desired route should
consist of segments, each of which is a sequence of objects
photographed by a separate astronaut with a separate set of
imaging equipment. Within the framework of graph theory,
an algorithm for solving the problem is proposed as a
problem of minimum dimension equal to the sum of the
number of survey objects and the number of sets of
observation equipment used. Taking into account the
specifics of the problem under consideration, which consists
in the fact that the possibility of surveying objects arises
sequentially as the spacecraft passes over the survey area, an
algorithm is proposed that provides optimized solutions
without restrictions on the number of surveyed objects.

The technology for planning observations of ground-
based objects includes estimating the average speed and
accuracy of camera reorientation by an astronaut between
objects, including both angular and linear movement of the
camera near the window and between windows [18 - 21].

Based on this assessment, the possibility of including the
object in the shooting program is determined.

When drawing up an observation program, the route of
potential observations is calculated in the form of obvious
simple solutions - ordered sequential objects in the order of
time of their minimum distance from the ground path or in
the order of time of their visibility zones from the SC (if such
solutions are available).

In the absence of simple solutions, the exact shortest
solutions are calculated, obtained by database search (if
computational resources are available) and optimized
solutions (by solving optimization problems).

Based on the results of the analysis of these decisions, the
required number of astronauts and filming equipment is
determined, and the best option is accepted for
implementation.

Figure 4 shows examples of optimized solutions for a
catalog of 40 objects under the following conditions: the SC
orbital altitude is 400 km, the viewing angle of the
observation equipment from nadir is 30°, the speed of
reorientation of the sighting axis of the cosmonaut's
observation equipment is 30°/s, the minimum visibility time
catalog objects from the SC 20 sec.

In Figure 4, the graphs are shown in a reference system
fixed along the ground path. The dotted line reflects the
directions to the observed object from the SC at the
beginning and end of the observation. The dashed line
reflects the intervals corresponding to the projections on the
ground path from the intervals when the SC was located
when the object was available for observation.
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Fig. 4. Optimized sequences of object observation with minimum 20 sec time of object visibility from the SC 400 km orbit: (a) - A=12 s, K=1; (b) - A=20s,
K=2 (A — minimum guaranteed shooting time for each object; K — number of parallel shooting processes).

The graphs show solutions with K=1, 2 sections of the
route (each section corresponds to an individual set of
observation equipment) and an indication of the duration of
observation of each object A achieved in the solution.
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If it is necessary to increase the volume of filming, the
technology allows us to develop anoption with the
involvement.



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

D. Conclusions

e A set of hardware and software tools and
corresponding technologies have been developed to
photograph the Earth's surface with freely movable
cameras on board an orbital SC and to process the
resulting images.

e The use of the presented goniometric system and
camera pointing support tools was approved by the
cosmonauts of the Russian segment of the ISS.

e The use of the presented tools makes it possible to
increase the efficiency of the process of obtaining
and processing images of the Earth's surface.

e The presented instruments can be used to capture
and process images of various external objects of a
manned SC.

III. AUTOMATION OF THE STORAGE PROCESS

On the ISS, an identification system based on bar codes
is used to store and account for spare parts for crew life
support equipment, spare parts, etc., hereinafter referred to as
storage items (SITEs). The volume of SITEs on the RS ISS
reaches 10,000. At the same time, the database stores a
complete list of storage units, storage location and other
additional information. If, when using a storage unit, each of
SITE displacement is entered into the database, then the
system allows you to find the required SITE in a short time.
However, during the activities of astronauts, situations are
possible when data is not entered into the database. This is
due to the fact that errors may occur in the work of
astronauts due to the need to switch attention when
performing several flight operations simultaneously. The
likelihood of errors increases when working under time
pressure, the presence of disturbances, such as the receipt of
messages from the control center, from other crew members,
the receipt of data on the state of on-board systems, the
activation of on-board automatic alarms, etc. As a result of
errors, not all SITE replacements are recorded in the
database. The amount of unreliable information is steadily
increasing. This leads to the fact that a partial or complete
inventory of storage facilities is planned on board, which can
take several crew working days. Therefore, it is relevant to
develop technology for storage and tracking of SITE, which
reduces the likelihood of presence corrupted information in
the storage database.

A. Development of a storage system

It was developed and investigated on RS ISS storage
system for crew medicines. It is so called “smart shelf” (SS)
based on radio tag technology (RFID technology) [22 - 24].

The SS includes the following units:

e a rack consisting of four compartments for storing
medicines;

e antenna for
compartment);

reading RFID tags (in each

e  control unit with Wi-Fi communication device;
e tablet PC;

e containers for medicines (CM).

Each CM is intended for one drug and is a plastic plate
that has a mechanical interface with the SS, equipped with an
RFID tag.

Figure 5 shows the preparation SITE for loading into SS
on the RS ISS.

SS constantly monitors the availability of CM in the SS.
Access to the SS equipment database is possible both using a
tablet computer included in the SS, and through the on-board
local network from the any on-board computer, as well as
through a radio channel from the control center computer.
This allows you to entrust control of the state of the contents
of the SS to the MCC personnel, freeing the crew from this
task.

Fig. 5. Cosmonaut Sergei Kud-Sverchkov holds a CM in his hand while
testing the SS equipment tter platform with a small-sized screen.

In the event of a crew error, for example, failure to return
the CM to the SS, the control center can quickly identify this
event and give an appropriate recommendation to the crew.
This allows preventing the accumulation of deviations in the
SS database.

The probability of correctly identifying the contents of
the SS for the selected design is 100%.

B. Conclusions

e During testing of the SS equipment, the
performance, functionality and ergonomics of the
selected SS structure were confirmed.

e The SS is integrated into the structure of on-board
systems and the space complex, which allows real-
time work with the SS from any on-board
workstation connected to the on-board network,
from a workplace in the MCC, if there is a MCC-on-
board communication channel.

e It is proposed that promising space station modules
be equipped with the required number of SS, taking
into account the number and range of important
SITEs, the presence of which must be monitored
during the flight and to which quick access is
required during the flight.

IV. AUTOMATION OF THE CREW MEMBERS’ LOCATION
TRACKING PROCESS

In the operation of manned orbital stations, there are a
number of flight operations in which the mission control
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team needs to know the location of crew members, as some
instrument or piece of equipment that is critical. It is
necessary to know the location of each crew member inside
the station when making decisions in the process of
eliminating emergency situations; when the crew performs
dangerous operations (for example, EVA). In addition, to
plan the work of astronauts, to improve flight operations and
to design promising space stations, statistics on the location
of crew members in various work areas of the station are
needed. It should be taken into account that astronauts do not
like to constantly be in the field of view of video cameras.

A. Development of a system for determining the
coordinates of an astronaut’s position in the
compartments of the space station

To increase the efficiency of the process of determining
the coordinates of an astronaut’s location in the internal
compartments of the space station on the RS ISS, a
coordinate reference system using infrared sensors (CRS-I)
[25 - 28] was developed and studied.

CRS-I includes the following elements:

e infrared autonomous receivers (IRR);
e autonomous infrared beacons (IRB);
e control unit (CU);

e on-board computer with software.

The diagram of the CRS-I is shown in Figure 6.

Fig. 6. Diagram of the CRS-I system in the interior of the space station: 1
— on-board laptop; 2 — control module; 3 — infrared beacon; 4 —
infrared receivers.

Figure 7 shows a photograph of an astronaut with two
CRS-I beacons attached to his clothes on his shoulders.

The CRS-I operates in a “pulse” mode. The MU launches
each IRB located in the controlled space in turn via a radio
channel. In response, each IRB emits an IR pulse. Each IRR
that has received an IR pulse from the IRB transmits to the
CU the two-dimensional coordinates of the center of the light
spot formed as a result of the action of the IR pulse on the
IRR sensor. Measurement data from the CU enters the
computer, where the current three-dimensional coordinates
of all IRBs currently located in the controlled space are
calculated.

17

Fig. 7. Cosmonaut Oleg Novitsky with two IRB attached to his shoulders.

B. Methodology for calculating the coordinates of an
astronaut’s position
Determining the location of an object (cosmonaut)
relative to the ISS coordinate system is carried out as
follows.

After deployment of the system, calibration is carried
out: the parameters of the relative position of the beacons
installed in given fixed positions are determined, and the
parameters of the relative position of several beacons fixed
on the given moving parts of the astronaut are determined for
several (at least two) given fixed positions of the moving
parts of the astronaut.

During the monitoring process, the following operations
are performed.

1) The control unit generates control actions on the
beacons - it launches each beacon in turn via a radio
channel.

2) The IR receivers measure and transmit to the control
unit information about the center of the light spot formed as
a result of the IR pulse hitting the receiver detector.

3) The control unit transmits measurement data to the
on-board computer.

4) Based on the measurements received from the IR
receivers and the specified parameters for the location of
detectors and optical systems of the receivers, the current
three-dimensional coordinates of all beacons currently
located in the controlled space are calculated (note: to
determine the coordinates, it is necessary to obtain
measurements from at least four receivers).

5) Based on the current values of the beacon coordinates
and the parameters of the relative position of the beacons,
determined for given fixed positions of the astronaut’s
moving parts at the calibration stage, the parameters of the
cosmonaut’s current position relative to the RS ISS
coordinate system are calculated.
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SKP software
The initial data for the coordinate calculation algorithm

e coordinates of the light spot formed as a result of the
IR pulse hitting the receiver sensor, in the receiver’s
coordinate system;

e coordinates of the infrared receiver in the coordinate
system of the RS ISS;

e the value of the angles between the axes of the
receiver coordinate system and the axes of the RS
ISS coordinate system.

The following algorithm is used to calculate the three-

dimensional coordinates of an object.

1) The translation the linear coordinates of the center of

the light spot into angles that determine the direction to the
beacon relative to the optical axis of the receiver. The
resulting angles are converted into a three-dimensional
vector in the coordinate system of the receiver. This vector
is translated into the RS ISS coordinate system.

2) The beacon coordinates are calculated by finding the

intersection of the point of closest convergence of two three-
dimensional rays from receivers with the best signal
amplitude (light spot brightness).

The accuracy of determining the astronaut's location is

about 1 meter.

D.

(1]

Conclusions

e During testing of the CRS-I equipment, the
operability and functionality of the cosmonaut
position control system on the space station was
confirmed.

e The CRS-I equipment is integrated into the space
complex, including on-board systems and ground
control facilities, which makes it possible to
determine the astronaut’s location in real time from
any on-board workstation connected to the on- board
network, as well as from the MCC personnel
workplace.

e  CRS-I equipment can be used to monitor astronauts’
location during certain flight operations (carrying out
work in an emergency situation, during emergency
situations training, to control the movement of
robotic products moving independently around the
station).

The disadvantages of CRS-I include the need to
calibrate the equipment before each session, which
does not allow its use in automatic mode.
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Abstract — The tasks of ballistic designing a constellation of plane’, Fig. L. When performing scanning roytes of the
mini-satellites for regional space survey with the maintenance carth’s surface with a telescope, the OEC matrices operate
of their sun-synchronous orbits and problems on motion con- in the time delay and integration (TDI) mode.

trol of mini-satellites in low-orbit constellations are considered. With a known orbit, the survey route is determined by

the law of the SC angular guidance to ensure the required
movement of the optical image on OEC matrices. This law
is formed according to the analytical relationships between
the movement of the image and the change in the coordi-
nates of the SC spatial motion.

Keywords — low-orbit constellation design, earth observation
mini-satellites, spatial motion control

I. INTRODUCTION

Current problems of Earth observation by small satellites

from low orbits are presented in review articles [1-3], and II. CONSTELLATION BALLISTIC DESIGN
approaches to their ballistic justification, — in well-known . . L
monographs [4-9]. With a coordinated survey, the orbit of To describe the SC motion, we use an inertial reference

each mini-satellite in the constellation must pass through a  frame (IRF O0,X'Y'Z', basis I,), orbital (ORF, basis O
given ascending node. Sun-synchronous orbits (SSO) [10-

- ) RS with the unit vectors of radial r°, transversal 1° and bi-
17] have this property with a multiplicity of n, =7,/T,,

normal n°), the SC body (BRF Oxyz, Fig. 1, basis B) ref-

where 7, is the duration of sunny day and 7, is the nodal erence frames with the origin at its mass center O, geodetic

period of a spacecraft (SC). Greenwich reference frame (GRF), associated with the rotat-
For regional Earth survey using a constellation of mini- ing Earth. The notation {:} = col(-), [-]=line(), (', [x],
satellites, the most convenient orbits are with a daily multi- (-+y and o,~ are applied for vectors, matrices and quaterni-

plicity and a height of 570 km, when a period 7, = 86400 s ons, as well as S, =sina, C, =cosa.

and multiplicity #, =15. Orbits In the column r ={Q,i, o, p,e,v} of the SC location in

~§~ l\ & ¥ with a higher multiplicity re- it we distinguish: (i) three osculating elements of its ori-
Rk

quire an increase of the SC  entation — longitude of the ascending node (AN) €, inclina-

- ' number in the constellation to ., i, perigee argument ®, and (ii) three elements that de-

ensure a given observation re- . . . o
N g termine the size, shape of orbit, and the SC position — the

) peatability interval and with a .
Q decrease in the orbital height, focal parameter p, eccentricity e and the true anomaly v,

fuel costs significantly increase uniquely related to the argument of orbital latitude u(z).

to compensate for the influence
of a resistance to the SC motion.
In the article we study

The design of constellation orbits consists in determining
the initial data, when the required repeatability of the passage
of their traces through given points of the region on the
(i) the tasks on ballistics of satellites constellation for ~ €arth's surface is ensured. Here, the SSO of all satellites in

regional Earth survey and maintaining the SSO with  the constellation have the same height and pass through a

ensuring solar synchrony and stability of local mean  Single AN of the orbit on the earth’s surface, but at different

solar time (LMST) [17] over long time intervals when ~ times with the repeatability interval of 7, duration.

ting th ti lectri Isi it . . .
Egg[ejc) $ﬁh sfnilclj trﬁlr?l Sl:);n by electric propulsion units We will assume that the constellation consists of N local

(ii) the problems of satellite guidance and motion control groups of mlpl-sa}tellltes aqd egch local group has K satel-
using a gyroscopic moment cluster (GMC) based on lites in the dll‘eCtI.OIl of thelr .ﬂllght, for example,. for K = 3:
gyrodines (GDs), when the measurement of the SC left, centrgl and right, with similar values of their longitude
motion coordinates is performed by a strapdown of ascending node (LAN).
inertial navigation system with correction by signals
from GLONASS satellites and a cluster of star
trackers.

Fig. 1. The Earth survey SC

The initial data are the orbital parameters of the central
satellite and duration of the repeatability interval. It is
necessary to determine the number N of the central satellites

The earth survey mini-satellite is equipped with a tele-  (local groups) within the entire constellation and initial
scope with optoelectronic converters (OEC) in its focal parameters of the satellites’ orbits.
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With the same flight height of spacecraft, the parameters
of their orbit differ only in the time moments when they
pass their AN with a longitude Q.

The number of central mini-satellites is determined tak-
ing into account the solar illumination of ground-based re-
gional observation objects, which depends on their geodetic
coordinates, date and time of observation. The best condi-
tions for optoelectronic observation of the earth's surface
occur in the range from 10 to 14 hours local time [17]. It is
advisable to extend this range from # =9 to #; =15 hours.

The location of satellites in each local group is deter-
mined by both type (route, object, areal, stereo, etc.), and the
style of scanning optoelectronic survey — tracing, ortho-
dromic, with equalization of longitudinal an image motion
velocity (IMV) on OEC matrices. For example, in an areal
survey [18], the orbital planes of 3 mini-satellites in a local
group are spaced in the LAN by an angle AQ =0.84 deg.

If we set the observation repetition interval 7, =1 h,

then to observe the entire surface of the Earth, the central
mini-satellites are located in 24 orbital planes in the IRF
with a step of their relative rotation by an angle

AQ, =(361[deg]/[24 h])-[1 h] =15.04 deg.

A well-known system of equations for the spacecraft
translational motion in osculating variables with standard

21

notations is used. All satellites in local groups are numbered
in the order of the orbital planes in the IRF in ascending
order of their LAN.

Let the geodetic coordinates of a point on the earth's
surface through which the path of the central satellite #1
passes at the moment 7, be given, for example, as B, =5.53
deg, L, =10.01 deg (Saint Petersburg), and on the calculated

date 21.03.2023 the local time 7, =09:00: 00 is set.

The paths of other central satellites must pass through
this ground object at an interval of 7. =1 h during daylight

Ty=t;,—t;+T =15-9+1=7 h, then the number of groups
is N=T, /T =7. For example, for the central satellite #1,

the LAN of its orbit in the GRF is calculated, in which at a
given time ¢, the satellite path passes through the

observation object with the geodetic coordinates B, and L.

o

The turn Z,. of the SC orbit around the Earth rotation

axis does not change the angular relationships for the orbit
elements; therefore, numerical integration of the equations of
motion of the central mini-satellite #1, until it reaches a
given geodetic latitude B, , allows determining the value of

the orbit LAN L, =L —L(z,) in the GRF. Here the values
were calculated:
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L,=47.79 deg; LMST ¢,=09:53:20 when the satellite
passes AN of the orbit (UTC 06:42:08); in the IRF a longi-
tude of the AN Q =L, +S, =5.70 deg.

Here S, is the sidereal time of the Greenwich meridian at

the time moment 7,, presented in angular measure.

Q>

The central satellites of other local groups move in or-
bital planes with a turn in the IRF at an angle of 15.04 deg.

At given number n €[1,2,...7] of the central satellite, the

value of its LAN is calculated in degrees at the form
Q =180/ n)(L, +5,) +15.04(n - 1).

If each local group has K =3 mini-satellites, then the
number of spacecraft in the entire constellation is N, = 21.

The LAN values for the central spacecraft and the time
parameters of the constellation are presented in Table I.
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TABLE I
The LAN values and parameters of the central SC orbits
n, Q, Date, UTC, lo, ty>
#SC deg d:m:y h:m:s | h:m:s | h:m:s
1 -33.13 21.03.2023 06:42:08 | 09:53:20 | 09:00:00
2 -18.09 21.03.2023 07:42:08 | 10:53:20 | 10:00:00
7 57.11 21.03.2023 12:42:08 | 15:53:20 | 15:00:00
1 -33.13 22.03.2023 06:42:08 | 09:53:20 | 09:00:00

When limiting |y |< 20 deg to the roll angle y of each

mini-satellite relative to the local vertical in the ORF, the
band of available Earth survey (overview stripe) from geo-
detic latitude 32 deg to latitude 70 deg is shown in Fig. 2,
gray central stripe (band). On the Earth surface, the average
width of such an overview stripe is 445 km. Then the geo-
detic latitude changes along the route, the local time chang-
es, here by 35 minutes, which has little effect on the solar
lighting conditions of the corresponding part of the region.
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Let us now consider the possibility of using an orbital
constellation of mini-satellites to survey the Earth from
neighboring orbits. Firstly, we determine the position of a
possible overview stripe for the central satellite #1, when
observation is carried out one orbit later. Then in Fig. 2, we
get a left overview stripe with a route running along the Na-
ples — Hamburg trajectory. It is not difficult to establish that
in the survey from one orbit earlier, the right overview stripe
in Fig. 2 is obtained — with a route running along the Ural
ridge south to Kandahar.

In total, here 15 such regional overview strips will be lo-
cated on the Earth surface, which have the variations in the
UTC and LAN Q values due to SSO precession. Local time
and lighting conditions in all such strips are almost the same.

The problem of regional land survey of the European
part of Russia attracts attention when the geodetic latitude of
the observed objects is from 43 to 70 degrees, Fig. 3.

The 105 mini-satellite constellation used here consists of
5 groups with 21 satellites in each group, which is simulta-
neously represented by 7 local groups of 3 mini-satellites.
Satellites in each local group move in close orbits with small
differences in their LAN.

In the IRF, the orbital planes of the 7 central satellites of
local groups are spaced apart by the LAN at an angle of
15.04 degrees, and mini-satellites with the same end-to-end
numbers in the groups from the 1+21 range move in orbits
that differ in the LAN values by 5.5 deg. Each of these
groups provides one of the 5 overview bands in Fig. 3.

If required, then for each of these bands, it is possible to
provide the same local survey time at the same geodetic
latitude. For example, shown in Fig. 3, the calculation was
performed under the condition that in all 5 groups the paths
of the central satellites #2 (if they are numbered consecu-
tively in the group) cross the geodetic latitude B =50 deg at
the same LMST value. The presented constellation of 105
mini-satellites provides imaging of objects with a given
range of changes in geodetic latitude throughout the entire
northern hemisphere of the Earth when using other orbits of
mini-satellites in the constellation.

Let us briefly consider the problem of estimating fuel
costs when shifting the earth overview bands to rearrange
such an orbital constellation.

To do this, it is necessary to perform one of two options
for changing the position of each satellite in the constella-
tion: 1) rotating the orbital plane with changing its LAN; 2)
change in the phase of the satellite’s motion — change in
orbital latitude. Both types require high fuel consumption.

First, let us consider a shifting overview band by chang-
ing the orbital LAN by an amount AQ =2 deg. Using the
results of the authors on control of a space robot, an estimate
of the EPU fuel consumption Am =31.57 kg was obtained

for a maneuver duration of about 5 days.

The phase change consists of a temporary increase in the
orbital altitude followed by the return of the satellite to its
original orbit. Here, a decrease in the average angular veloc-
ity of the SC orbital motion is applied and the orbital lati-
tude of its direction is changed to a sun-synchronous orbit.
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As the satellite moves until it passes through the AN of
its orbit, the Earth rotates and, therefore, the spacecraft’s
flight path shifts to the West, but then the effect of aerody-
namic drag again shifts the satellite’s path to the East. With
such a maneuver, the spacecraft's flight altitude temporarily
increases by 777 km, the duration of the maneuver is 1.03
days, and the fuel consumption is Am =2.98 kg.

III. KEEPING MINI-SATELLITES ON SSO

Methods for long-term keeping of earth survey satellites
at given SSO using EPU have been studied in many scien-
tific works [10-17]. Let's introduce a notation L, for the
required value for the geodetic longitude of the AN
L, =L(t,) in the GRF — the value of the longitude of the
sub-satellite point at the time #,, when the mini-satellite
passes the ascending node of the corresponding orbit.

As is known, the correction of the LAN L, is carried out
by changing height A(¢) (i.e., the semi-major axis a(t)) of
the orbit, but to maintain solar synchrony and stability of the
LMST, correction of its inclination is necessary. The task is

to estimate the parameters of the orbit corrections — their
number, periodicity, duration of EPU operation intervals

and fuel consumption. Deviation AL, =|L, —L, | of the
LAN from required value, for example, a AL, =0.1 degree,
corresponds to a length of 11 km on the earth’s surface.

The relationship between the deviation AL, and the
change Aa(z,) in the semi-major axis of SSO is presented
in [17] as Aa(t,) =k, V[8a(t,)| k| AL, /(3w,)]. Here, a(t,)
is the value of the semi-major axis of the orbit at the time ¢,
for execution of the correction impulse on the SC velocity,

h is the rate of change in the orbital height due to aerody-
namic drag, ®, is the angular velocity of the Earth's rota-

e
tion, and coefficient &, takes into account the influence of
other disturbances.

In the developed calculation method, the values of the
vectors of corrective impulses of the spacecraft velocity are
first calculated on the basis of impulse theory, and then their
implementation is calculated using low-thrust EPUs.

When predicting the motion of a satellite on the next or-
bit turnover, the time instants of the satellite passing perigee
t, and apogee ¢, are determined, the parameters of a two-
pulse transition between circular orbits, the semi-major axes
of which differ by Aa, and the values of the vectors of ve-

locity pulses are calculated at perigee Av, and apogee Av,.

These vectors are directed along the velocity unit vector 1°
of the satellite translational motion.

Correction of orbital inclination is performed under the
condition | Ai |> Ai", where Ai" is a limit of the permissible
difference in inclination from its nominal value of 97.67 deg.

In this case, impulses of the spacecraft velocity vector are

formed at the nodes of orbit in the direction of its unit bi-
normal vector.
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Let us briefly present the results of computer simulation
of processes during correction of the SSO semi-major axis
and inclination with a nominal height of 570 km for the satel-
lite with a mass of 350 kg and the following data:

e the EPU contains two electric propulsion engines with a
total thrust of 0.58 H, which allows any necessary orbit
correction to be performed in 1 orbit turnover;

e the SC midsection area is 15 m?, the aerodynamic drag
coefficient ¢, =2.5;

e at the time moment ¢, =0, orbital parameters e=10",
0, =0, L, =41.8 deg, p=6948.1359 km and i=97.64
deg are adopted, which differs from value i =97.67 deg for
minimizing |Q(¢,)—a,(¢,)|, where o (¢) is the right as-
cension of the mean equatorial Sun.

The estimated date is 21.03.2023, the initial values on
the first orbit turnover are as follows a;, =6938.603 km and

i, =97.645 deg, at the time moment ¢, satellite is in the

ascending node at a longitude value Q =L, + S, in the IRF.

Figure 4 shows changes in the semi-major axis
Aa =a—a, and inclination 6i =i—1i, of the SSO depending
on the number n of its turnover, and in Fig. 5 — changes in
LAN AL,(¢,) and local mean solar time &t, =¢, —¢,, at

the instants of passage of the ascending node on the n-th
orbit turnover, see green dashed lines in the absence of in-
clination correction. The developed method makes it possi-
ble to keep the deviation of the SSO AN values within spec-
ified limits. Under the influence of gravitational disturb-
ances, the LAN AL, (¢) regularly shifts to the western limit

of the permissible range, see Fig. 4.

24

Deviations of the LAN and LMST from the nominal values when passing the ascending node

TABLE II
The EPU operating characteristics and fuel consumption
Corrected Period, | Number | Duration per Consumption
parameters day per year | turnover, s per year, kg
a 12,54 29 339.77 0.329
i 66.71 5 638.17 0.0538
Total - 34 - 0.488

The inclination correction performed at the 1000th orbit
leads to the restoration of solar synchrony of the orbit, stabi-
lization of the “oscillation amplitude” both AL, (¢) and ot,,.

The created method ensures the maintenance of daily multi-
plicity, synchronism and stability of the LMST.

Numerical estimates of the frequency of corrections, the
duration of operation of the EPU on an orbit, and fuel con-
sumption when performing the above-described SSO correc-
tions were obtained, which are presented in Table II.

IV. ANGULAR GUIDANCE OF SATELLITES
The orientation of the BRF in the IRF is determined by
the quaternion A and the vector 6 = {c,;} of modified Ro-

drigues parameters (MRP), and the orientation in the ORF —
by the yaw ¢, , roll ¢, and pitch ¢,. angles. Angular veloc-

ity @ and acceleration € vectors are used.

The body of the satellite is considered a solid with mass
m and the inertia tensor J , with the position r and velocity
v vectors the model of its motion in the IRF has the form

r'+oxr=v;mv +oxv)=P°+F!;
A=Ac®/2;Jdo+oxG=M:+M".



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

|

Khatke A
j el N

Fig. 6.

Here vector P°reflects the EPU thrust, vector G =Jo + H,
H is the angular momentum (AM) vector of GMC, vector
of its control torque is M® = —H’, vectors F*and M repre-
sent disturbing forces and torques, and (-)" is the symbol of
the local derivative with respect to time.

The authors have created analytical methods for synthe-
sizing the SC guidance laws during scanning surveys, which
are based on the analysis of the IMV of ground objects on
OEC matrices, angular guidance algorithms in the form of a
set of smoothly conjugate vector splines MRP & (¢).

The problem of calculating the quaternion A of the ba-
sis B orientation in the inertial basis I, the vectors of an-
gular velocity ® and acceleration € in the form of explicit
functions at a given time interval, is solved on the basis of
the vector addition of all elementary movements of the tele-
scope in the GRF, taking into account the current observa-
tion perspective when specifying the initial coordinates of
the ground object and the geodetic azimuth 4 of the scan.

For any point on the focal plane of the telescope, the
longitudinal 7/(3',2") and transverse V(5',z") compo-
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Areal survey of cities in the Volga and North-Western regions of Russia in accessible overview strip with a geodetic latitude from 45.5 to 66 degrees

nents of the normalized IMV vector are calculated using the
authors’ analytical relation

v,
sz
Here, vectors @} and v represent the angular velocity and

the velocity of the SC translational motion in the GRF, or-
thogonal matrix C=|| ¢;; || determines the telescope orienta-
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tion in GRF; 3" =y'/f, and Z' =z'/ f, are normalized co-
ordinates when using the telescope focal length f,; scalar
function ¢’ =1-(G,, ' +¢,,2')/¢,, and for the observation
range D(¢), the components of normalized velocity vector
v, are represented as V¢ = vi;(¢)/ D(¢). This relation is used

to calculate the components of quaternion A, vectors ®;
and MPR o.

Next, the guidance laws are approximated by vector
splines and vectors w (¢), &(¢), € (¢) are analytically ob-

tained for scanning survey [18,19].
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When there are two adjacent scanning routes (SR) with
given boundary conditions for quaternion A , vectors o, €
and €' at the start time of the second route, the problem of
the satellite rotating maneuver (RM) arises. Spatial RM on

the time interval ¢teT, =[¢7,¢/], tf =t/ +T,, with the

boundary conditions

A=A 0@ =0;e()=¢;

A) = A o) =0 elf) =8 8'(t]) = &
and restrictions are not the only ones. The method devel-
oped by the authors for synthesizing the SC guidance law
under RM with the specified boundary conditions is based
on the necessary and sufficient condition for the solvability
of Darboux problem. Here, quaternion A(¢) is presented as

the result of the addition of three simultaneous rotations of
“nested” bases E, around unit vectors e, of Euler axes as

A=A Ay (1) o Ay (1) 0 Ay (0).

Figure 6 presents the results of planning an areal survey
of the cities in the Volga region (Volgograd and Nizhny
Novgorod) and North-Western region (Vologda and Ar-
khangelsk) in accessible overview band with a geodetic lati-
tude from 45.5 to 66 degrees. In this band, surveying is car-
ried out by one local group of three mini-satellites: left SC
#1, orange scans; central SC #2, green scans and right SC
#3, blue scans. Here, we demonstrate the free assignment of
targets for each spacecraft, for example, imaging Volgograd
with three satellites, and imaging the remaining three cities

with separate spacecraft.
b
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Fig. 7. The GMC scheme and the region of variation of its AM

V. DIGITAL CONTROL ALGORITHMS

The attitude and orbit control system (AOCS) of the
mini-satellite uses a GMC with four GDs according to the
well-known multiple 2-SPE scheme, Fig. 7. The AM vector
of the p-th GD h ,(B,)=h,h ,(B,), p=1+4, has an unit
vector h, and its own angular momentum h, is the same
for all GD. The normalized AM vector h(B) of the GD
cluster is calculated as h(B)=2h,(B,) with p={B,},and
vector of the GMC control torque is formed according to
relationships M*® =-H'=—-h_A, (B) u®, B =u? with digital
control u} and matrix A, (B)=0h(B)/0B.

The SC angular guidance law is represented by the pro-
gram values of quaternion A”(z), vectors of angular veloci-
ty ®”(¢#) and acceleration €”(¢). An error quaternion

E= (¢ €)= A’ o A with a vector e = {e;} corresponds to a
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t
€

matrix C° =1, —2[ex]Q
an orientation error vector d¢ = {d¢,} = 2¢,e. The column of
the angular velocity error is calculated in the form

30 = {8w,} =0 - C* @’ (¢).

with matrix Q_ =1,e, +[ex] and

With discrete filtering of the mismatch vector €= -3¢ ,
the values of vector €, are obtained at the time moments
t,, keN,=[0,1,2,..) with a period T,, which are used in
the recurrent discrete control law for the GD cluster

g, =Bg +Ce;; m =K(g, +Pe€,);

M{ =0, xG, +J(Cie’ +[C 0’ x]o, +m,).

Here, G, =Jwo, + H,is the AM vector and in order to elim-
inate the problem of redundancy of the GD cluster, vector
M$ of its control torque is formed using the explicit distri-

bution of the GMC AM and is “recalculated” into a vector
of digital commands for the GD angular velocities [20].

Fig. 8. Scanning surveying of the Vologda surroundings

& 20f//1’_\ _¢1 ._¢2__¢3

S o -

-

-20; ’,\/_7_

@ 2 ; —— |
g 1/ \ - 1 i | -
2 0 o

T : ;————/ : i |
Ry I Bo™ sy

T B

:-1 i

920 940 960 980 1000
ts

Fig. 9. The SC angular guidance law when surveying Vologda

VI. COMPUTER SIMULATION OF THE AOCS OPERATION

Simulation of the AOCS operation of a mini-satellite
with m =350kg, an inertia tensor J =diag(438,240,390)

kgm® on a SSO with an height of 570 km was performed

when surveying the surroundings of Vologda (Fig. 8) using
gyrodines when their AM h, =30 Nms and digital control

period 7, =1/8 s.
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The angular guidance law of mini-satellite #1 in the first
local group (see Fig. 6) in such an areal scanning survey is
presented in Fig. 9, and timing characteristics of scans in
given directions are shown in Table III.

TABLE III
Temporal characteristics of scans when surveying Vologda
Scan # Start, s End, s Duration, s
11 916.6875 932.875 16.2
21 947.6250 988.563 40.9
31 973.4375 1004.750 313
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Fig. 10. The AOCS errors and GD speeds when surveying Vologda
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The AOCS errors in angles and velocities, as well as
the GD angular speeds, are shown in Fig. 10, where the time
intervals of three scanning routes are highlighted in lilac, see
Tab. III. Note that SR #2 is performed with reverse accumu-
lation of the electronic image on the OEC matrices, when the
module of the SC programmed angular velocity in pitch
reaches a large constant value, see Fig. 9, red color. Details
of this effect are presented in Fig. 11. When performing such
routes, errors can be reduced by introducing astatism into the
AOCS pitch channel.

VII. CONCLUSIONS

The problems of creating low-orbit constellations of
mini-satellites for regional Earth observation with
maintaining their sun-synchronous orbits over long time
intervals using low-thrust electric propulsion units have been
studied. Here, for the first time, available Earth overview
bands are used with sets of local groups of mini-satellites
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that can be reconfigured to monitor the development of
regional emergencies (floods, fires) with a given interval of
repeatability. Modifications of authors' control laws for mini-
satellites when surveying specified territories have been
developed.

The results of planning the survey of Russian cities and
computer simulation of mini-satellite control processes are
presented, which demonstrate the effectiveness of the
developed digital algorithms.
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Abstract— The paper deals with a new approach to finding
the relative vector between two objects with centimeter error
using satellite navigation equipment. For this purpose, at large
distances (more than 2 km) the algorithm on code measure-
ments of pseudorange, smoothed by integral phase with the
help of modified Hatch filter is used. At smaller distances, on
the other hand, the phase method is used; the phase uncertain-
ty disclosure (i.e., the search for the unknown vector of U0
constants) is performed using a dynamic filtering algorithm.
New measurements are continuously added to the system, us-
ing simple recurrence formulae to refine the value of U0 as
each measurement arrives. Over time, the accuracy of the
knowledge of this vector reaches a necessary threshold, which
allows for a centimeter positioning error. The algorithms were
tested on real satellite data from NASA's GRACE mission, in
which two satellites flying in the same orbit approached to a
distance of 1500 meters.

Keywords— relative vector, centimeter accuracy, integral
phase, Hatch filter, phase method, phase uncertainty, UO vector,
recurrence formulae, dynamic filtering, GRACE mission.

I. INTRODUCTION

Creation of a centimeter-precise algorithm that can calcu-
late the relative position vector of two objects relying only
on satellite navigation equipment would significantly simpli-
fy the operation of both spacecraft and airplanes. For exam-
ple, the currently used satellite navigation equipment algo-
rithms have an error of about 2 m at 10-20 m distance [1],
therefore, when docking with the ISS, a heavy (more than
100 kg) and expensive system “Kurs” is still used, calculat-
ing the relative vector by readings of complex radio-
electronic equipment. In group flight missions (GRACE,
TerraSAR, TandemX, etc.), where centimeter accuracy of
spacecraft relative positioning is also required, laser range
finders are used. However, the latter can only measure the
distance between the vehicles along the line of sight. The full
three-dimensional relative vector cannot be obtained with
their help. Therefore, the subject of the research is the devel-
opment and testing on real satellite data of a relative naviga-
tion algorithm that satisfies the following requirements:

1.Sub-meter accuracy (per 1 km range).

2. No need to use any navigation equipment, except for
only two receivers (one for each device) and inter-board
radio line between them (this, among other things, will allow
to abandon the use of ILS and MLS in aviation and land
aircraft automatically even at remote improvised airfields). It
is only enough that the algorithm meets ICAO CAT III
standards (60 cm vertically and 4 m horizontally) [2].

All algorithms have been tested both with the help of
simulation modeling of the group flight of satellites and on
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real data from the GRACE space mission (NASA/DLR): it
consisted of two satellites flying together, the telemetry of
which is publicly available. It includes data of post-
processing of antenna phase center coordinates with an accu-
racy of several mm and the so-called “raw measurements” of
GPS receivers themselves: pseudorange and integral phases.
This particular mission was chosen to test the proposed for-
mulae, because on December 10, 2005 the satellites were
approaching at a distance of 0.5 - 2 km, at which it is easy to
check the accuracy of the algorithms (Fig. 6). This will be
the first study of these formulae in the conditions of free
space flight of two spacecraft (before this investigation, simi-
lar formulae were tested on the calculation of the distance
between the antennas on the ISS).

The vectors of double differences of integral phases of
the signals of all observed satellites were taken as
measurement vectors. This allows us not to take into account
in the solution the errors of navigation receivers' clocks and
errors strongly correlating in place and time (errors of
ephemeris and satellite clocks, ionospheric errors). Let us
introduce the notations:

Uij = [(Pl’il — Pl’iz) - (Pl'jl — Prjz)] (1.1)
. X -X X.-X
b, = Xi=X _ % (1.2)
Dil Djl
Therefore,
u; =0 AX + Anois; (13)

This is a system of linear equations with respect to the
unknown vector AX. The value of w; is measured, X is the
coordinates of the receiver on the passive spacecraft, and the
coordinates of all NSs are calculated from ephemeris data, so
bij is a known value. Anois;; is the unknown noise error.
Assume that at a given second we have a common
constellation of n satellites for the on-board and ground
receiver. Let us compose the measurement vector U for the
current second, the directional cosine matrix B and the error
vector A:

BT

uj, 12 Anois,,
T R

Uy, b2s Anois,,

U= ,B= A= (1.4)
T 1
U1y . Anois, .

U, 7 Anols,,

b
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Then the initial equation (1.1) will take the form:

U=BAX +A (1.5)

If the matrix B is nongenerated, the optimal solution in
terms of the minimum of the error modulus has the form

AX"=(B'B)'B'U .

In the initial equation (1.4) there is an unknown noise
error, which can severely degrade the accuracy of the final
answer. To smooth these noises, we apply the so-called
Hatch filter:

Lo T2
T T

Here: Prix is the “raw” pseudorange value received by
the receiver from the i-th satellite at the current time instant
k; Pruex is the filtered pseudorange value at the same time
instant; Prik.;y* is the same but at the previous time instant
k-1; CPik is the integral phase from the i-th satellite at the
current time instant k; CPik-1y1s the same at the previous time
instant; T is the filter constant equal to 300. At the initial
instant of time, take Pripx = Pri.

(1.6)

Pr.: = [Prizk—l) +(CPR, _CPi(k—l))] (1.7)

If now in formula (1.1) we replace pseudoranges by
integral phases, we can obtain a system of equations similar
to (1.5), in which the vector of integer wavelengths U0
appears as a free unknown term (phase uncertainty is the key
problem of all phase methods). Here we recall that the
integral phase represents the measurement of the distance
between the receiver and the satellite, expressed in clock
units of the carrier frequency:

U, —U,=BAX (1.8)

By writing this equation for each second of the time
range under study, we can obtain a system of such similar
equations. For each j-th second from the range, we can write
the following expressions (Ex is a unit matrix):

AX;=(B]B,)"B] (Ugy —U,) (1.9)
U =B,(B]B))'B] U -Uy)  (1.10)
[E,~B,(B]B,)'B] U, =[E,~B,(BIB,)'B] Uy (l.11)

We denote the expression in square brackets in (1.11) by
Dj. This matrix is idempotent (D;D; = Dj). Accordingly, we
can introduce the notations:

Ucr =(DUqp,...D,Ucpr) (1.12)

B=(D,..D,) (1.13)

Then the original system of equations will take the form
(1.14), and the optimal estimate of the unknown vector U0
will be expressed through (1.15):

Uce = BU,
T~ T~
Uo=(B B) B Ucr

(1.14)
(1.15)
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<o .
If we denote W, =B B and U =B'U., we

can obtain simple recurrence formulae (1.16-1.17) (at m=0
the initial matrices are zero):

Wm+1 :Wm + Dm+1
U,,=U_+D

(1.16)

U cpama (1.17)
Having accumulated measurements for m seconds, we

obtain the estimation

. 5
U, =W 'U, (1.18)

After that it remains to solve the system (1.8) similarly to
the previous algorithm. In reality, the matrices Wm are also
normalized at each step so that the computing machine
retains the ability to quickly invert them. Either way, the
recurrent addition of new dimensions to the system
contributes to the gradual refinement of UOQ.

Over time, the accuracy of the knowledge of this vector
reaches a necessary threshold, which is what allows a
centimeter positioning error to be obtained. Since the
composition of the observed constellation of navigation
satellites will almost inevitably change during the
observation process, we have additionally developed
algorithms for modifying the observation matrix when
satellites appear and disappear. The results of the algorithm
are given below.

The proposed method of phase uncertainty disclosure
differs favorably from the existing ones, such as the method
of ambiguity functions, the method of primary and secondary
satellites, direct search using geometrically free
combinations. Unlike them, the algorithm presented in this
paper does not require brute-force operations, has low
computational complexity and simple computational
formulae. Although it is sensitive to failures (phase shifts by
a certain number of wavelengths, so-called cycle slip), they
can be avoided by using a dual-frequency receiver. Also for
this algorithm, methods of modifying the observation matrix
when the composition of the constellation of observed
satellites changes have been developed.

The conducted studies allow us to conclude: the 2nd
algorithm (with phase measurements) demonstrated an error
not more than 10 cm (transverse error not more than 5 c¢cm)
on real GRACE data, however, it requires significant time (at
least 500 s) for the convergence of the solution. Therefore, in
practice, the positioning process will be two-staged. For
example, when calculating the approaching of two vehicles,
first, while the distance between them still exceeds 2-3 km,
code-based pseudorange measurements are used. But at the
same time the phase algorithm is also started. As soon as the
latter reaches the required convergence accuracy, the
navigation equipment starts using it, leaving the first
algorithm for accuracy control and protection against
failures. Determination of convergence accuracy criteria is
the subject of further research.
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Abstract — This paper is devoted to the development of a
sliding mode quaternionic controller that allows synchronous
change of angular positions of satellites in formation. The
proposed regulator does not contain a "pure relay", which
guarantees the continuity of the control signal. The modeling
for a group of satellites was carried out, which showed good
efficiency and robustness of the developed algorithm both
under interference conditions and when the moments of inertia
of the satellites change.

Keywords — satellites formation, attitude coordination
spacecraft; multiagent control; quaternion feedback; consensus

I. INTRODUCTION

Today, satellites play an important role in many areas of
human activity. Determining and controlling the orientation
of a spacecraft is a major part of its mission accomplishment.
To date, many spacecraft have been successfully launched
and most of them have successfully accomplished their tasks.
Many scientific papers have been published on the problems
of orientation determination and control [1]. Of particular
interest is the control of angular stabilization of satellites
when they form a formation. In such a case communication,
computational and energy resource constraints significantly
complicate the task.

The aim of the paper is to develop and investigate a
decentralized algorithm for controlling the orientation of a
constellation of satellites based on quaternions and
augmented with a consensus algorithm.

The angular stabilization of a satellite is based on the
classical problem of solid body rotation in space. Currently,
4 approaches are used to solve the problem [1]. They use
models based on

Euler angles;
modified Rodrigue parameters;
quaternions;

[ )
[ )
[ )
e directional cosine matrices.

The work was carried out in the organization BSTU "VOENMEKH"
with the financial support of the Ministry of Science and Higher Education
of the Russian Federation (additional agreement from 09.06.2020 Ne 075-
03-2020-045/2).).
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Control systems based on Euler angles have proven to be
very efficient because linearized models with Euler angles
are controllable, and all the standard design methods of
linear control systems. The drawbacks associated with this
approach include that the model may fail when the satellite
position is far from the point at which linearization is
performed, and for any sequence of rotations there is a
singular point at which the model degenerates.

Control systems constructed by modified Rodrigue
parameters cannot globally stabilize the system and also have
a singular point. In turn, for models with quaternions and
models based on matrices of directional cosines, controllers
that allow for global stabilization of nonlinear spacecraft
systems have been developed. These systems are
independent of rotation sequences and do not contain a
singular point.

II. ALGORITHM DEVELOPMENT

A. Problem statement.

The problem of angular stabilization of a group of
satellites is posed as follows: there is a leader satellite, which
moves in an elliptical orbit, but with a small eccentricity, the
follower satellites form a certain formation together with the
leader satellite [2-4]. It is necessary to realize synchronous
change of angular positions of the satellites in the formation
and further preservation of the given angular positions.

Initially, the inertial coordinate system XYZ, the origin
of which is associated with the center of mass of the Earth, is
used to describe the formation.

The radius vector i, and true anomaly & are used to

specify the position of the leader satellite in orbit. The true
anomaly 6 is the angle between the direction to the
pericenter of the orbit and the position vector of the leader

satellite . with its vertex at the Earth's center of mass.

c

Further, the vector T, and angle & are given by the absolute

position of the origin of the movable non-inertial (relative)
coordinate system Xyz. The mobile coordinate system is
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rigidly connected with the leader satellite. The x-axis is
directed along the radius-vector T , the y-axis lies in the orbit
plane and is perpendicular to the radius-vector in the
direction of motion, the z -axis completes the triple of vectors
to the right. The absolute position of the follower satellite is
given by the vector I , and the position in the relative
coordinate system is given by the vector o .

The coordinate systems are shown in Figure 1.

2 | Slave satellite

Inertial
Reference
Frame___h__

Figure 1 — Coordinate system

Orientation changes occur in non-Euclidean space,
causing difficulties in synthesizing the orientation control
law, since the entire analysis must be performed on the
corresponding set of the state space. One of the natural sets is
the space formed by the special orthogonal group SO(3),
whose elements are all orthogonal matrices with determinant
1. Several controllers on SO(3) have been proposed in the
literature, notably [5-6], but as shown in [7], control on
SO(3) can at best provide near global stability, i.e., only
trajectories on the open set converge to equilibrium. In
addition, the complexity of the operation in SO(3) can make
it difficult to analyze efficiency and robustness.

The nonlinear equations of the spacecraft motion can be
represented by a quaternion as follows [8]

1ael®
q_2q C{)’

Jo=-oxJo+M +d,
where q=(q , )~ singular quaternion, ® denotes the

)

product of quaternions, @ € R® — satellite angular velocity,
J — symmetric and positively defined inertia tensor,
M € R’ — control moment, d € R* —unknown disturbance.

B. Satellite control low
Let's introduce an error quaternion ¢, =q, ®( , where

g, the given quaternion, and ¢, conjugate quaternion. The
error dynamic equations will be in the form

1 0
qe:qu® o, : (2)
The control objective is to minimise the quaternion error
signals and the deviation of the current angular velocity @

from the target velocity @, :

qj—>0 mpu t — o,

3

w,—>0mput—>oo,

Where o, =w-aw, R’

Let's define the sliding variable s
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s =0, +Asgn, (q, )q,, @)
where ®, =0 -wo,,A >0,and
0 1 if-20 5
sgn, ()=
& -1 if-<0 )

function (5) is necessary to achieve global stability of the
system. Due to non-ideal operation of relay devices, runout
occurs in sliding mode control systems. To reduce the impact
of this factor the bandwidth is introduced @ .

In [8], the following algorithm for controlling the angle
of a satellite is proposed. For the system (1) with limited

dynamics |d|£ D, and the inertia tensor J , which is

additive J =J +J , Where J nominal inertia tensor, and the
uncertain part |j i | <G;; is bounded, the sliding variable s

converges in finite time in the area |S| <@, the control law
will take the form:

M :jcé)d+a)><ja)—/1jsgn+(qeo)ﬁe—Ksat(%), (6)

where sat — a saturation function, ® € R* > 0 — half of
the bandwidth, which depends on the noise level. Robustness
is achieved at coefficients of

k; Z|a)>< ja)L +(G|d)d +/1$gn(qe)de

) +D+n,, (7

where 77, >0 and (), denotes i—th element of vector

() . In addition, the quaternion error converges exponentially

to the region of a given quaternion. That is, the control
objective is achievable.

C. Satellite formation control law based on consensus
algorithm

The grouping of n+1 satellites is considered. The leader
satellite moves freely along its trajectory around the Earth,
and the follower satellites move along certain predetermined
trajectories in relative coordinates. It is necessary to develop
such a control law that the follower satellites align their
angular position relative to the position set by the leader and
converge to the same set angular velocity.

The connections between satellites can be described
using graph theory [9]. To do this, an adjacency matrix is set
where if there is a connection between i and j satellites, and 0
otherwise.

Figure 2 shows the various connection graphs for the 5
satellites in the formation. In the diagrams shown, node 5 is
the satellite leader, and the rest are followers. Case a) is
trivial, here each follower receives the required angular
position directly from the leader and the problem is solved
using algorithm (6) for a single satellite. Cases b) and c) are
much more complicated. Some solutions for such problems
were obtained in [9-11]. In this paper, a new algorithm for
decentralized group control in sliding modes is proposed.

The algorithm is in the form

M, = ><JAia)i -K, sat(%i),

1 n+l
S = N J_Z:laij Si»

(8B7)
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where i=1,..,n - satellite number, N, — number of
satellites that giving information to i satellite, s; — the

equation of the sliding surface (4) for a pair of satellites ij .

o *
|
. T . L4 o 2
1
a)el e e © b) &4 < ©
*
|
o - 2
= |
l -
o)™ — -3

Figure 2 - Switching graph for three cases (a, b, ¢)

III. SIMULATION

For examining the developed control systems dynamics,
a series of simulations were carried out in the
MATLAB/Simulink software framework. The system
considered was (1) and the control law (8). Three situations
were modeled corresponding to three different connection
graphs shown in Figure 2. A variant of setting the connection
graph with switches is presented in:

The initial angular positions of the satellites were set
arbitrarily. The inertia tensors were different, interference in
the input signals and external disturbances in the form of d,

=[1 1-1] were taken into account. Coefficients for the
control law: A =8 K=150,0=0.01. : The results are

presented in Figures 3-5.

IV. CONCLUSION

A quaternionic sliding mode controller is derived in this
paper, which provides exponentially convergent sliding
surface dynamics for any given rotation. The proposed
controller does not contain a "pure relay", which guarantees
the continuity of the control signal. The application of the
algorithm is considered for three cases in which the satellites
converge to the same given angular velocity, levelling their
position during the transition.

Group angular position control is implemented based on
the consensus algorithm. It is shown that the introduction of
the consensus algorithm improves the accuracy of angular
stabilization of the satellite constellation.

Computational experiments have shown good efficiency
and robustness of the developed algorithm both under
interference conditions and when the moments of inertia of
the satellites change.

The proposed method can be used for satellite formation
control in cases where satellite orientation is important, for
example, during antenna pointing, in synchronous turning
tasks. This approach requires a minimum of computations
during the turn, and also avoids turning along a suboptimal
trajectory due to interference.
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Figure 3 — Simulation result for the case a)
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Figure 4 — Simulation result for the case b)
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Abstract—This paper discusses the dynamic design of a small-
sized CubeSat spacecraft with a passive stabilization system. We
propose a comprehensive approach for the joint selection of de-
sign parameters, such as the center of pressure displacement
relative to the center of mass, moments of inertia, and setting
requirements for the angular motion control system to stabilize
the uncontrollable motion of the spacecraft in the desired direc-
tion. This approach is applied in the development of nanosatel-
lites at Samara University.

Keywords—small-sized CubeSat spacecraft, aerodynamic
moment, gravitational moment, spatial angle of attack, angle of
own rotation, passive stabilization system

L

Currently, small-sized CubeSat standard spacecraft are
widely used not only for educational purposes but also for
scientific purposes. As of January 1, 2024, according to the
nanosats.eu website [1], 2323 such spacecraft have been
launched. To conduct most scientific and technological ex-
periments in space, a certain orientation of the spacecraft is
required, for example, for the placement of Earth remote
sensing equipment [2], Sun tracking equipment [3], etc.

INTRODUCTION

In some CubeSats, reaction wheels and/or magnetic coils
are used to maintain the necessary orientation [4, 5], which
requires significant energy consumption and additional space
for their placement. However, due to the very limited size
and mass of CubeSats, it is advisable to consider the use of
passive or combined (passive in combination with active [6,
7]) stabilization systems, as they do not require or require
reduced consumption of working fluid and energy.

Since most spacecraft are launched into low Earth orbits
of about 300-700 km, where gravitational and aerodynamic
moments are predominant, it is advisable to use both mo-
ments to provide passive stabilization of motion relative to
the center of mass. The choice of a specific type of passive
stabilization depends on the orbit altitude, mission objec-
tives, and spacecraft parameters.

A significant amount of research has been dedicated to
studying the influence of aerodynamic and gravitational

The research was supported by the Russian Science Founda-
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moments on the motion of a satellite relative to the center of
mass, for example, [8, 9]. It is important to consider that for
small-sized spacecraft, the angular acceleration caused by
the aerodynamic moment is significantly higher than for
larger satellites (with the same values of relative static stabil-
ity margin and volumetric density) [10], so passive aerody-
namic stabilization can be used over a wider range of alti-
tudes. For example, in studies [11-13], the problem of
providing aerodynamic stabilization for CubeSat nanosatel-
lite is considered by orienting solar panels at a specific angle
to its longitudinal axis after separation from the launch con-
tainer. The initial angular velocity is then dampened using
hysteresis rods or an active magnetic control system (using
the B-dot control algorithm).

When designing a passive stabilization system, an im-
portant task is to determine the equilibrium positions of the
spacecraft relative to the center of mass under the action of
external forces and the nature of the spacecraft's motion in
their vicinity. In this case, the parameters of the spacecraft
should be chosen in such a way that the required orientation
corresponds to a stable equilibrium position. Significant at-
tention in the literature is paid to determining equilibrium
positions of spacecraft relative to its center of mass. For ex-
ample, in works [14-16], the dynamics of a satellite with a
shape close to spherical is considered, with displacement of
the pressure center relative to the center of mass in three
coordinates and three unequal principal moments of inertia,
when it is subjected to restoring aerodynamic and gravita-
tional moments.

When designing CubeSat nanosatellite, it is necessary to
take into account the fact that they have a rectangular paral-
lelepiped shape. Therefore, unlike spacecraft with axisym-
metric shapes, the aerodynamic moment depends not only on
the spatial angle of attack but also on the angle of its proper
rotation. It is important to consider the possibility of reso-
nant modes of motion due to the spacecraft's shape and the
presence of small inertial-mass asymmetry when using aero-
dynamic stabilization based on velocity vector. Such modes
of motion have been studied by the authors in works [17,
18]. They manifest in a sharp change in oscillation amplitude
with respect to the spatial angle of attack when a linear inte-
ger combination of the oscillation frequency of the spatial
angle of attack and the average frequency of proper rotation
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is close to zero, which can lead to unpredictable orientation.
Recommendations for preventing the occurrence of reso-
nances are provided in work [17].

In [19], based on a probabilistic formulation, the authors
considered various systems for passive stabilization of small-
sized spacecraft of the CubeSat standard using aerodynamic
and gravitational moments. Analytical functions for the dis-
tribution of maximum angular deviations of the spacecraft
axes from the required directions (orbital velocity vector and
local vertical) were derived, along with formulas for select-
ing design parameters.

Dynamic design of the small-sized spacecraft with a pas-
sive stabilization system in this study refers to a comprehen-
sive approach to jointly selecting the design parameters of
the spacecraft (inertia tensor, center of pressure displacement
relative to the center of mass) and the attitude control sys-
tem, ensuring the transition of the spacecraft to an equilibri-
um position after separation from the launch vehicle, corre-
sponding to the goals and objectives of the space mission.

This work considers the problem of selecting parameters
for a small-sized spacecraft to ensure the desired equilibrium
position and range of angles and angular velocities in the
vicinity of the equilibrium position that should be provided
by the preliminary active damping system. As an example,
the SamSat-ION nanosatellite (NS), created at Samara Uni-
versity, is considered.

II. STAGES OF DYNAMIC DESIGN OF SMALL-SIZED
SPACECRAFT WITH PASSIVE STABILIZATION SYSTEM

The proposed comprehensive approach consists of the
following stages.

1. An analysis of the spacecraft mission is conducted, in-
cluding goals and objectives, characteristics of scientific
instruments, parameters of the orbit, considering the space-
craft format, and the possible presence of deployable struc-
tures. Based on this analysis, a decision is made on the
choice of the type of passive stabilization system and the
need for using a preliminary active damping system, such as
magnetic coils.

In work [19], the following classification of passive sta-
bilization systems is proposed: single-axis aerodynamic sta-
bilization system along the velocity vector (region where
aerodynamic moment exceeds gravitational); three-axis aer-
odynamic-gravitational stabilization system (region where
aerodynamic moment exceeds gravitational); single-axis and
three-axis gravitational stabilization systems (region where
gravitational moment exceeds aerodynamic); three-axis
gravitational-aerodynamic stabilization system (regions with
any ratio of aerodynamic and gravitational moments).

2. Following the chosen type of passive stabilization sys-
tem of the spacecraft, in accordance with the mission objec-
tives and characteristics of the scientific equipment, con-
straints on the maximum angles of deviation from the re-
quired directions that may occur during the spacecraft opera-
tion are determined. Using the analytical expressions ob-
tained in [19], based on the chosen law of distribution of
initial angular velocities in the vicinity of the desired equilib-
rium position, nomograms are constructed. These nomo-
grams are used to determine preliminary values of design
parameters for the spacecraft, such as geometric dimensions,
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margin of static stability, and moments of inertia to ensure
the chosen type of stabilization.

3. After this, the small-sized spacecraft is designed in a
computer-aided design (CAD) system. During the design
process, in accordance with the chosen orientation, a layout
is developed. The aim of this layout is to ensure the mutual
arrangement of the main components of the spacecraft in
such a way as to meet the requirements of the design param-
eters. This includes considering both the technical require-
ments for the functionality of each element and the con-
straints associated with the physical parameters and volume
of the spacecraft itself.

Afterwards, the CAD system is used to determine the
spacecraft's mass centering and inertial characteristics
(MCIC).

4. After completing the design of the small-sized space-
craft in CAD, detailed calculations are carried out using a
complete model of the spacecraft’s motion relative to its
center of mass. In this case, a refined model of aerodynamic
characteristics is used, which more fully considers the exter-
nal geometry of the small spacecraft, including the presence
of deployable structures. Calculations are performed under
various initial conditions to ensure that the small-sized
spacecraft will provide the required angular motion in space.

At this stage, adjustments may be made to the design as
necessary. For instance, the spacecraft layout may be modi-
fied to meet the prescribed motion parameters relative to the
center of mass, or provisions may be made for installing
balancing weights.

Upon confirming the required conditions for angular mo-
tion through calculations, the final design of the spacecraft is
agreed and manufacturing begins.

5. After the spacecraft is manufactured, a series of exper-
iments is conducted to determine its MCIC on a specialized
stand established at Samara University. This stand ensures
the determination of the center of mass coordinates with an
accuracy of no more than 0.5 mm and the determination of
axial moments of inertia with an accuracy of no more than
1.5% [20, 21]. Since the existing stand allows for determin-
ing the MCIC of the spacecraft only for the transport config-
uration, i.e., with the deployable structures folded, a recalcu-
lation is then performed for the flight configuration using the
methodology described in [22].

The obtained characteristics are compared with those
calculated in the CAD system, and if necessary, a decision is
made regarding the installation of additional balancing
weights. In this case, the CAD system is used to select the
mass and optimal placement of these weights, considering
the existing constraints. After the weights are installed, the
MCIC of the spacecraft is determined experimentally again,
considering the introduced changes.

6. Following this, the motion of the spacecraft is simulat-
ed using the experimentally determined MCIC, taking into
account the uncertainty in parameter determination under
various initial motion conditions in the vicinity of the equi-
librium position.

7. Subsequently, target objectives are formulated for the
preliminary active attitude control system in terms of angles
and angular velocities to transition the spacecraft to the des-
ignated equilibrium position.
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III. DYNAMIC DESIGN OF SAMSAT-ION NS

The described approach is employed in the development
of scientific and educational CubeSats at Samara University.
As an example illustrating the proposed dynamic design
technology, the SamSat-ION NS is considered, which was
launched into orbit on June 27, 2023 [23]. Its objective is to
study the parameters of the upper ionosphere, plasma state,
and Earth's magnetic field along an orbit at an altitude of 558
km.

According to the proposed technology, taking into ac-
count the altitude of the flight and the scientific objectives of
the mission, the spacecraft parameters were chosen to ensure
a passive gravitational-aerodynamic stabilization system for
orienting the sensitive element of the plasma parameter sen-
sor perpendicular to the direction of the oncoming flow.

After choosing the gravitational-aerodynamic stabiliza-
tion system, a series of nomograms were constructed based
on which the design parameter regions of the SamSat-ION
nanosatellite were determined.

When selecting the layout and designing SamSat-ION in
the CAD system, the main challenge was to maximize the
difference between the transverse axial moments of inertia,
as this spacecraft has a 3U form factor, making it quite diffi-
cult to manufacture it dynamically asymmetric. Therefore, it
was proposed to install a balancing weight in the form of a
cylinder on one of the antennas, which allowed increasing
the required difference in moments of inertia.

Since the SamSat-ION NS has deployable structures:
four rotating telemetry antennas, a magnetometer located on
a remote rod, and a plasma parameter sensor with a deploya-
ble mechanism (Fig. 1), its aerodynamic characteristics dif-
fer from those of a spacecraft without deployable structures.

&=
- 1

Remote magnetometer

Y H—H—""‘-,..__ \\
Telemetry \4\‘\
antennas - . \_\\ \
\ Telemetry
',, antennas

Fig. 1. SamSat-ION NS in the flight configuration

Using CAD software, dependencies were calculated for
the projection area onto the plane perpendicular to the on-
coming flow, as well as the coordinates of the center of pres-
sure in the velocity coordinate system depending on the ori-
entation angles. Figure 2 shows the dependence of the pro-
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jection area of the SamSat-ION on the plane perpendicular to
the velocity vector of the oncoming flow. This dependency
is well approximated by the formula:

S(a, ) =0,017|cos o] +0,047sin az|cos ¢f +0,039sin afsin g ,

where « is the spatial angle of attack, ¢ is the angle of

proper rotation [19].

180

=]

Fig. 2. Projection area of the SamSat-ION NS onto a plane perpendicular
to the oncoming flow

Based on these dependencies, a model of aerodynamic
characteristics was developed, which was used in the motion
simulation relative to the center of mass.

As a result of a series of calculations of motion relative
to the center of mass using the MCIC calculated in the CAD
and refined aerodynamic characteristics, the layout of the
spacecraft was finally agreed.

After the SamSat-ION NS was manufactured, a series of
experiments were carried out on a specialized stand to de-
termine the MCIC of the NS in the transport configuration,
and then they were recalculated for the flight configuration.
The obtained characteristics, taking into account the uncer-
tainty of their determination, satisfied the requirements for
design parameters, so no additional balancing weights were
required. Table 1 shows the experimentally determined
MCIC of the flight model of the SamSat-ION NS.

TABLE 1. MCIC OF THE SAMSAT-ION NS IN FLIGHT CONFIGURATION

Characteristics Values
Mass m, g 3602 £0,4
Center of mass coordinate X,, mm 173,8+ 0,5
Center of mass coordinate Y., mm | 49,5+0,5
Center of mass coordinate, zz mm | 54,6 0,5
Axial moment of inertia J x> | 001007+ 0,00013
kg'm?
Axial moment of inertia Jy > | 0,05402 +0,00013
kg'm?
Axial moment of inertia JZ * | 0,05258  0,00013
kg'm?
Products of inertia J, , kg'm’ -0,00015= 0,00020
Products of inertia J > kg'm? -0,00310 £+ 0,00020
Products of inertia J v kg'm? 0,00009 + 0,00020

Then, calculations of the motion relative to the center of
mass were carried out using experimentally determined
MCIC and the developed aerodynamic moment model, tak-
ing into account the presence of deployable structures. The



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

simulation was carried out for various parameters of the NS
within the error limits of the experimental determination of
the MCIC. Multiple simulations of spatial motion for the
formed equilibrium position regions in terms of angles and
angular velocities, considering the action of aerodynamic
and gravitational moments, showed that deviations of the
spacecraft axes from the required directions, even in extreme
cases of parameter distribution, ensure three-axis gravita-
tional-aerodynamic stabilization when initial values of an-
gles and angular velocities are consistent.

Thus, the dynamic design technology proposed in the
study allows for the maximum consideration of the peculiari-
ties of small-sized spacecraft behavior in low orbits and min-
imizes the required energy expenditure to maintain the
spacecraft's operational orientation.
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Abstract—Attitude determination and control algorithms to
support optical payload onboard nanosatellites are considered.
Attitude information is obtained from fiber-optic gyroscopes
and a star tracker, and the issue of accounting for time delays
in the star tracker measurements is addressed through the use
of the Kalman filter. To meet pointing requirements, the
desired satellite attitude and vector of the required angular
velocity for ground target tracking are implemented onboard.
The stabilization law is synthesized using the Lyapunov
function. Simulation results demonstrate the achievability of
accuracy characteristics in terms of both attitude angles and
angular velocity.

Keywords—nanosatellite, CubeSat, Earth observation, fiber-
optic gyroscope, star tracker, time delay, Lyapunov function, PID
controller, reaction wheels.

I. INTRODUCTION

The problem of high-resolution Earth remote sensing
solved by Earth observation satellites is relevant nowadays
[1-4]. Since a satellite constellation is necessary for the real-
time monitoring of any region of the planet, such factors as
the time to develop and manufacture a satellite or the cost of
its launching into orbit are significantly important. Such
advantages are provided by nanosatellites of the CubeSat
format. The Earth observation nanosatellite is based on the
CubeSat 12U platform; it has dimensions of 30x20%20 cm
and mass about 20 kg. The achievable resolution of the Earth
images is 2.7 m and the estimation accuracy of the target
position is 1000 m at an orbit altitude of 570 km.

To meet the performance requirements, the attitude
determination and control subsystem (ADCS) on the satellite
must provide an absolute pointing accuracy for the optical
payload better than 0.1 ° and a relative pointing accuracy
(pointing  stability) better than 0.03 °/sec. The latter
requirement is related to the limitation for the maximum
image jitter during the exposure time (e.g. part of a second).
In order to fulfill the pointing requirements imposed by the
mission, a small-sized star tracker (STR) and a three-axis
medium accuracy fiber-optic gyroscope (FOG) were chosen
for attitude measurement. Note that it is reasonable to install
the optical payload in a small spacecraft with rigid mounting.
Thus, the rotation of the camera is carried out by the rotation
of the entire satellite.

The paper is organized as follows. Section 2 presents the
structure of the ADCS and discusses the problem of the STR
placement with respect to the satellite axes. In section 3, an
Extented Kalman filter (EKF) for the satellite attitude
estimation is presented, with particular attention given to the
compensation of a time delay in the STR measurements
when calculating the combined measurements. The results of
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the attitude estimator performance during orbital motion and
camera pointing mode are also presented. Section 4 describes
the synthesis of a control law using the Lyapunov function
and analyzes the simulation results of the control subsystem
performance when tracking the desired angular position.

II. ADCS COMPONENTS

The basic parameters of the selected STR and FOG are
given in Tables I and II.

TABLE L. STAR TRACKER PARAMETERS
Parameter Value
Dimensions, mm 56x60%93
Mass, g 193
Noise (1o), "
in cross-boresight (oy ,0x) 10
in boresight (c,) 70
Maximum angular velocity, °/s 3
Field of view, °© 22
TABLE II. FOG PARAMETERS

Parameter Value
Dimensions, mm 80%x95%62,5
Mass, g 700
In-run bias stability over temperature 03
-40°C to +60 °C (1), °h i
Scale factor error over temperature 0.02
-40°C to +60°C (10), % ’
Random walk (Allan variance), °/vh 0,01

The satellite's location on orbit is determined using a
GNSS receiver, which provides an accuracy of 30 m. A
redundant cluster of four reaction wheels is implemented to
control the satellite three-axis attitude [5-7]. The reaction
wheels parameters are presented in Table III.

TABLE III. REACTION WHEEL PARAMETERS
Parameter Value
Maximum torque, mNm +3
Maximum momentum, mNms +58
Maximum speed, rpm 10000

The developed satellite includes one STR, but it's
installation directions (see Fig. 1) are optimized to avoid the
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interference of the stray light from the Sun or Earth during
the Earth observation mode. Furthermore, the interference to
the STR is also reduced by optimizing the choice of the
horizontal attitude angle for pointing mode. The following
expression is used to transform the output quaternion of the

STR Q; (t) to the satellite body frame:

[ i Jb
Qo (1) =Qs() Qs ,
where «~» denotes the quaternion conjugation, «o» defines

the quaternion multiplication, and QE is the quaternion

which defines the orientation of the STR with respect to the
satellite body frame.

Camera lens ..'l

Fig. 1. STR installation in the satellite

It should be noted that the ADCS on the satellite should
support other modes of operation imposed by the mission,
such as dumping the accumulated momentum of the reaction
wheels, solar panels pointing to the Sun or pointing a high-
speed communication channel antenna to a control ground
station, initial detumbling (dumping the angular velocity) of
the satellite, etc. To fulfill these requirements, the ADCS
includes: MEMS 3-axis gyroscopes, 3-axis magnetometers,
sun sensors, infrared nadir finding sensors and magnetic
torquers [8-10]. However, the ADCS operation in these
modes is not in the focus of this study.

III. ATTITUDE ESTIMATOR

The attitude is represented by the quaternion LL ®,

which defines the orientation of the satellite body frame
relative to an inertial frame, while the EKF estimates small
attitude errors. Similar to works [11-16] the state vector of
the EKF, which uses FOG and STR measurements, includes
biases and scale factor errors of the gyroscopes. In addition,
the proposed EKF takes into account the time delay in STR
measurements, which can reach 0.2-0.3 s and cause severe
degradation in the ADCS accuracy. Typically, the STR
provides the measurement delay time t, relative to the
attitude quaternion formation time. The final delay time t
will additionally include a random delay At required for data
transmission and reception.

The methods to incorporate the delayed STR
measurements in the attitude filters has been discussed in
several recent studies [17-19]. In [17, 18], the STR attitude
quaternion Q{(t) is propagated to the current filter time. In

[19] the filter re-calculation method is implemented, when
the last EKF states are buffered and after EKF update at the
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exact timing of the STR measurement the entire trajectory of
states is re-calculated until the current step. However, high
computational costs limit the real-time application of this
method. In this study, we propose two computationally

simple approaches to incorporate the delayed STR
measurements while meeting the pointing accuracy
requirements.

A. Accounting for a known measurement time delay

The time delay value t transmitted by the STR can be
incorporated in the EKF during measurement formation. To
do this, the quaternion Lib (t) is taken with a fixed delay
1o When computing the correction quaternion SL(t):

SL(t) = Qb (1) Ly (t—1p) -
Then the measurement equation is defined as:
Z =2-sign(dLy)-[8L, oL, 8Ls],

where 8L, are the elements of the quaterniondL , k =0-3.

B. Accounting for a random measurement time delay

The random delay can be estimated in the EKF by
introducing a Wiener process At =W into the state vector,
where w is a zero-mean Gaussian white-noise process with

spectral density q\%\, . Then the state vector is defined as:
x=[A Ao AM At]",

where A=[A, Ay A;] defines the attitude errors
presented inertial Ao =[Aoy Ao, ]
and AM =[AM, AM, AM,] are the FOG biases and

scale factor errors. The full estimate of the STR mesurement
delay is calculated as 7 =1y + AT .

in frame, Aw y

Assuming that the STR measurement errors are
uncorrelated Gaussian white-noise processes, with standard
deviations specified in Table I for the boresight and cross-
boresight axes, the diagonal elements of the measurement
noise covariance matrix can be expressed as follows [17]:

2

Mij =Cji-

I

where j=1,2,3, and c;;,Cj,,Cj3 are the elements of the

rotation matrix C; from the STR frame to the inertial frame.
The observation matrix could be given as follows:

H =[5

where I5,;and 03,4 are the identity and zero matrices, ® is

the average value of the absolute angular velocity vector over
the time interval [t -1, t].

03x6 (T)] ’

It should be noted that if the STR and onboard computer
are synchronized in time, and the STR provides the
quaternion measurement time in a common timescale, the
data delay could be directly computed and incorporated in
EKF while calculating the correction quaternion SL(t).
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C. Simulation results

To verify the attitude estimator performance, a software
program was developed to simulate the orbital motion of the
satellite. The satellite position in its orbit was calculated
using the SGP4 model, which utilizes a set of orbital
elements stored in a TLE file. The orbit altitude was set at
540 km. During the simulation, the angular motion of the
satellite was analyzed, taking into account the impact of
external torque disturbances, including gravitational and
aerodynamic forces. To implement the attitude control
torque, a reaction wheel assembly was represented as a
second-order system. The speed control loop of the reaction
wheel was equipped with a PI controller to minimize
overshoot.

The bias and scale factor errors of the gyroscopes were
simulated as normal distributed random values with 0.3 °/hr
and 0.02 % STD. To obtain the FOG bias instability and
measurement noise, we recorded actual gyroscope readings
at a frequency of 200 Hz under stationary conditions (as
depicted in Fig. 2), while compensating for any constant
offset. The satellite's attitude was then computed at 100 Hz.

20 L I

Whladad s i'n,u.i,_l'hul_.p_gu YT SPRATN | T T |i'-l-',5'\ . "i"H‘:'I.i'J (,.'u__‘-.i|\|,.§;u_" |

10
0
=10
=20

Angular velocity [*/h]

|:' TRV e 1‘[4-',]-.'-' | a“'*ilp !1-}.!}‘ it o l il o ."HI i B L

0 1000 2000 3000 4000 5000 7000 8OO0

Time, [s]

6000

Fig. 2. FOG readings

The STR errors were represented as Gaussian white-
noise processes with STD according to Table II. A fixed time
delay of 0.1 s and a random measurement delay ranging from
0 to 0.1s were introduced. The measurement update
frequency was 5 Hz. The STR shading from the Earth was
not simulated.

During the first 50 s of the simulation, the satellite was
rotated to the desired spatial position with a maximum
angular velocity of 2 °/s (refer to Fig. 3). Following this
maneuver, the camera's optical axis was directed towards the
target for tracking purposes. The satellite passed over the
observed ground target at approximately 250 s, resulting in a
peak angular velocity of 1 °/s. Figures 4 and 5 illustrate the
attitude estimation errors for the simulated data, without and
with consideration of the time delay in STR measurements,
respectively. In the first scenario, the attitude errors
significantly exceeded the required values and were
proportional to the angular velocity of the satellite. However,
in the second scenario, the accuracy requirements were met.

Figure 6 presents an illustrative example of the
estimation error of the random measurement time delay
8t =A1—-At, depicted as a solid line. The dashed line
represents the tripled value of the error STD derived from the
covariance channel. The results indicate that the STR
measurement delay observability is provided during satellite
maneuvering, with an error of less than 2 ms (3 STD) in the
steady state.
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Fig. 6. Estimation error of the random measurement time delay

IV. SATELLITE ANGULAR MOTION CONTROL

The Earth observation mode consists of two steps: the
satellite rotation to the desired spatial position and the fine
pointing control mode for tracking the ground target. The
satellite maneuver is carried out by a control law with
trajectory planning when the trajectory is synthesized with a
restriction on the maximum angular velocity of the satellite
during rotation.

Note, that in order to point the optical payload in the
required direction it is also necessary to know the satellite
position in its orbit at each moment of calculating the torque
control signal for the reaction wheel system. For this
purpose, an algorithm for orbit propagation (motion
prediction) has been implemented, which allows estimating
the satellite position between the GNSS measurements or in
the case of a short-term absence of GNSS data.
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The Lyapunov direct method is employed to develop a
control law that provides asymptotic stability of the closed-
loop system [20,21]. This control technique enables
stabilization of the satellite in the desired spatial orientation,
even in the presence of unaccounted external disturbances
and modeling errors. The control law is synthesized using a
positive-definite function, known as the Lyapunov candidate
function, which only equals zero when the satellite's motion
aligns with the commanded trajectory.

The Euler’s dynamic and Poisson’s kinematic equations
are used to describe the satellite motion:

Jo+oxJo=M;+Mg o)),

2L =Loo,L(ty), M

where © is the vector of absolute angular velocity, J is the
moment of inertia tensor, L is the quaternion that
determines the orientation of the satellite relative to the
inertial frame, and M, M, are the control and disturbance

torques.

Since orientation and angular velocity of the satellite
varies during pointing mode, a pointing reference frame is
introduced for the synthesis of the control law. One axis of
this reference frame is aligned with the line-of-sight to the
ground object, and the other axis is fixed in space to optimize
the STR position. The orientation of the pointing reference
frame relative to the inertial frame is determined by the

matrix C|, while its angular velocity relative to the inertial

frame is denoted as o, To determine C; and
o, , information regarding the current velocity vector of the
satellite and the satellite to target vector is utilized.

It can be shown that the relative pointing error, which
determines the displacement of the image relative to the pixel
during camera exposure time (several ms), is determined as
follows [20]:

2

Aco:co—CP-cor ,

where CP defines the orientation of the pointing frame

relative to the body frame. Note that the optical payload
frame coincides with the body frame. Thus, the stabilization

Aoo|:0.

system's objective is to ensure that CP =33,

To synthesize the control law, we introduce the
Lyapunov candidate function and its derivative as following:

v :%(Am, J-Ao)+kp-(1-0p),

v :(Au),J-Ad)+kp-q),

where (, ) denotes the vectors scalar product, g,q are the
scalar and vector parts of the quaternion corresponding to
matrix CP , kp 1s a positive scalar constant.

The Lyapunov candidate function must satisfy the
Barbashin-Krasovskii theorem [21], which requires its
derivative to be nonpositive. This condition is satisfied with
following relationship [20]:

JA®+k,q=-Kg Ao, kg >0, 3)
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where kg is a positive scalar constant.

Taking into account expressions (1-3), the control torque
can be expressed as:

M, =oxJo-J[AoxCPlo, ]+ ICo, —
- (Mg +kgAo+kpq),

where the last two terms represent a PD-controller [22] with
gains kp, kqto be properly selected.

Since the control of the satellite angular motion is
implemented by a reaction wheel assembly, it is necessary to
take into account the dynamic equation for the reaction
wheels: H +woxH =-M, , where H is a wheel angular

momentum.

Figure 7 shows the attitude and angular velocities errors
(difference between the commanded and obtained angles and
velocities) with respect to the inertial frame when aligning
the optical payload boresight axis with the satellite to target
direction. The simulation parameters are the same as in
section 3. The maximum attitude error is 0.03 °, while the
relative pointing error is 0.001°/s. It should be noted that the
relative pointing error reaches its maximum magnitude when
the satellite passes over the observed ground target and the
commanded angular velocity of the satellite is at its highest
value (see Fig. 3).
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Fig. 7. Attitude and angular velocities errors for pointing mode

CONCLUSIONS

This paper presents algorithms for high-precision attitude
determination and control for an Earth observation
nanosatellite, utilizing information from gyroscopes and a
STR. The proposed approach addresses the challenge of
accounting for and estimating time delays in the STR
measurements. A method for synthesizing control of reaction
wheels is applied, providing maximum stability in the
presence of unaccounted external disturbances. The
presented simulation results confirm that the chosen
approach ensures the necessary accuracy of spatial
orientation (<0.1°) and stabilization (<0.03 °/s) of the optical
payload.

In future work, the influence of gyro axes non-
orthogonality on attitude error will be analyzed.
Additionally, a control law with motion prediction will be
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considered to reduce the pointing error. Future plans also
include evaluating of the impact of aerodynamics and elastic
support elements (as solar panels) on angular motion
dynamics.
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Applying Procedures Used for Space Experiments
Onboard Orbital Stations to Attitude Control
of Geostationary Communication Satellites Yamal
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Abstract — November 24, 2003 saw insertion into orbit
of geostationary communications satellites Yamal-201 and
Yamal-202. One of them, Yamal-202, has been operating in
orbit for more than 20 years now. Contributing to successful
operation of the satellites in this series were results of
scientific and applied research conducted during the
missions of our country’s orbital stations, as well as the
results of certain technology tests carried out in the Russian
Segment of the International Space Station (ISS), which
celebrated its 25™ anniversary in orbit in 2023.

The paper presents the results of studies conducted
onboard orbital stations, which were then applied to
controlling the mission of the Yamal-series satellites and
were conducive to their longevity in orbit.

Key words - space experiments, orbital stations,
International Space Station, dynamic properties, SC attitude,
geostationary communications satellite

1. INTRODUCTION

Interpreting the results of many space experiments
(SE) requires knowledge of the instrumentation attitude
position during scientific measurements. The attitude
position of the scientific equipment (SE) with respect to
the spacecraft (SC) body axes is usually known, therefore
the problem reduces to determining the SC attitude in
space. Used for determining SC attitude were
measurements from magnetometers, sun and star trackers
and other instruments. Such attitude sensors were also
included in telemetry systems of orbital stations (OS)
Salyut, orbital complex Mir, and the Russian Segment of
the International Space Station.

SC angular motion is calculated using local methods for
monitoring its attitude and integral statistical algorithms
based on the math model of SC motion relative to its center
of mass. Measurement data processing with the use of such
algorithms usually not only recovers the SC angular
motion, but also updates parameters included in the math
model of motion used: SC tensor of inertia, parameters of
the aerodynamic moment applied to the SC, etc.

Methods and practical algorithms developed for
orbital stations made it possible to significantly enhance
the capability of interpreting scientific measurements
from research equipment during non-oriented segments of
flight of orbital stations Salyut-4; Salyut-6, and Salyut-7.
The developed procedure for updating math models (MM)
of OS angular motion from telemetry data made it
possible to build highly accurate MMs for controlling the
attitude of the orbital complex Mir, which were
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continuously used through the entire mission of that
station. The procedure for updating tensor of inertia and
MM of the SC angular motion from measurements was
refined during the ISS mission within the framework of
SEs Tenzor (Tensor) and Sreda-MKS (Environment-ISS).
Methods and procedures developed for orbital stations
turned out to be also useful for controlling the missions of
geostationary communication satellites (GCS) Yamal and
enabled successful operation of GCS Yamal-202 for more
than 20 years in spite of the anomalies that arose in the
satellite attitude control system.

To control attitude of satellites using their predicted
angular motion, methods and software were quickly
developed based on the experience from the experiments
conducted onboard OS, which make it possible to update
GCS tensor of inertia and parameters of applied
disturbance models. This enabled predicting the angular
motion of the satellite with an accuracy exceeding 0.3°
over intervals of up to 4 hours of flight. In addition to
this, a new method was developed to determine GCS
attitude from measurements of onboard transponder
system signals, transmitted from satellite communication
ground stations of the users of frequency resource, which
significantly improved the satellite control capability.

Owing to the quickly developed and implemented
procedure, Yamal-202 SC has been successfully
providing space communications services to users in
Russia and abroad for more than 20 years, which is a great
achievement in spaceflight.

II. ORIGINS OF YAMAL COMMUNICATIONS
SATELLITES

November 24, 2023 marked the 20th anniversary of
the day when a Proton launch vehicle launched two
communications satellites Yamal-200 into geostationary
orbit [1-3] (Fig. 1). The effort to develop Yamal satellites
was put into motion when NPO Energia specialists took
part in an international contest Columbus-500, which was
announced in tribute to the upcoming 500" anniversary of
America’s discovery by C. Columbus. According to the
conditions of the contest, the participants were supposed
to develop a solar sail-driven space vehicle and have it
win a race against other participants. The designers of the
winning designs for such vehicles from each continent
were to be granted a considerable amount of funds in
order to implement their design.
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Having learned about the contest, V.A. Koshlev, an
employee of NPO Energia, shared this information with
V.S.Syromyatnikov, the chief of his section, who had a
second job as the chairman of the administering sub-
department at the famous FEST department of MSFU
(now the Space Department of the Mytishchi branch of
the Bauman MSTU) which was originally established on
the initiative of S.P. Korolev. V.S. Syromyatnikov called
a meeting of the members of the administering sub-
department staff, who were also employees of NPO
Energia, where they made a decision to take part in that
contest. Since only non-governmental organizations were
allowed to participate in the competition, it was decided to
file the application in the name of a youth center that had
been set up in those Perestroika years under the auspices
of NPO Energia. V.S. Syromyatnikov was appointed to be
the technical manger of the project, and E.M. Belikov,
V.N. Branets and V.A.Koshelev were appointed his
deputies.

Fig. 1. Launch of the Proton LV carrying the Yamal SC

Soon after that, in view of launching the work on the
project, the participants established a small enterprise —
Space Regatta consortium, to fill the position of general
director of which, at V.N. Branets’ suggestion, a young
specialist of NPO Energia, a 1984 graduate of MIPT,
N.N. Sevastianov was picked out. The consortium
eventually produced a conceptual design of a spacecraft
with a solar sail to be deployed using the SC rotation. In
spite of the initial contest conditions, this project was not
developed further, and the organizers did not even hold
the promised ‘races in space’ under solar sails. Some of
the ideas that formed the basis for the design of the SC
with solar sails were later implemented in the space
experiment Znamya-2. The solar reflector deployment
assembly with 8 spools, n which web sectors were wound,
as well as rotary actuators for deployment under the
action centrifugal forces, was installed on the cargo
transportation spacecraft Progress M-15 launched in
October of 1992 towards Mir space station. In February of
1993, after the cargo spacecraft undocked from Mir, the
experiment Znamya-2 was successfully carried out.

The work on the project made it possible to gain a unique
experience in spacecraft design, which was subsequently
applied to the development of Yamal satellites intended for
providing communications with the northern gas production
enterprises of our country. That proposal was supported by
the management of JSC Gazprom and Gazprombank, as well
as the management of NPO Energia, where the development
work on the communications satellites was to be performed.
To carry out the work to provide communications to
enterprises in the Far North, in November 1992, the company

45

JSC Gazcom was established headed by general director
N.N. Sevastianiv, who ran it till 2005. During the first phase
of its activities, JSC Gazcom established a network of ground
stations in the North, which covered the remote and hard-to-
access regions of our country. Establishing such a network
enabled Gazcom to accomplish some tasks aimed at
modernizing JSC Gazprom production processes [1].

The next phase of the effort to provide
communications to regions in the Far North was the
development of the Yamal-100 satellite. On the initiative
of N.N. Sevastiyanov JSC Gazprom issued to NPO
Energia a statement of work to develop, build and launch
two communications satellites Yamal-100. At the
suggestion of Yu.P. Semenov, this work at NPO Energia
was headed by N.N. Sevastianov as a deputy general
designer. Proposed and implemented in the course of the
satellite development were numerous innovative
solutions, which allowed turning Yamal-100 into the
baseline model for a whole series of subsequent satellites
[2-4]. Some of the techniques used in the operation of the
Yamal-series satellites were developed in the course of
conducting experiments onboard orbital stations. In
particular, the methods for determining and predicting the
angular motion of orbital stations using telemetry
measurements turned out to be handy for controlling the
mission of Yamal-200 satellites whenever off-nominal
situations occurred.

111. DETERMINING ANGULAR MOTION OF OS SALYUT

AND MIR DURING EXPERIMENTS

Early orbital stations had no means of re-fuelling in
orbit. Therefore, the ability to point scientific
instrumentation toward targets was limited. In order to
enhance the ability to observe the targets, additional
passive spinning modes were proposed for the stations.
The proposed station spinning was implemented about its
long axis X, which was put into a proper spatial attitude.
This provided the scanning of the celestial sphere with
telescopes installed along the +Y axis of the station. The
effect of gravitational and acrodynamic disturbing torques
on station was degrading the spinning. In order to restore
the spatial attitude of the telescope axes during celestial
sphere scanning modes, special methods and associated
software were promptly developed [5, 6]. In order to
monitor the attitude, geomagnetic field intensity sensors
and sun trackers were installed on stations of the Salyut
series. When the station was flying in the daylight part of
its orbit, its attitude was immediately computed at the rate
of telemetry data reception from the sun tracker and
magnetometer using a two-vector algorithm [5].
Moreover, the attitude computation results, beginning
with the mission of Salyut-4, were immediately, at the
rate of telemetry data reception, output to the displays at
the Mission Control Center, which at the time was a
significant achievement. Computing station attitude in the
dark portion of the orbit where no data from sun tracker
are available is a more challenging problem. Imposed on
its solution were constraints that had to do with the need
to solve all the problems in real time at the Mission
Control Center located near Yevpatoriya (MCC-Y). At the
time, MCC-Y was equipped with computer M-220. To
solve the problem of calculating the station motion and
attitude in real time using the available computer
hardware at that time required developing new methods of
describing disturbed motion of SC, integration method,
methods and algorithms for attitude determination [5-8].
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The integration method that was developed made it
possible to speed up the calculations by an order of
magnitude [8]. The analytical solution for the station
disturbed motion that was found was more precise and at
the same time more simple that known solutions [7]. To
calculate station attitude in the dark portion of the orbit,
algorithms were developed for a motion mode that was
close to the regular precession, and for strongly disturbed
OS motion. Those algorithms were quick and required a
minimum amount of random access memory in the
computer, since during their implementation the amount
of computer memory did not depend on the amount of
telemetry data that was being computed and coming at the
rate of reception [5, 6]. All of this was for the first time
was done and implemented at MCC-Y during the mission
of Salyut-4.

A decision was made to hand over the mission control
for stations Salyut-6 and Salyut-7 to MCC-M, which was
originally established in the town of Korolev to support
the Apollo-Soyuz program. Used in the development of
procedures for conducting and operationally supporting
experiments onboard the third-generation stations was the
experience of running experiments onboard Salyut-4 at
MCC-Y in Yevpatoriya [6].

In the course of running a number of experiments
onboard OS Salyut-6 and Salyut-7, the mode of
gravitational attitude control of the station was actively
used [9]. Determination of the angular position of OS
Salyut - 6+7 in passive modes used a math model of
station motion that took into account gravitational and
aerodynamic disturbances [9 - 11]. Angular positions of
Salyut stations were being updated using measurements of
stellar photometers included in their scientific equipment
[5, 12]. When conducting studies onboard orbital complex
(OC) Mir, the determination of the OC angular position
from sun tracker and magnetometer data involved the use
of star tracker Astro-1. The Optical Star Tracker (OST)
Astro-1 was jointly developed by Carl Zeiss Jena, Space
Research Institute (IKI) and NPO Energia. It was installed
onboard Kvant-2 module of OC Mir. The OST was used
for determining angular position of the OC relative to
stars in inertial or orbital attitude control modes, as well
as in passive motion with small (s0.5 deg/s) angular
rate [13].

The tracker has three identical optical units
A (v=1,2,3) installed on the same support structure that
provide viewing of three areas of celestial sphere. The
size of one area is 5.3° x 8’. The image of the area is
formed on a cooled CCD matrix that has 520 x 580
picture elements. Electronic equipment of the tracker
isolates in each image up to seven brightest stars,
determines in the optical unit-fixed coordinates positions
of the centers of brightness for the isolated stars and
transmits results to the OC telemetry system.

After the systems have received coordinates of stars
viewed by the instrument and determined their relative
magnitudes, those stars are matched to stars from the
catalogue that had been compiled specifically for working
with OST. The catalog contains coordinates of 8749 stars
with magnitudes <7 and has the following properties: 1)
if, when the line of sight of the optical unit 4, is pointing
in a certain direction, four or more stars with magnitude
no higher than 7”, fall within its field of view, then no less
than four of them that are the brightest are included in the
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catalogue; 2) two adjacent stars that the instrument sees as
a single star correspond in the catalogue to one star.

The matching is performed in the following manner.
Let at some moment in time the optical unit 4v detects no
less than three stars. They are enumerated and for each
pair of stars with numbers i and j(i <j) the cosine dj; of
the angular distance between them is calculated. The
process of matching begins with identifying a triplet of
stars for reference. The catalog is searched through to find
pairs of stars where the cosine of the angle between them
differs from d; by no more than 5-1073. Out of these pairs
a set M;; is compiled. Based on comparison of pairs in sets
My, M3 and Mos, stars 1, 2 and 3 are matched.
Identification of the k-th star with k>4 is done by
comparing cosines of its angular distances from the stars
that have already been matched.

Matching at a certain point in time several sighted
stars makes it possible to find the OC attitude at that point
in time. The associated algorithms for determining
attitude are called local algorithms and are described in
[5], [14-16] and others.

Let us assume that through the use of OST at certain
point in time unit vectors (Vim, Vam, vim) (m =1,2, ..., n)
of directions toward n stars were found in the structural
coordinate system. The stars are identified, and in the base
coordinate system (such as Greenwich) they correspond to
the unit vectors (Vim, Vam, V3m), calculated using data from
the catalogue. Let us denote the matrix of transfer from
the structural coordinate system to the base coordinate
jj—1 . Defining this matrix within the
framework of the least squares method results in
minimizing the expression

n_ 3
V=22 Vi

m=1 i=1 j=1

system as A = Haij H

a.v s

3
iV jm

in elements a; provided that the sought for matrix is
orthogonal and has positive determinant.

The matrix A is constructed as follows. Let us
compose the matrix
3
D= Hvﬂvj1 F VoV, etV .

and consider its singular decomposition D = UQV".
Here, U and V are orthogonal matrices of order 3,
0 =diag (q1, q2, ¢3), 1= q2>gq3> 0. Let us suppose that
q3> 0, that is, the matrix D is non-degenerate and n > 2.
Then

A=Vdiag (1,1, det U -det V)U".

The local method does not permit finding the OC
attitude at those points in time, when observations of two
or more stars are not available, and determining its
angular velocity. To solve this problem one could use an
integral statistical procedure, within the framework of
which dozens of measurements performed over a length
of time approximately equal to the orbital period are
processed together using integration of equations for OC
motion relative to the center of mass. Used for
calculating the OC orbital motion are point mass
equations of motion in the Greenwich coordinate system
[17]. Evaluated as a result of the processing are the OC
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initial motion conditions and inertia tensor, as well as
parameters that characterize the restoring aerodynamic
torque acting on the complex. The procedure is close to
procedure [11] for determining rotational motion of
orbital stations Salyut-6 and Salyut-7 based on readings of
the solar and magnetic sensors.

In order to update the SC inertia tensor one can also
use measurements of angular momentum of gyrodynes,
taken when keeping a stationary attitude in the inertial
coordinate system [18, 19]. As a rule, measurements
processing fails to determine all the components of the
inertia tensor. The most that can be done is to find in the
structural coordinate system its off-diagonal components
and differences of its diagonal components. However, the
knowledge of the said values is sufficient for making a
prediction, because inertia tensor components enter into
math models only through these values.

Two methods were developed for processing the
actual measured data. In the first method the measurement
data belong to one interval of maintaining the attitude, the
inertia tensor is considered diagonal, two differences of
diagonal components of this tensor are evaluated. The
second method includes into the processing the data from
measurements taken during several (two or three) time
intervals with different station attitudes, off-diagonal
components of the inertia tensor and differences of its
diagonal components are evaluated. Usually, the
processed intervals are 20 to 60 minutes long and contain
dozens of measurements of each component of the total
angular momentum of gyrodynes in the structural
coordinate system. The first method of processing
permits, as a rule, to evaluate with sufficient degree of
accuracy (with an error of 5 — 10% against the a priory
calculated value) only one of the differences of diagonal
components of the station inertia tensor. The second
method, in most cases, produces differences of diagonal
components with an error of no more than several percent
of their calculated values, and the estimates of the off-
diagonal components give only the accurate order of
magnitude when compared against the a priori calculated
values. However, since off-diagonal components of the
station inertia tensor are very small, their calculated
values may contain large relative errors.

Out of external torques applied to the station, the ones
that were taken into account were gravitational and
aerodynamic restoring torques.

The procedure for updating inertia tensor was used for
controlling the mission of OC Mir [20, 21], was refined in
the course of the mission of the International Space
Station ISS [22] and was used for controlling the missions
of geostationary communications satellites Yamal [23-
25]. The math models of motion about the center of mass
for the geostationary satellites Yamal take into account,
instead of the aerodynamic disturbing torque, the torque
produced by the solar radiation pressure.

IV. CONTROLLING GEOSTATIONARY COMMUNICATIONS
SATELLITES YAMAL-200

The project to develop communications satellites
Yamal-201 and Yamal-202 was carried out by JSC
Gazcom (since December 1, 2008 known as JSC
Gazprom Space Systems, hereinafter referred to as GSS),
which developed the payload, service control channel,
ground infrastructure of the telecommunications system.
Development of the satellite bus, its integration with the
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payload, as well as spacecraft commissioning in orbit
were performed by S.P.Korolev Rocket and Space
Corporation (RSC) Energia. Both satellites were placed in
their respective orbital slots: Yamal-201 at 90°E, Yamal-
202 at 49°E. Operation of the satellite Yamal-201
continued for more than 10 years, while Yamal-202 has
been in operation for more than 20 years, but now in the
orbital slot at 163.5°E, where it was transferred in 2019,
after a new geostationary communications satellite
Yamal-601 was placed in the 49°E slot. Yamal-202 has 18
C-band transponders. The expected active life in orbit for
Yamal-200 satellite was 12.5 years.

The guidance, navigation and control system of
satellites Yamal-201 and Yamal-202 is built around a
strap-down inertial navigation system (SINS), uses
flywheels for final control, and its primary instrument for
determining the angular rate was ARVGM. In 2005,
ARVGM devices failed in both satellites. Star sensors
available onboard the satellites were intended for periodic
corrections of SINS, and therefore were only activated
twice a day (operational life of the star sensor was 10000
hours). To resolve the situation, a control mode was
developed that used predictions of the flywheel angular
momentum (Prediction Mode).

The principle of the attitude control method that was
proposed for Yamal-201 and Yamal-202 SC can be
described as follows: having determined on a certain time
interval the law of wvariation of flywheel angular
momentum, which provides rotation of the SC body axes
coordinate system at the required orbital angular rate, we
can assure the nominal SC attitude in the orbital
coordinate system by controlling the flywheels according
to the above law.

In order to control SC attitude using the proposed
method one needs to solve four major problems:

1. Create predictive model for flywheel angular
momentum variation which will be used for generating
the flywheel control law.

2. Determine initial conditions for the model —
initial values of SC angular momentum vector and SC
angular rate vector.

3. Determine the law of variation of the total
disturbing torque vector acting on the SC.

4. Implement the obtained flywheel control law
onboard the SC.

The ability to control SC attitude using its angular
motion prediction is based on the exact knowledge of
torques applied to the SC.

Estimation of inertia tensor of Yamal-200 was
performed both in the daylight portions of the orbit, and
when the geostationary satellite was in the Earth shadow.
In the first case, taken into account from among the
external torques affecting the satellite were gravitational
torque and solar radiation pressure torque. In the second
case, only gravitational torque was taken into account.

Gravitational torque components were defined through
formulas
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Here x; are components of the geocentric radius vector
of the satellite center of mass, I; are components of the
satellite inertia tensor in the structural coordinate system,
Li=1;(i,j=1,2,3), ug is the gravitational parameter of
Earth.

The torque produced by the solar radiation pressure is
approximated by the following expressions

Mo = k(p2esi — pesi), Mo = k(psesi — presi), Mgz = k(piesi — paesi).

Here k=c'(r+/A)?, ¢ is light velocity, r+ is mean
radius of Earth orbit; A is the distance from the SC to the
Sun; p; are constant coefficients; ey; are components of the
unit vector Satellite—Sun. Derivation of these expressions
was done under the assumption that on the evaluation
intervals of satellite angular momentum affected by the
above external torques:

12
H =Y F,na (=123 (1
j=1

where o; = H{(tp) are initial conditions, #, is the specified
point in time, o4 =11, o5 =1I1n, 07 =1y, ag= b3, o9 = I3,
0o = p1, 011 = P2, 02 = p3. Functions Fj; (¢) are defined by
initial problems for linear differential equations
containing no parameters.

The software of the flywheel system, at certain points
in time ¢, (n=1,2,...,N) permits measuring Ht,)
component of its intrinsic angular momentum. The
accuracy of estimating the angular momentum of Yamal-
200 flywheels is 0.1 Nms. Accordingly, let us denote

measurement results for these values as H l.(") . If the said

measurements fall within a length of time, for which the
values of attitude quaternion orientation are available,
then, using formulas (1), they can be processed by some
statistical method to determine vector o= (a, 0, ... 0i2).
Since the values of Hi(t,) calculated from formulas (1)
depend on o linearly, for processing we will use least
squares method. Within the framework of that method, the
estimate of vector a is its value, which minimizes the
function

2

@@=iifﬂhi%mw1

n=1 i=1
In order to implement the described approach to
evaluating the satellite inertia tensor, one needs to have a
method of restoring its actual motion from telemetry data.
Used for this purpose is a method based on the
approximation of the satellite rotational motion with splines.

An analysis of obtained results indicates that it is
possible to use the described models and estimates of the
satellite momentum of inertia obtained through their use
for controlling the mission. Further development of an
adequate math model of rotational motion was related to
updating the model of disturbances caused by solar
radiation pressure, as well as models of the law of
variation of the total angular moment of the SC and the
law of variation of the angular momentum of flywheels.
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An approach that was similar to the one described above
was also used to solve other problems in satellite attitude
control. For example, during the phase when the satellites
were being brought to their orbital slots, an estimate of
control torques from thrust modules of the satellites increased
the accuracy of constructing the algorithm for selection and
firing of thrusters for orbital correction.

This technology was then used for controlling the
attitude of the Yamal-200 series SC. In the course of the
SC mission there were situations when certain sensors for
determining the satellite attitude could not operate in a
stable manner for some reason or other. For example, a
situation is possible where some glitches in the star
tracker unit occur due to high density of charged particles
from solar flares in the orbit of the SC. The drawbacks of
the direction finder that is used onboard the SC include
occurrences  of  operational  problems  during
thunderstorms, heavy rain, snowfall. It is also worth
noting that the Earth sensor cannot measure the
coordinates of the center of Earth when it is located in the
vicinity of local midnight during passage through Earth
shadow. To make sure that the required attitude of the
Yamal-200 series SC is maintained when the
abovementioned operational problems occur the
Prediction Mode was developed and is still used for
controlling the Yamal-200 series SC, which is based on
prediction of the SC angular motion.

In that mode the satellite attitude control is carried out
using predictions of the total angular momentum.
Considering that calculations of the total angular
momentum use components of the inertia tensor that
change in the course of satellite operation, in order to
improve accuracy using the described approach,
periodically, during dark and daylit portions of the orbit
when solar arrays do not rotate and thrusters are not
firing, estimation of SC inertia tensor was performed.

Yamal SC operational experience shows that, as a
rule, after 4 hours of controlling in the Prediction Mode,
attitude error exceeded the maximum allowable value of
0.3°. For controlling in the vicinity of the local midnight,
during the intervals of short-time unavailability of
measurements from star trackers caused by difficulties
identifying stars, and passages of dark portions of the
orbit the said duration of 4 hours of flight is sufficient.

But sometimes the period of unavailability of
measurements from star trackers lasted for more than 24
hours. This happened multiple times during periods of
high solar activity, which resulted in higher density of
charged particles stream, affecting CCD matrix of star
sensors. For controlling in that case, the Corrective
Prediction Mode was developed, which involved periodic
correction of attitude using information from all available
sensors, including data from the specially designed
hardware and software complex (H&SC) for determining
the SC attitude from measurements of signals from
onboard repeater, transmitted from ground satellite
communications stations of the users of the frequency
resource (Fig. 2).

H&SC is an integrated system of hardware and
software, which enables spacecraft attitude determination
and control without using standard sensors of the
guidance, navigation and control system.
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H&SC solves the problem of controlling the attitude
of the satellite using prediction of the variation of the SC
total angular momentum (Prediction Mode).

Fig. 2.

H&SC architecture

Two control options were developed:

1) Controlling without attitude correction using data
from external sources. This mode is used to perform
evaluation of initial values for kinematic parameters and
subsequent attitude control based on variation of flywheel
angular momentum.

2) Controlling with regular corrections of attitude
using readings from standard sensors of the Guidance,
Navigation and Control System (star tracker, Earth sensor,
Sun sensor) or the system for determining the attitude
from the signals of onboard repeater.

In the first option, measurements from standard
attitude sensors and flywheels are used for initial
alignment of attitude and angular rate of the SC.
Subsequent attitude controlling is performed by the
onboard computer based on predictions of the SC angular
momentum variation. In the process, the onboard
computer controls variation of the angular rate of
flywheels in such a manner as to make sure that the SC
total angular momentum in absolute coordinates remains
the same as was formed based on the results of initial
alignment. Performed in the course of carrying out the
above task are:

. determining  external disturbing torques
affecting the satellite;

. determining the SC initial attitude using optical
Sensors;

. determining the angular momentum of the SC;

. filtering angular momentum values;

. real-time simulation of SC angular momentum
taking into account external disturbing torques;

. calculating the vector of the required
controlling torque;

. transmitting the values of the required

controlling torque to the onboard computer, which
subsequently generates commands to flywheels aimed at
correcting the SC attitude.

In the second SC attitude control option in the
Prediction Mode the satellite attitude and angular rate are
regularly corrected from the Mission Control Center
(MCC) based on measurements of these values made by
standard sensors in the Guidance, Navigation and Control
System (whenever such measurements are available) or
on estimated attitude angles and angular rates calculated
after a proper processing of signals received from onboard
repeater.
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When the Earth sensor measurements were available,
controlling was performed based on roll and pitch angles
measured by that sensor, and yaw angle estimated on
measurements of the flywheel angular momentum
variation and the Earth sensor measurements. Considering
the fact that the Earth sensor remains operational
throughout the entire flight, with the exception of some
portions of orbit in the vicinity of the local midnight, such
attitude correction was periodically performed during long
intervals of controlling in the Adjustable Prediction Mode
(APM).

A more reliable mode, which eventually became the
primary mode, which was used continuously, with the
exception of intervals of orbital correction, is the
Adjustable Prediction Mode (APM), which uses regular
correction from signals of ground stations for satellite
communications located within the SC coverage area.

To implement the APM, the following tasks need to be
performed:

. receiving signals from SC onboard repeater;

. scanning a specified frequency band to
determine user signal levels;

. processing obtained values and calculating SC
attitude angles;

. transmitting the values of the calculated
attitude angles to the onboard computer, which

subsequently generates commands to flywheels aimed at
correcting the SC attitude and angular rate.
. Monitoring the SC attitude control.

The described attitude control method involves the use
of:

. transmitting Ground Satellite Communications
Stations (GSCS), selected according to criteria described
below;

. repeater onboard the SC relaying signals from
GSCS;

. receiving Central Ground Satellite
Communications Station (CGSCS), which receives
signals from onboard repeater;

° Ground Station of the Service Control Channel,

intended for receiving from the satellite telemetry data
required for calculations and transmitting controlling
signals to the satellite;

. integrated software and hardware system
intended for processing the signals received by CGSCS,
and calculating SC kinematic parameters and control
actions.

The telemetry data from the satellite received by the
Ground Station of the Service Control Channel via control
Work Station (WS) goes to the WS for determining
kinematic parameters of the satellite (WS KP), where it is
processed using specially developed software. In the
process the signals are filtered, smoothed and
interpolated/extrapolated in specified increments for
certain points in time. Received via Central Ground
Satellite Communications Station (CGSCS) are signals
relayed by the onboard repeater, which are scanned by
signal analyzer. After pre-processing these data are sent to
WS KP, where they undergo additional processing
(received  signals are filtered, smoothed and
interpolated/extrapolated in specified increments for
certain points in time), satellite kinematic parameters are
estimated, and control moments are calculated, which are



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

to be implemented by flywheels in order to maintain the
required attitude.

For GSCS one could use regular stations of the users
of the SC radio-frequency resource uplinking signals to
the satellite. For Yamal-type SC such stations number in
hundreds. Furthermore, no upgrading of the station or
changing their characteristics is required. The only
requirement consists in the absence of automatic gain
control of the signal.

Selected in the initial phase are those transmitting
GSCS of frequency resource users that are located as
close as possible to the edge of directional pattern of the
SC onboard repeater antennas. Signals from the users of
the frequency resource are sent to the SC for their
subsequent relaying. Installed at MCC is the CGSCS
which receives relayed signals from transmitting GSCS
stations. Signals received by CGSCS are sent to the
Hardware and Software Complex, the main element of
which is a spectrum analyzer. Operating according to a
task that had been generated for it, H&SC selects out of
the entire spectrum of signals relayed by the onboard
repeater only those that had been selected during the
preparatory phase and sends their characteristics to the
server. At the server, the signals undergo the final
processing, they are archived, and the power values for
each selected signal are sent to automated work station for
computing kinematic parameters, where the SC attitude
and controlling torques needed to cancel deviations from
the nominal attitude are calculated. The calculated attitude
angles (or controlling torques) are sent to the automated
WS for the SC control to be uplinked to the SC via the
ground station of the Service Control Channel.

The satellite attitude is determined though analyzing
variations in the power of the received signals. Key
requirements for the signals from the transmitting stations
are as follows:

] signal stability. Over long time intervals the
signal shall not vary significantly when the satellite keeps
nominal attitude, or its variation shall be predictable, and,
therefore, can be described using some mathematical
functions;

. signal variation caused by an attitude maneuver
of the SC shall be described by a linear function (at least
when its attitude changes within 0.5°, which is sufficient
taking into account the pointing accuracy requirements);

. signals selected for evaluating roll angles shall
vary to a larger degree during roll maneuvers and to a
lesser degree during pitch and yaw maneuvers. Similarly,
signals selected for evaluating pitch angles shall vary to a
larger degree during pitch maneuvers and to a lesser
degree during roll and yaw maneuvers, and so on.

To find those signals that meet the above
requirements, the SC sequentially performed roll, pitch
and yaw maneuvers.

Determined on the basis of maneuver results for the
selected signals are functional relationships that describe
their variation as a function of the satellite attitude angles:

AP; = anh, + a,-z?»y + apnh: (2)
where:

i — signal number, i = 1, ... ,N; N is the number of
GSCS stations involved, with N being equal to 20 to 30 in
course of the flight.
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ai, ap, as are coefficients that characterize variation
of the i-th signal when the SC performs yaw, roll, pitch
maneuvers, respectively;

A, Ay, A; are angles of turn of the satellite about axes of
yaw, roll, pitch, respectively.

In general, coefficients ai1, ap, a3 have different
values in different directions and are functions of the
angles of turn. Therefore, the first step toward the solution
is to determine the most likely direction of turn for each
of the axes. In this manner, the solution search domain is
defined and coefficients of the system of equations (2) are
determined, which, generally speaking, are functions of
angles, but at small turn angles they can be considered
constant.

In the matrix form, the system of equations describing
signal variation with the satellite turning is as follows

AN = AP,

A3)

Ayy Ayy Qs

A=, A ,0),
AP =(Ap,,Ap,,..Ap,)",

where:

A is the matrix of coefficients of the equation system;
A is the sought after vector of the satellite turn angles, AP
is the vector of the onboard repeater signal variation,
elements of which are obtained from comparison of the
current signal power value against its reference value
determined at the start of the estimation process as the
averaged power of each signal with satellite at nominal
attitude (attitude angles are close to zero).

The sought after angles A, A,, A. are defined in such a
manner as to achieve the minimal root-mean-square error
in equalities (2) or (3)

(AA-AP)T (AN-AP)/N.

The following constraints are imposed on the solution
of the problem:

. satellite attitude at the start of solving the
problem of estimating the roll, pitch and yaw angles
matches the nominal attitude;

. attitude control is implemented in such a
manner as to make sure that the angles stay below 0.4°,
which makes it possible to remain within the linear
portion of the power vs. turn angle curve for the satellite,
and thus improve accuracy when SC turns in positive and
negative directions.

When determining the attitude from the onboard
repeater signals, the SC orbital motion was taken into
account.

The described solution for the satellite attitude control
problem was implemented in both semi-automatic mode,
that is, when calculations and uplinking of control signals
to the satellite were performed from the WS of the MCC
operator, and in automatic mode, when uplinked to
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satellite were the calculated values for the satellite angular
motion parameters, which were used by the onboard
computer to calculate the control actions required to
control the SC angular motion. The described control
method was only used during passive phases of the flight.
During corrective burns, standard attitude control sensors
are used. This was mostly due to relatively longtime
intervals between signal level measurements taken by the
analyzers (10s).

V. SUMMARY

Operation of the ISS, the largest space vehicle in the
history of spaceflight, required solving multiple problems
related to in-flight updating its attitude and parameters:
mass, moments of inertia, aerodynamic torques
parameters, etc. For that purpose, engineering
experiments “Tensor”, “Izgib”, “Environment-ISS” and
others were set up onboard the ISS RS to conduct in-flight
development of techniques for determining various
characteristics and parameters of the ISS. This
technology was then used for controlling the attitude of
the Yamal-200 series SC. The use of the developed
technology for controlling the attitude of the Yamal-202
SC based on predictions of its angular motion has enabled
its continuing operation to this day, 20 years into its
mission.
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Abstract—This paper proposes a method for evaluating the
quality of a target motion model based on the degree of
observability (DoO) to enhance model matching accuracy in
the presence of target motion model uncertainty. The Kalman
filter-based DoO and its implementation are discussed, leading
to the introduction of target motion model conformance
criteria for quantitatively assessing the disparity between the
current model and the actual target motion model. Simulation
results indicate that DoO allows for a quantitative comparison
of observability across different models, and the model
conformance criteria based on DoO effectively indicate the
degree of match between the current model and the real target
motion model.

Keywords—Maneuvering
Kalman filter

target tracking, Observability,

I. INTRODUCTION

Maneuvering target tracking has emerged as a prominent
research focus in state estimation and information fusion[1].
It falls under the category of nonlinear filtering problems and
holds significant importance in both national defense and in
the field of civil applications[2]. To achieve accurate and
stable tracking of maneuvering targets, it is crucial to
develop a target motion model that accurately reflects the
actual motion of the target.

Modeling the motion characteristics of a target involves
describing the target's motion using motion equations. For
non-maneuvering targets, linear models like constant
velocity and constant acceleration can be used. However, as
a target's maneuvering capability increases, its motion
characteristics become non-linear. Using a linear motion
model to describe this non-linear motion will result in
significant errors, especially since targets often exhibit
multiple maneuvering modes [3]. Therefore, accurately
modeling the motion characteristics of a target is crucial in
target tracking research. Various multi-model (MM)
estimation methods, such as interactive multi-model (IMM)
[4] and variable structure multi-model (VSMM) [5], have
been developed to improve the precision and reliability of
target tracking.

This paper delves into the characteristics of multi-model
algorithms, with a specific focus on determining the weight
of individual simple models within the multi-model
framework. By establishing a motion model for the target in
various motion states and employing the Kalman filter
algorithm for tracking, a real-time quantitative evaluation
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method for assessing the quality of tracking models is
developed by incorporating observability.

II. QUANTITATIVE EVALUATION METHOD FOR MOTION
MODEL

A. The Degree of Observability

The concept of observability in a system refers to the
ability to determine the initial state of the system based on
measured values within a finite time[6], as first proposed by
Kalman in 1960[7].

The analysis of observability in linear time-invariant
systems is straightforward, while it becomes more complex
for linear time-varying systems, requiring evaluation of the
Gramian observability. However, the Gramian -criterion
cannot provide a complete indication of the observability of
all state variables.

To better characterize the observability of each state
variable in target tracking, the Degree of Observability
(DoO) is introduced. This criterion helps identify which
states are more accurately estimated and which are more
challenging to estimate. Given that the estimability of states
impacts filtering accuracy, the DoO can effectively reflect
the influence of different abnormalities on filtering accuracy
in real-time. In the context of a target tracking system, this
concept can be mathematically expressed by the following
equation:

X = Fk|k—1Xk—1 +G,,0 m

z, =HXx +Vv,
Where X, is the vector of state, Z, is the vector of
measurement, @), is the vector of input noise and V, is the
vector of measurement noise, the covariance matrices Qk are
and Rk , respectively, and @), is uncorrelated with V, at any
moment. Fk|k—1 is the state transition matrix, Gk_l is the

system noise matrix, H « 1s the measurement matrix.

Based on the above equations of state and observation, we
analyze the observed data from time k to time k + n - 1, and
can rewrite Eq. (1) as [6]
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z, =H/Xx +v,
Zyo =H R+ Hi . .Gy +V

2
Lyiny = H k+n-1 Fk+n—1,k+n—2 Fk+1,k Xy
+Hy Fk+n—1,k+n—2 Fk+2,k+IGka)k
toeet H k+n—IGk+n—2a)k+n—2 + Vk+n—1 .

For the system represented by Eq. (2), the measured value
Z, can be reformulated as

Z, =0, X +V, 3)

where
Zk
VA
* k+1
Zk = ,
Zk+n—1
H k
0 H k+1 Fk+1| k
k b
Hk+n—1 Fk+n—l\ k+n-2*** I:k+1| k
Vi
v
* k-+1
Vk =
n
Vk+n—1
Vk
H k+leWk + Vk+1
Hk+n—1 Fk+n—1\ ken—2 "' Fk+2\ k+IGka T
L +Hk+n—IGk+n—2Wk+n—2 +Vk+n—1

The matrix O, is the observability matrix of the time-
varying system. Eq. (3) can be reformulated as

+ * + *
X, =0,z, -O,v, 4)

-1
where O] :[Ogok] O, denotes the generalized

inverse matrix of Ok .

Let Y, =0,2, and 7, = O,V,, we can express them
in a scalar form

i i i i
Ye = Qe T 2t 2y )

i i + i + i +
e =a, Ve a5, Vi T+ a0 Vi
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where yf( is the i -th component of the vector Y, , 17:( is
the i -th component of the vector 7, , a},k (=1,2,~,n) is the i
-th line of O, .

Thus, the variance of the measurement noise 77:( can be
approximately described as

(al) (s
DICHL

i1

R

J (@) R

(6)

Where RE is the initial variance of the interval measurement

noise. Hence, we can obtain the DoO in scalar form as

E, [(xi )2} R

Gk N
= () =5 2 )
e[ ]2 S )

From Eq. (6), we know that the ratio of initial and current
n

N3
. . . . I
variances of observation noises is E (a i k) ; thus, we can
j=1

e (<))
() 2 e

j=

rewrite Equation (7) as [8-9]

D = (8)

The defined Degree of Observability not only considers
the observability criterion matrix, but also thoroughly
evaluates the impact of dynamic errors in the estimation
process and measurement noise on the system's reliability.

B. The model conformance criteria

To determine the weight of each simple model in the
multi-model approach, it is essential to establish the motion
model of the target in different motion states. The Kalman
filter algorithm is utilized for tracking the moving target, and
a real-time quantitative target tracking model quality
evaluation method is developed by introducing the degree of
observability criterion. The degree of observability
incorporates the current measurement information, which
highlights the disparity between the current model and the
actual target motion model. When the target motion model
conforms to the real model, the observability is large;
Conversely, if the target motion model strays too far from the
true motion model, the observability decreases. Leveraging
this characteristic, and aiming to simplify the analysis of
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model matching degree, this study establishes the model
conformance criteria

ot —D—‘: 9)
“ D'+DY
y
o =—XDk (10)
D;+D/
A =1-|o} 0o} an

where DkX is the DoO of the state variable X at moment kK

and Dky is the DoO of the state variable y. The criteria

specify the variation rule of state variables in the motion
model over time. It states that for the same type of state
variables, they exhibit the same variation rule. The model's
conformance is high when it closely resembles the actual
target motion model, and low when it deviates from it.

III. SIMULATION AND RESULTS

The Kalman filter algorithm is utilized to simulate the
filtering process for single-model-based target tracking.
Model 1 represents a constant velocity (CV) motion model,
while model 2 represents a coordinated turn (CT) motion
model. Each of these models is used to track the target
independently. In the absence of prior information, the
discrete state and measurement equations for the target are
assumed to be represented as (1).

Taking the 2D case as an example, assuming that

, LT
X, = [Xk X Yy yk] is the state vector of the target

T, .
at moment k and Z, = [Xk yk] is the observation vector,

the state transfer matrices of the 2 models are

1 T 0 0
- 01 00 1)
Yoo 1T
0 0 0 1
_1 sin &T 0 cosT —1]
@ 0]
F 0 cosaol 0 -—sinol 13
2 1-coswl sin wT
O — 1 —
@ 0]
|0 sineT 0 cosal |
H, = 1 0 0 O (14)
0 010

where T is the target adoption time interval, taking the value
of 1s; o is the target turning angle rate, taking the value of
1/30(rad®/s). The process noise covariance matrix of the CV

and CT models is Q%" = G diag( Gcy,+ oy, )
(GCV )T , QCT — GCV diag(qc-rl , qCT2 ) (GCT )T
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where
2
T? T 00
CV _ ~CT _
G =G~ = 12
0O 0 — T

devi = dev2 = deri= Qe = 0.01m?s74,

The measurement covariance matrix is R = diag (100, 100?).

The initial state of the target radiation source is
Xo = [80 m, 400 m/s, 80 m, 600 m/s]".

First track the simple trajectory, in this paper we use
linear trajectory and circular trajectory, use CV and CT
model to track these two kinds of trajectory respectively, the
conformity result is shown in Fig. 1 and 2, the tracking
results from different motion models align closely with the
model conformance criteria.

o 50 100

Fig. 1. The conformance by tracking the linear trajectory.

,-:: \ ;\/—-

 J
9.

- 1 -

50 100 150

04}

Fig.2. The conformance by tracking the circular trajectory.

The motion trajectory comprises 220 points, divided into
4 segments: the first segment (points 1-20) involves uniform
linear motion, the second segment (points 21-90) consists of
a right turn maneuver, the third segment (points 91-160)
involves a left turn maneuver, and the fourth segment (points
161-220) is uniform linear motion. This trajectory is
illustrated in Fig. 3. Monte Carlo simulation experiment was
repeated 100 times, and the model conformance curve is
depicted in Fig. 4. The tracking results from different motion
models align closely with the model conformance criteria.

4 %10*

#*  True trajectory
gy CT-trajectory
| ——, CV-trajectory

y-axis position(m)

12
=x10%

x-axis position({m)

Fig. 3.  True trajectory of the maneuvering target.
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.f —+—CT model
—#—CV model

100 150

Time(s)

200 250

Fig. 4. The model conformance curve

IV. CONCLUSION

This paper presents a novel method for evaluating the
quality of target motion models in maneuvering target
tracking by leveraging the degree of observability (DoO).
The proposed approach aims to enhance model matching
accuracy in scenarios with uncertain target motion models.
The key contribution of this study lies in utilizing DoO to
quantitatively assess the disparity between the current model
and the actual target motion model, and subsequently
introducing a target motion model conformance algorithm
based on this evaluation. To validate the efficacy of the
method, a simulation experiment platform is constructed, and
simulation experiments are conducted. The results confirm
the effectiveness of the evaluation algorithm. Future research
directions will focus on enhancing tracking accuracy in
maneuvering target tracking systems through the exploration
of multi-sensor fusion algorithms to bolster system
robustness, as well as investigating the application of the
target motion model quality evaluation method proposed in
this paper to enhance the filtering accuracy of multi-model
algorithms.
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Abstract—UAVs are typical complex nonlinear and  parameters in the system, the PID parameters cannot be
parameter uncertain systems, and there is strong coupling  automatically adjusted according to the changes in system
between control channels, which poses a serious challenge to  parameters, and therefore cannot guarantee accurate control.
the design of flight control systems. In response to its nonlinear To improve the flight control performance of unmanned
and coupling characteristics, the UAV dynamics model is  jerjal vehicles, research on the application of some methods
decoupled into four independent linear time invariant systems of modern control theory is gradually being carried out, such
using differential geometry theory by replacing the control as the Linear Quadratic Regulator(LQR) method [5].
signal input. Design attitude controllers for each chanmel  y/0.0vhile thanks to the development of nonlinear control
separately using sliding mode control method. The simulation theory. res’earchers have explored its applications in the
results show that the above linearization method can achieve 4- design’ of unmanned aerial vehicle flight control systems
channel decoupling, and the designed control system meets the such as backstepping control, sliding mode control etc’

requirements of flight control performance. . 1
4 & P However, backstepping control [6] and sliding mode control

Keywords—Nonlinear systems, linearization, differential [ suffer from differential expansion and chattering

geometry theory, sliding mode control, control system problems,' Wh_iCh can be effec.tively im.pr.oved by
incorporating integral filters and integral sliding mode

control. In recent years, some methods based on intelligent
control [8] have also made progress in theoretical research,

In recent years, UAVs have received widespread  but they are rarely used in the design and application of
attention due to their small size, low cost, high  unmanned aerial vehicle flight control systems. The reason is
maneuverability, and wide adaptability to various scenarios. that intelligent control methods have complex algorithms,
The flight control system [1] of a UAV is the center of the large computational load, and long execution time of
UAV, ensuring the completion of tasks and safe flight. It is  onboard computers, which cannot guarantee the timeliness of
also one of the key technologies in the development of  control systems.
UAVs. The dynamic model of UAVs has complex
nonlinearity, time-varying parameters, and strong channel
coupling, which poses a serious challenge to the design of
flight control systems.

I. INTRODUCTION

In summary, the linearization process of the model must
be precise enough, and its dynamic process should be
reflected in the controlled model. The control law should
have strong robustness to time-varying system parameters

To design flight control systems, researchers generally  and external disturbances, and should not be too complex,
used the theory of small disturbance [2] linearization to  increasing the computational workload of onboard computers.
linearize the dynamics model of unmanned aerial vehicles in Therefore, this article adopts differential geometry theory to
the early stages. When the system deviates from the  linearize and decouple the dynamics model of unmanned
equilibrium point, the system characteristics often no longer  aerial vehicles, obtaining four independent linear time
follow a linear variation relationship, and the linearized  invariant systems. The sliding mode control method is
model is only an approximation, which will cause significant  applied to complete the design of control laws for each
model errors and cannot meet the performance requirements channel. The control effectiveness of the control method was
of unmanned aerial vehicle flight [3]. The control system analyzed by comparing simulation results, and the
designed based on this linearization method is also difficult  effectiveness of the proposed control framework was verified.
to achieve good control effects.

In terms of control system design, the PID design method II. UAV DYNAMICS MODEL
[4] based on the clgssic propgrtional integral derivative The quadrotor helicopter is assumed to be a rigid body,
controller has been widely used in the early days. However,  haying 6 degrees of freedom and subject to external efforts.

with  the ~ continuous improvement of UAV ~control  The model includes kinematics and dynamic equations. The

performance indicators, this method shows the following  gynamic equation of the UAV can be established as follows:
shortcomings: because PD parameters are designed based on

the fixed controlled object, when there are time-varying
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X= [u1 (cos ¢psinBcosy +sin ¢psin \y)] / m;

7 =[u,(cos ¢sin Osin y —sin pcos )]/ m;

Z =[u, cos pcosO—mg|/ m;

§=[tw, +0u(1,-1)]/1; M

O=[luy+ ¢y (1. —1,)]/1,;
={u,+90(1,-1,)/ 1.,

In the formula, x, y, z represent the position of the center
of mass of the UAV in the east north up inertial coordinate
system; ¢, 6, y represent the roll, pitching, and yaw angle; I,
1,, I.represent the rotation inertia corresponding to the 3 axis
of UAV. [ represents the length from the center of the
propeller to the origin of the body coordinate system; m
represents the mass of the UAV. ui, w2, u3, us represent
vertical, rolling, pitch and yaw motion control quantities; g is
gravity acceleration.

Equation (1) can be rewritten as an affine nonlinear
system:

{9? = f(0) + Ei1 9 (0w

Y = [hl(x)' h2(x)' h3(x)1 h4—(x)]T = [X, y' Z' lp]T
Where

X= [X, V.2, X, y,Z', d)l 6, IIJ! d)l 911]-" Cr Z]T = [xlr rx14]r;'

u= [ﬁlv Uy, Us, u4—]T;

2

X4
Xs
X6
Cx;SxgCxq + Sx7S5xq
m
Cx;SxgSxg — Sx7Cxq

X13

m X13
Cx,Cxg
f(x) = wa -9

X10

X11

X12
k1X11%12
kox0%2
k3x10%14

. — 013 1f.
’ gl(x)_ 1)( ]J

X14
0

010x1]
; 93(x) = | ks
02y |
I, —1 I, -1 I, —1
Yl Z;k2=zl X;k3=X Y;
X Y

ky =1/lx; ks =1/ly; ke = 1/15.

091
G2(x) = | k4

04x1

ky =

III. CONTROL LAW BASED ON FEEDBACK LINEARIZATION

The most natural approach for nonlinear systems is to
linearize them, as there are abundant theories and
mathematical tools available regarding linear systems. The
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classic linearization method is to make first-order linear
approximations using Taylor expansion [9]. Although this
method is simple and practical, its applicability is small, and
the error increases with the increase of the action interval,
always just an approximation. Feedback linearization method
[10] is a set of precise linearization theories, which is a
method based on differential geometry theory. If all input
variables and all state variables can be linearized within the
framework of feedback linearization, then the system is said
to be able to achieve full state linearization; otherwise, it is
considered partial state linearization. Its implementation
methods mainly include coordinate transformation and state
feedback. Therefore, feedback linearization methods may
achieve full state or partial state linearization of the complete
model, which provides ideas for solving problems.

A. The basic principle of feedback linearization
For the following affine nonlinear systems:

X =1+ X", 9:(0)u;

; 3)
i= h](X),] = 1,2,"',m.

If 3x € U and a series of non-negative integers
(1,2,
met:

»Tm), such that the following two conditions are

(1) Vx€U,1<i,j<mand 0<k<r-1,

ngL’f‘hi(x) =0 4)
(2) Vx €U, Falb-Wolovich [11] matrix
Ly, L "hy (%) Ly, L 'hy(x)
rx) = | Loy ha(®) Ly, L7 hy(x) 5)

Lo, Lf' "hn(@) 7 Ly, LI My (x)
oh(x)

axT

mxXm

is non-singular. L h(x) = g(x), represents the Lie

derivative symbol.

So it is said that system (3) has relative orders ri, 72, 7m.
Consider the total relative order r = )’ | r;. If r< n, (wWhere
n is the system state dimension), the system can only be
partially linearized and there exists a zero dynamic part. If 7=
n, then when the system satisfies:

9y G Qg G,

: ; is
adfgml ad;‘glﬁ ] ad;gm}
non- singular, where 0 < i <n — 1;

a) Span Aizspan{

b) diml,_; =n,

distribution.

c) A 0si=n—=2 o jnvolutive

_ 99 of
(Where, adeg =35f — 579 Involutive
distribution refers to the fact that the rank sum of
each component of the distribution itself is always
equal to the rank of any two of its parentheses.)

When these three conditions are met, the system can be
fully linearized.

For nonlinear systems the feedback

linearization formula (4), obtain:

Lg}.Llfhi(x) =0,i=123.j=1234k=0,1.2
Ly ha(x) =0, = 1,2,3,4

@),

using

(6)
(7
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And the Falb-Wolovich matrix
Ly, L?hy (x) Lg, L3Ry (x)
F(X) = LglLI%hZ (X) Lg4L]?:h2(.X)

Lg,Lhy(x) Lg,Lehy(x) i

COSX7 COSXSINXg+Sinx,; Sinxg

kx5 (—cosxqgsiny; sinxg+cosx,sinxy)

10 0
_lo 1 0
A=lo 0 1
0 0 0
01
5= o

According to feedback linearization theory, the nonlinear

k5x13C05x,C0SXgcosXg  kgxy3(cosxqsinx,; —cosx;sinxgsinx,)

m
—C0SXgSINX;+C0SX7SINXgSINXg

m

kyxy5(—cosx;cosxe—sinx;sinxgsiny,)

m
Ks5X13C08X;C0SXgSINXg

m
kgxy3(cosx;c08xg SiNXg+SiNx, Sinxy)

m m

COSX5COSXg _ k4Xq3C08XgSinxy
m m
0 0
__ kykskexizcos(xy)
7o) | = “eketeriseostty ©)
Lo, Lihi(x) #0,i=1,23 j=1234 (10)
Lo Lrhy(x) #0.j = 1,2,3,4. (11)

When x;3 # 0,x; # 0, [I'(x)| #0.

So, the relative order of system (2) is 7= 1= r3=4; r4=2.
The total relative order r = ¥, r, = 14 = n. At the same
time, it has been verified that the system (2) satisfies the
three conditions mentioned earlier, so the system can be fully
state feedback linearized.

Using Differential Coordinate

Transformation

Homemorphism for

2= |h G, Lehy (O, o+, 1y (), By G, L 0] (12)

The original affine nonlinear system (2) is transformed
into:

(13)

{Z = Aoz+ B()V
€=an
Where
[04x1 A1 Oax10
A = O4xs A1 Ouxe
0 Ogxo Ay Oyx2
-02><6 02><6 A2 14x14
(0351 03x1  O3x2)
1 0 01x2
O3x1 O3x1 O3y
0 1 0
B, = 1x2
0 7 0ax1 O3x3 0342
01x2 1 0
0 0 01><2
L0 e 1,
1 01><6 01><7
C. = 014 1 01x9
0 O1xs 1 Oy4s
L0112 1 0 Jyia
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m m (8)
ksXxq3C08X58inxg
—_ 0
m
0 kﬁ
relationship between the control law of the original system (2)
and the system (13) can be obtained:
U=Tx)""(=bx)+V) (14)
Where
T
b(x) = [LEhy (), LEhy (@), L ha (), L2 ()]
B. Controller design
Based on feedback linearization, four independent
channels are obtained. According to the control performance
requirements of each channel, sliding mode control method
is used to design controllers for four channels.
Specifically, for second-order systems:
¥=v+d(t) (15)
Among them, d(f) is the external interference and
satisfies |d(f)|< D. Error e= x4 - x. Design sliding mode
function:
s=ce+te (16)
Taking sliding mode control law:
v =2y + cié 4+ nysgn(s) (17)
Among them, sgn (.) is a sign function. The following
constructs Lyapunov function to prove stability:
1
V= 3 s2>0 (18)

Seeking differentiation, obtaining:

V=ss=s(cée+x;,—v—d(®))=—nls| —sd(@) (19)

When 51> D, V < 0 satisfies the stability condition.
For the system:

x@® = v +d()

(20)
Design sliding mode function:
s=ae+bye+c,é+e® (21)
Taking sliding mode control law:
v =x 4 c,e® + by& + a,é + nysgn(s) (22)

When 7> |d(#)|, the stability condition is met.
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Fig.1 The overall closed loop system

Finally, the closed loop system with the combined
controller-observer-estimator is represented in figure (1).

IV. SIMULATION AND RESULTS

Simulation is carried out using the following quadrotor
parameters: = 2.3x10%kgm?, L= 2.4x10%kg-m?
L=2.6x10"kg-m%, m= 0.625kg, /= 0.1275m, and g= 9.8m/s.
The initial state variable of the UAV is x=04x1, the expected
state variable is x;~(50, 50, 50, n/6) and the simulation time
is set to 50 s. And the sliding mode control is divided into
two stages, the first stage (0-11s) is the approximation stage,
and the second stage (11-50s) is the oscillation stage.
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V. CONCLUSION

Using differential geometry theory to linearize and
decouple the dynamics model of unmanned aerial vehicles,
three independent linear time invariant fourth-order systems
and one independent linear time invariant second-order
system were obtained. Sliding mode control method was
applied to complete the design of control laws for each
channel. The control effectiveness of the control method was
analyzed by comparing simulation results, and the
effectiveness of the proposed control framework was
verified.
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Abstract—This paper is devoted to the problem of
controlling a group of quadrotors while pointing at a
maneuvering target. When solving the problem, the method of
proportional guidance in 3D of the leader quadrotor was used.
The other quadrotors of the group are guided to the target
based on information about the trajectory of the leader's
movement to the target. A consensus algorithm/protocol is
used to implement the group pointing algorithm.

Keywords — quadrotor grouping; proportional pointing;
consensus; formation control

1. INTRODUCTION

The rapid development of unmanned aerial vehicle
(UAV) technologies and control algorithms contributes to
the expansion of their application areas. One of the current
trends is the increasing autonomy of UAVs. UAVs that do
not require human control and are capable of generating
control signals based on information about the surrounding
reality are being used for more and more tasks. Another trend
is the use of groups of autonomous UAVs, including
quadrotors. The increasing complexity of control
implementation due to the need for coordinated behavior of
vehicles (agents) is compensated by the efficiency of solving
the tasks. The process of bringing a group of autonomous
UAVs to a moving target point, when the trajectory of the
agents is unknown in advance and determined by the
movement of the target, is difficult from a scientific and
technical point of view. Successful solution of such a
problem can be useful when realizing the landing of a group
of quadrotors on a moving platform, when delivering cargo
and when escorting any objects.

The purpose of this paper is to develop an algorithm for
pointing a group of quadrotors at a moving target.

The paper considers the situation when only one or
several UAVs (leaders) have active targeting means, and the
others are guided by receiving information about the leader's
trajectory and moving along this trajectory, maintaining
some predetermined configuration, possibly variable in time
(swarm).

To solve such a problem, we need to consider and solve the
following subproblems: control algorithm for an individual
UAYV, control algorithm for a group of UAVs (multi-agent
control), and targeting algorithm for a leader UAV.

The work was carried out at the BSTU Voenmeh with the financial support
of the Ministry of Science and Higher Education of the Russian Federation
(project No. FZWF-2024-0002).
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II.  ALGORITHM DEVELOPMENT

A. Leader guidance algorithm

To mathematically describe the problem of pointing a
single UAV in three-dimensional space, this paper uses a
5th order kinematic model [1]:

R =-V cos, cosg,,,

Zy =VEsin6’M ,

A Z—VECOSQM sing,, ,
. a, V . vV . 1
G IV-‘:-ECOSHM sin’ ¢, tan 6, +Es1n6’M cos g, , (1)
a, ' .
m=——————=sin6,, sing, cosd, tanf +
V cos 6,
+—————sin” 6, sing, +\Lcos9 sin ¢,
Rcos 6, M "R M M

where V. — UAV velocity vector, R — distance from the
UAV to the target along the line of sight, 9,_ u ¢L — angles

of inclination of the line of sight in the vertical and
horizontal planes, respectively, 0 — angle between the

UAV velocity and the line of sight, 6}, u @, — angles of
deviation of the velocity vector from the line of sight in two

perpendicular planes, ﬂy, /12 — components of the rotation

velocity of the line of sight; a,, a, — accelerations of the

UAV in the velocity coordinate system, acting as control
signals. Figure 1 shows the coordinate systems.

The basic PPN pure proportional pointing law [2] for
pointing in 3D is of the form [1]:

a, = —NV/?Ly sin@,, sing,, + NV 4, cosé,,,

: 2
a,=—NV 4, cosg,,

where N - navigation constant.
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A

X;

Figure 1 — Coordinate systems

In the present work, we propose to use a modified version of
the guidance law [3]:
N

a, =—(+——"—

cos 6, cos g,
N .
—— 82—\ 1, cos6,,
cos 6, cos g,

W A4, sin 6, sing, +

+ (1+

2

N )
o WA, cosdy,,

cos b, cos @,

where N - navigation constant.

In [4], for system (1)-(3), an estimate of the time to reach the
goal is obtained:
sin® o

iR
e
V| 22N-1)

where the angle © is defined as cos o = cos 6, cos @, .

ty, (D = 3)

B. Quadrotor control algorithm

We consider a model of a quadrotor in the NED
coordinate system [5], shown in Figure 2. The equations of
motion of the quadrotor in the SE (3) space have the form

[6]:
X=V,
mv =mge, — fRe,,
R=RQ,
IQ+QxIQ=M,

where X € R” - position vector, R € SO(3) - directional

®)

. . 3 ..
cosine matrix, {2 € R” - angular velocities, M - UAV mass,

J € R¥* _ inertia matrix, f € R - thrust force, M € R*-

vector of control moments. The aerodynamic resistance of
propellers and the UAV body [7-8] is not taken into
account.
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Figure 2 — Quadrotor model
To control the motion of the UAV (5) along the given
trajectory X, (1) € R? the geometric control algorithm from

[6] is used:
f=(ke, +ke, +ksat, (e)+mge, —mx, )-Re,,
M :A_kReR —kqe, + | ©
+(R'R.Q,) R'RQ +R'RQ,,

where e, =X-X,, & =V—X,, & =[\e () +ce (r)dr,

\

1 v
6, = —(RCTR _R’ Rc) , &, =Q-R'RQ, are the error
2
equations.

C. Multi-agent control based on consensus algorithm
A graph G can be represented as a pair (V, E), where

V =1,2,...,n —is the set of nodes of the graph and E eV xV

— is the set of its edges. Moreover, each edge shows how a
pair of different nodes are connected to each other. For

example, edge (i, j) may indicate the ability of a node to
receive information from node i . Let graph G contain n
nodes. The adjacency matrix A= [ai i ] eR™™ is defined as:
a; =0, a;=1 if (vj,
leader-follower problems [9], the adjacency matrix is formed
as: A= [aij J e R""™"N*' "where the leader is N+ 1nodes. In

vi)e E, otherwise a;=0. In

this case, row N+1is zero, because the leader does not
receive information from other nodes, and in column
N+ 1units stand only in those rows whose nodes receive
information from the leader. An example of an information
oriented graph is shown in Figure 3. Here, nodes 1-4
correspond to follower agents, and node 5 is the leader.

Let & € R’ contain information about the position of the
i -th agent. For agents with first-order dynamics in the
the

leader's trajectory tracking problem & eR’

fundamental consensus algorithm [9]:
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Ui =p jznllaij [951 _7(§i _éj):|
"‘,[7oai(n+1)|:ér _7/(§i _ér)]a i=L...,n,

where p, >0, p, >0,y >0 are the coefficients of the
algorithm. Consensus is reached asymptotically among all

agents if for any & (0) it is true that "r.f, ®-3; (t)" —0, is

true for all i# j at t — oo. To solve the formation control

)

problem of the agents, we introduce given offsets J; (t) of the
position of the i -th agent from the given leader trajectory
E'(t). Then the motion trajectories of agents & (t) in (7)
are replaced by:

17,0 =& O —-6). ®)

Figure 3 — Information graph

D. Algorithm for controlling a group of quadrotors

For targeting a group of quadrotors, the paper proposes a
multi-agent control approach in the form of leader-follower
formation control. The leader points to the target
independently using the pointing algorithm (1), (3) and
transmits information about its trajectory to all or part of the
followers according to some known information graph.
Initially, quadrotors have some position relative to the

leader determined by offsets 50i ,i=1...,n

The final position of each quadrotor at the moment of hitting

the target O is also specified. The current from the leader's

trajectory required for the consensus algorithm (7)-(8) can be

computed using expression (4) for the time to reach the goal:
o,(t)=95, + 15,

e 13 () )
to (D) +t

Then expressions (7)-(8) are used to calculate the errors
e, (t), &,(t) in the control law of the single quadrotor.

III. MODELING

To confirm the performance of the developed control
algorithm, modeling was carried out in MATLAB/Simulink
environment.

The task of pointing five quadrotors, a leader and four
followers, was considered. The information graph is shown
in Figure 3. Initial positions: leader [0; 0; 500] m; followers
at x coordinate [240, -197, 470, -426] m, at y coordinate
[1165, 404, 1550, 12] m, at z coordinate [725, 725, 500, 500]
m. Initial velocities 10 m/s.

The formation of followers relative to the leader at the
targeting endpoint: J;,= [0; 1; 0.5] m, J;,= [0; -1; 0.5] m,

0¢,=1[0;2; 0]l m, 6,,=[0;-2; 0] m.

Leader speed at homing is 30 m/s. Navigation constant
N_=3.5.

Initial target position: [500; 0; 0]. Target velocity 20 m/s,
target acceleration 0.5 M/ s” - circular motion.

Coefficients of the
p, =100, p, =50, 7 =1.

consensus algorithm:

The results of the calculations are shown in Figures 4-5.

L
' ——— Lider UAV
TRE0T Target
\ AV 1
1200 r \ iy
N\ =
1000 r N UAV 4
E sgootf
>
600
400 -]
200
— . i | |
-500 0 500 1000
X (m)
Figure 4 — Pointing results in the X-Y plane
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Target
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Figure 5 — 3D pointing results
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IV. CONCLUSION

In this paper, an algorithm for guiding a group of

quadrotors to a target based on the leader proportional
guidance method in 3D and a consensus algorithm for
formation control has been developed. Computer simulation
of the obtained algorithm has shown the effectiveness of the
proposed approach when the target is maneuvering.
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Abstract — This paper develops a fault-tolerant attitude
control system for small spacecraft. It is based on the
reconfiguration of the software. The solution of the problem is
divided into two tasks. The first one is sensor fault detection
using the predicted measurements. The second task is design of
the fault-tolerant feedback controller. It is also necessary to
design attitude control.

Keywords — small spacecraft, angular motion, control
system, fault tolerance, fault detection, attitude determination.

I. INTRODUCTION

More and more small spacecraft are being launched these
days. They solve many fundamental and applied problems.
Often, to solve these problems, it is necessary to know and
provide the required attitude of the spacecraft.

An important problem of attitude control system (ACS)
design is its possible faults. The presence of a fault usually
leads to mission failure. This problem is most relevant for
small spacecraft with on-board commercial off-the-shelf
(COTS) electronics. Usually, COTS electronics do not
undergo the full set of ground tests. This is especially true for
radiation resistance. Therefore, design of a fault-tolerant
control system is a relevant problem.

The design of fault-tolerant control systems includes
hardware, information, and software redundancy. Usually,
hardware redundancy is used. However, it increases the mass
and dimensions. Thus, this approach is not applicable to
small spacecraft. Therefore, the development of special
software can significantly improve the fault tolerance of the
control systems.

This paper proposes an approach of fault detection using
predicted measurements. The prediction is calculated by the
adaptive on-board motion models. This approach increases
computational costs. At the same time, it prevents the use of
unreliable measurements.

Design of fault-tolerant ACS divided into two tasks:

e The first task is the spacecraft attitude determination
when one or several sensors fail;

This work was supported by the Russian Science Foundation (# 23-67-
10007), https://rsct.ru/project/23-67-10007/
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e The second task is the synthesis of the attitude control
program in case of actuator faults.

For the first task, we assume that the small spacecraft
receives information from magnetometers, angular rate
sensors (ARS), sun sensors (SS), and a GNSS receiver.
Attitude determination is based on various algorithms, e.g.
one-time measurements algorithms [1-14] and Kalman filter
[15-23]. This paper describes a technique for selecting an
algorithm. The selection depends on the availability of
measurements.

For the second task, we use an approach based on the
representation of the control program as a Fourier series [24,
25]. The search of Fourier series coefficients is provided by
the differential evolution algorithm [26]. This approach
allows redistribution of the remaining resources from faulty
actuators to faultless ones.

II. SENSOR FAULT DETECTION

A. Mathematical models of small spacecraft motion

A center of mass motion in an Earth-centered inertial
(ECI) coordinate frame has the following view:

(M

pois
gravitational standard parameter; f;,,f, are gravitational and
aerodynamic accelerations, respectively.

The kinematic equations of spacecraft angular motion are
described as [27]:

r:—r—3r+fJ2 +fA,

where r is radius-vector of small spacecraft;

1
=—Qq, 2

5 @)
where © =0"° +©°® is the absolute angular velocity;

0% = (@,0}, 0}

q
b

)T is the spacecraft angular velocity

T
relative to the orbital coordinate frame; @°® = (0, [i,Oj
r

is the orbital angular velocity relative to ECI;
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0 —03?(0 —cot)),o —o)tz’ﬂ
0)20 0 o)tz)o —oo?,o
Q= b b b is the skew-symmetric
coyo -0 0 oy
mgo 03?,0 —oo?(o 0 J
matrix.

Euler’s dynamic equation has the following form:

Io’)+(x)><Im=Ta+Tg+U, 3)

where I=diag(ly,ly,l,) is the tensor of inertia;

(oz(wx,coy,oaz)T is the absolute angular velocity of a
spacecraft; T, =p Cp S[debNVb‘ is the aerodynamic

3 . o
torque; T, = —?(nb X Inb) is the gravitational torque;
r

U:(ux,uy,uz)T is the control; nb is the local vertical in
the body coordinate system (BCS); p is the density; Cp is
the drag coefficient; S is the reference area; d is the center

of pressure; V b is the upstream velocity.

B. Mathematical models of measurements

The generalized model of vector sensors (magnetometer,
sun sensors, etc.) can be written in the following form:

C, (1) = Vieas (1) =R®)Voy () + Wy (0,.1), (@)

where R(t) is rotation matrix from the orbital coordinate
system (OCS) into BCS; v (t) is the vector sensors in the
OCS calculated in accordance with the given model (Sun
model, Earth’s magnetic field model, etc.); w, (GV,’[) is a

noise of measurements; c,, is the standard deviation.

The angular velocity measurement model has the
following form:

Cy(t) =0,y (t)=a(t)+w,(c,.t), (5)

where w,, (c,,t) is the noise of measurements; o, is the

standard deviation.

C. Technique of fault detection of a sensor

The technique of fault detection of a sensor includes the
following stages:

1) We identified the small spacecraft parameters. We
did this by processing measurements from the previous flight
stage [28, 29]. This stage is used for small spacecraft with
variable mass-inertia characteristics.

2) Prediction of the center of mass motion parameters
(Eq. (1)) and angular motion parameters (Eq. (2) and Eq. (3))
at the required time.

3) The measurement vector (further, vector of

measurement model) is calculated in OBC.

4) The vector of the measurement model is translated
from OCS into BCS in accordance with Eq. (4). The ARS
vector of the measurement model is calculated by Egs. (2),

(3) and (5). In further, the vector of the measurement model
in BCS is the calculated measurement.

5) Assessment of difference (6) between the calculated
and measured values. Measurements are used in the control
loop if & < &y, . Otherwise, the measurements are not use

and the attitude determination algorithm is reconfigured.

The value of §);,, is defined for each measurement type

with a given noise. Noise is defined by ground tests (ground
calibration) or during flight missions. Otherwise, nominal
values are used.

III. DESIGN OF THE FAULT TOLERANCE FEEDBACK
CONTROLLER

The problem of on-board attitude determination is solved
by a set of algorithms. They are based on both one-time
measurements [1-14] and the Kalman filter [15-23].

Selection of the attitude determination algorithm is
performed in accordance with stage 5. Solving the problem
of attitude determination requires two steps. This is true for
normal spacecraft operation [18]. In the first step, the
QUEST algorithm wuses the measurements of the
magnetometer and SS. The termination criteria is the
normalized quaternion. The normalized quaternion is also the
initial information for the Kalman filter. The Kalman filter
uses magnetometer and ARS measurements.

In the case of an ARS fault, the algorithm is similar to a
normal operation. However, the Kalman filter uses only
magnetometer measurements.

In the case of an SS fault, the QUEST algorithm uses the
magnetometer’s measurements. It also uses information
about the navigation spacecraft geometric visibility.
Furthermore, the algorithm performs according to the normal
operation.

In the case of a magnetometer fault, the QUEST
algorithm uses SS measurements. It also uses information
about the navigation spacecraft’s geometric visibility. The
Kalman filter performs only by ARS measurements.

In the case of magnetometer and ARS faults, the attitude
determination problem is solved until the GNSS receiver is
operated. Continuous operation of the GNSS receiver is not
considered. In this case, algorithms are applied that use
information about the navigation spacecraft geometric
visibility [30].

We solve the attitude determination problem by
processing the sampled measurements. We perform this if
there is at least one operating vector sensor [31, 32].

IV. DESIGN OF THE FAULT-TOLERANCE ATTITUDE
CONTROL SYSTEM

The numerical approach [24, 25] is used to solve the
problem of terminal control in the case of a fault of one or
two actuators. The differential evolution algorithm is used in
this approach [26].

The problem of terminal control is described as follows:
it is necessary to reorient the spacecraft from its initial state:

qtp) =99, o)) =0, (6a)
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to the desired ones:

q(tK) =g (’o(tK) = (6b)

for fixed time interval t, .

The reorientation problem with a faulted actuator is
solved with the following structure (for each operating

actuators):
8
Z A, cos(27tnt +0, J,
n=1 T

u(t)=22,
where Ay, A,,0,, are searched parameters.

2

()

The differential evolution algorithm [26] was used to
search for 34 coefficients Ay, A,0,, (in the case of fault of

one actuator) or 17 coefficients Ay, A,,0, (in the case of
fault of two actuators).

The task of searching the coefficients Ay, A,,0, is

reduced to the task of minimizing the following goal
functions:

f (b,t; ) = arccos [%(trace(RT (aq(te))R(qts ))) —1)} +
+tf |0)d —(J)(tf)|,

where b=(A0,An,6n)T is the vector of the estimated

parameters; RT (q(tf)) is the transition matrix from OCS to

BCS (Eq. (6b)); R(q(tf)) is the transition matrix from OCS
to BCS calculated from the current normalized quaternion.

CONCLUSION

This paper proposes an approach to designing a fault-
tolerant ACS for small spacecraft. The approach is based on
the reconfiguration of on-board software. We propose a
technique for sensor fault determination, which uses adaptive
on-board motion models for prediction. The proposed
technique prevents analytical redundancy of measurements.
In other words, we may not implement on-board observers. It
should be noted that the problem of observer synthesis has
not been solved in the general case.

The fault tolerance of the feedback controller is provided
by the reconfiguration of the algorithm depending on the
available measurements. The fault tolerance of the control is
provided by the representation of the control structure as the
even Fourier series. Then, the problem is reduced to
searching the Fourier series coefficients. This approach
allows redistribution of control from faulty actuators to the
operative ones.
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Abstract—This paper investigates stabilization of a nanosat-
ellite planar angular motion by a deflectable tail. We use the
control-Lyapunov function to synthesize the control law. The
control law is applied to CubeSat-3U with various tail.
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[. INTRODUCTION

Very low Earth orbits (VLEO) allow us to obtain new sci-
entific data. It is about the Earth’s atmosphere and surface.
VLEO has not been sufficiency studied enough due to the
short lifetime of a spacecraft. VLEO has advantages. It has a
higher resolution for remote sensing. It also has a lower prob-
ability of collision with space debris. Finally, it has simpler
and faster deorbiting [1]. However, a spacecraft at VLEO fac-
es higher drag. It has significant effects on the angular motion
and life span of the spacecraft [1].

The analysis [2] of a space mission showed that the launch
of a small spacecraft in VLEO is preferable. However, a small
spacecraft experiences significant effects from aerodynamic
and gravitational forces. They affect its angular motion [3].

Usually, the investigation of the angular motion is provid-
ed for a small spacecraft with fixed geometry. Therefore, lay-
out gets special attention during design. This is to ensure pas-
sive stabilization [4-6].

Recently, researchers have begun to study active acrodynam-
ic stabilization. One of the proposed methods is the rotating tail
[7-9]. In [10], the deflectable tail was considered in the stabiliza-
tion and reorientation problems. However, in [10], the control
program used for the problem solution. It did not have feedback.

In this paper, the control law is derived based on the con-
trol-Lyapunov function. It was applied to nanosatellite with
various tails (Fig. 1) in stabilization problem. The tails are
100x100 mm (type 1), 200x100 mm (type 2), and 300x100

mm (type 3).

This work was supported by the Russian Science Foundation (# 23-72-
30002), https://rscf.ru/project/23-72-30002/
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Fig. 1. Nanosatellite with the tail: (a) type 1; (b) type 2 and (c) type 3

II. PROBLEM FORMULATION

A. Nanosatellite dynamics
The motion of a nanosatellite in a plane is described by the
following system of equations [3]:
a=o, @)
&=1."[T,(..8)+k,sin(2a)], )
where o is the angle of attack; T, is the aerodynamic torque;

ke 1s the gravitational torque coefficient; /; is the transverse
moment of inertia.

The aerodynamic torque 7, has the following view:

T =C, (a,S)qureflwf, 3)

where C: is the pitching moment coefficient; g is the velocity
head; S, is the reference area; /..is the reference length.

The gravitational torque coefficient describes as:
k, =15(1.-1)0’,, 4

where /; is the longitudinal moment of inertia; o, is the or-
bital angular velocity.

B. Attitude control and its stability

The problem is described as follows: it is necessary to syn-
thesize the control law of a nanosatellite motion stabilization.
The controller is the tail. Stability analysis is provided by the
direct Lyapunov method [11]. According to this method, the
following conditions must be met [11]:
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1. Lyapunov-candidate-function /" must be globally positive
definite except for the equilibrium point;

2. Lyapunov-candidate-function /" must be constantly de-
creasing (or V' < 0), except for the equilibrium point.

Let us define the Lyapunov-candidate-function as follows:

V=051 (0-0,) +K(a-a,) |, )

where a4, @g are desired angle of attack angular velocity, re-
spectively; K is the positive constant.

Thus, Eq. (5) is the globally positive definite. The deriva-
tive of Eq. (5) has the following view:

V=10®+Kaa. (6)

Here ® =w—-o, and & = o —o,,. Substituting Eq. (1) and Eq.
(2) into Eq. (6) we obtain:

V=&[T,+k,sin(26)+Ka | (7

To satisfy the second condition, we require that the aero-
dynamic torque changes in accordance with relation:

T, =—k, sin(2a)-K,6—-K,® ®)
where K, K,, are positive constants.

Substituting Eq. (8) into Eq. (7), we obtain the following
relation:

V=&[-K,a-K,od+Ka] 9)
We suppose that K, = K. Then:
V=-K&. (10)

Thus, Egs. (6) and (10) guarantee the stable motion of a
nanosatellite during its stabilization.

The coefficients K, and K,, is searched by the differential
evolution algorithm [12]. The goal function has the following
view:

®(8) = K, |T, ~k, sin (2a)[+ £, (11)

where K7, is the weight coefficient; f'is the penalty function:

re 0, V(t)<0
1oty v(5)>0
t, =t,+ih,

where ¢, € [0; T ] is the current time; % is the step; 7T is the
modelling time.

The aerodynamic torque 7, is controlled by changing of
the pitching coefficient moment C,. Let us rewrite Eq. (8) in
accordance with Eq. (3):

k, 5in(26)-K,a- K&

qoc S ref lre_/'
The use of control law (12) is incorrect. This is because
the pitching moment coefficient can change in the range of

Ci*" € (—o0; +00). In return, a nanosatellite has specific val-

cre = (12)

ues of the pitching moment coefficient C,. Deriving the con-
trol law (12) through the deflection angle § is very difficult.
This is because the pitching moment coefficient C, depends on
angle of attack o and deflection angle o. Therefore, we must
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restrict the required pitching moment coefficient C* . The

pitching coefficient moment C, is restricted by the brute force
method (Fig. 2). The meaning of the brute force method is as
follows:

1. The required pitching moment coefficient C* is defined
in accordance with Eq. (12);

2. We calculate the possible pitching moment coefficients for
the current angle of attack o(t). They are in the range of
de [O"; 180"] with a resolution 0.01°;

3. We select the pitching moment coefficient C.. We do this
based on the minimum of subtraction of the required and
available coefficients.

afr)

afr)
K
L

Pt

Required pitching moment coefficient (™

N Cin
AC, = C {'H min|AC_ ) |—<

aif)

8, Array of the pitching moment coefficients ©

Fig. 2. Restriction scheme of pitching moment coefficient C,

C. Nanosatellite aerodynamics

It is necessary to determine the aerodynamic characteris-
tics of the nanosatellite for motion stabilization. The aerody-
namic characteristics were calculated by the direct simulation
Monte Carlo method [13]. The parameters of the considered
nanosatellite are given in Table L.

TABLE 1. NANOSATELLITE CHARACTERISTICS
Characteristics Value

Longitudinal moment of inertia I;, kg m? 0.014
Transverse moment of inertia 7, kg m? 0.072
Reference length /,.; M 0.3
Reference area S,.; M 0.01
Tail length /,,;, m [0.1;0.2;0.3]
Minimum angle of tail deflection &, ° 0
Maximum angle of tail deflection &y, ° 180

The aerodynamic characteristics of the nanosatellite were
calculated for flight altitude H = 300 km and date of
18.07.2023. The average daily chemical composition at this
altitude and date is given in Table II [14].

TABLE II. ATMOSPHERE COMPOSITION

Species Mole fraction y, %
Molecular nitrogen N, 23.67
Molecular oxygen O, 0.685
Atomic nitrogen N 1.633
Atomic oxygen O 73.41
Helium He 0.591
Hydrogen H 0.006
Argon Ar 0.001
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Gas-surface interaction is described in accordance with the
Cercignani-Lampis-Lord model [15-17]. The accommodation
coefficients were taken equal to o, = 6= 0.9. The number of
simulated particles was Ny = 3-108. The aerodynamic charac-
teristics of the NS were obtained for the range of angles of
attack a € [-90; 90]° with a resolution of 10° and tail deflection
angles 0 € [0; 180]° with a resolution of 15°.

Dependencies of the pitching coefficient moment C; on the
angle of attack and deflection angle are given in Figs. 3-5. The
highest value of the pitching moment coefficient is achieved at
the deflection angle & = 135°. It is worth noting, that tail type 3
has positive values of the pitching moment coefficient (i.e. the

motion is unstable) for the range of & € [—45"; 45°J .

(1 —
%165

0
90 <80 <70 60 50 40 30 -20 -10 O

0 20 N 40 S & T B W

Fig. 3. Dependence of the pitching coefficient moment on the angle of
attack and deflection angle for tail type 1

o r s
165 £ T

150 5 \ L

0
90 .80 270 .60 -50 40 -300 20 -0 O 10 20 M 40 50 60 7O RO 90

Fig. 4. Dependence of the pitching coefficient moment on the angle of
attack and deflection angle for the type 2

0
90 80 -TO 60 -50 40 30 .20 .10 O

o, ®

0 2 30 40 30 60 70O B0 90

Fig. 5. Dependence of the pitching coefficient moment on the angle of
attack and deflection angle for tail type 3

The pitching moment coefficients are then interpolated by
bicubic polynomials [18]:

CT(OL,S):ZS:Zs:ai’jaiSj,

i=0 j=0

(13)

where a;; are polynomial coefficients.
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III. RESULTS

The boundary conditions are given in Table III.

TABLE III. BOUNDARY CONDITIONS
Initial conditions Boundary conditions
Angular Angular
Angle of - Angle of h
attack a, ° Velof/';y o attack a, © velog;;y o
20 0.5 0 0

The results of the problem solution are given in Fig. 6 and
Fig. 7. The coefficient values of K, u K, are presented in
Table IV.

TABLE IV. RESULTS OF THE PROBLEM SOLUTION
. Coefficients
Tail type Ka Ko
Type 1 5.243-10"* 0.158
Type 2 2.016:10° 0.0182
Type 3 3.858:10° 0.0263

As shown in Fig. 6, tail type 1 cannot solve the stabiliza-
tion problem because it has insufficient aerodynamic torque.
On the other hand, tails type 2 and type 3 have sufficient aero-
dynamic torque. The stabilization time is 6764 and 5427 s for
tails type 2 and type 3, respectively.

50

—Tail type 1
45 —Tailtype 2.}
—Tail type 3

0 1 2 3 4 5 6
Lh

Fig. 6. Dependence of the angle of attack on time

The Lyapunov-candidate-function has constantly decreas-
ing behavior (Fig. 7). In this regard, we can conclude that the
control is globally asymptotically stable.

6
6% 1y 7
—Tail type |
== Tail type 2
5 —Tail type 3.

0 1 2 3 4 5 6

Fig. 7. Dependence of the Lyapunov-candidate-function on time

CONCLUSION

This paper considered the planar angular motion of a
nanosatellite at very low Earth orbit. The control-Lyapunov
function of the tail was obtained in stabilization problem. The
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aerodynamic characteristics were calculated for the nanosatel-
lite with three types of tails. At the same time, it revealed the
following points:

Tail type 1 does not have sufficient aerodynamic torque

for the motion stabilization;

The tails type 2 and type 3 solve the problem for 1.5 hours.
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Abstract — The article is devoted to solving the problem of
delivering a payload to a maneuvering platform. An algorithm
has been developed for trajectory control of a quadcopter at
the final section of the trajectory using the method of
proportional guidance in 3D and a predictive model.
Simulations were carried out, which showed good efficiency
and robustness of the developed payload delivery algorithm.
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1. INTRODUCTION

Currently, a lot of research is being conducted to develop
trajectory control algorithms for small unmanned aerial
vehicles (UAVs). One of the most important challenges is
the task of delivering payloads to a moving platform.
Maneuvering targets create complexities that challenge
existing autonomous navigation paradigms, requiring
algorithmic solutions capable of real-time adaptation to
unpredictable target/platform motions. There are quite a
number of guidance methods available [1]. Their diversity is
mainly determined by the fact that different vehicles have a
different set of sensors and gauges available and, as a
consequence, the type of control action should take into
account the available information and hardware realization
capabilities. The direct pointing method assumes that the
longitudinal axis of the UAV coincides with the line of sight
during the entire time of movement. The chase method
implies the movement of the control object with a zero angle
of anticipation, i.e., the UAV velocity vector must constantly
coincide with the line of sight of the target. When
implementing the parallel approach method, the control loop
keeps the angle of the target line of sight constant.

Proportional guidance algorithms form a large group of
methods. The Pure Proportional navigation (PPN) method is
of the greatest interest because it was developed specifically
for efficient target guidance and tracking of targets.

II.  ALGORITHM DEVELOPMENT

A. Problem statement.
The purpose of this paper is to develop a proportional

This work was financially supported by the Ministry of Science and
Higher Education of Russian Federation (“Development and research of
methods for controlling groups of autonomous unmanned aerial vehicles
based on advanced information support systems and interaction between
individual vehicles in the group” FZWF-2024-0002).
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guidance algorithm for an autonomous quadrotor to for
delivering cargo to a moving platform. The PPN pure
proportional guidance law is considered. It guarantees that
the rate of change of the angle of the target line of sight is
directly proportional to the angular velocity of the target.
This mathematical relationship governs the continuous
adjustment of the quadrotor's trajectory to minimize the
target line-of-sight angle, guiding it to the predicted target
position. The law provides guidance by "anticipating" the
future position of the target based on its current motion,
which demonstrates the effectiveness of the method against
maneuvering objects.

The following approach is proposed in this paper: a
virtual predictive model is created in the control loop in the
form of a system of sixth-order differential equations. This
model receives the necessary information from real UAV
sensors and calculates the necessary control actions using the
PPN guidance method. As a result, the model generates the
trajectory along which the quadrotor should move in order to
hit the target. The resulting trajectory is the input signal for
the main control system of the quadrotor, which produces
real values of thrust force and torques, ensuring movement
along this trajectory. For this purpose, the control system
must be highly efficient, allowing the quadrotor to perform
complex maneuvers in space. The mathematical model of the
quadrotor used for synthesizing the control loop must not
have singular points.

B. Algorithm for controlling quadrotor motion along a
given trajectory

The model of the quadrotor in the NED coordinate
system [2] is shown in Figure 1. The equations of motion of
the quadrotor in the SE(3) space have the form [3]:

X=V,
mv = mge, — fRe,,
R=RQ,
JO+OxIQ=M,

where X € R’ - position vector, R € SO(3) - directional

(M

cosine matrix, Q € R® - angular velocities, M - UAV

mass, J € R* - inertia matrix, f € R - thrust force,
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M e R*- vector of control moments. The aerodynamic
drag of the propellers and the UAV body [4-5] is not taken
into account.

fa,
b
fa | fl__\ )
\ /?'/ b1
xT f2~\ 33 R
= ba
€1
€2

€3
Fig. 1. Quadrotor model [3]

A geometric control algorithm [6-7] from [3] is used to
move the UAV (1) along a given trajectory X, (1) € R*:
f =(ke, +ke, +ksat, (e )+mge, —m¥, )-Re;,
M =—kq.e; —K.e, +

. : @
+(R'R.Q,) JR'RQ, +R'RQ,,
where e, =X—X,, & =V—X,, & =/,6,(r)+ce, (r)dr,
1 T T v T
eRzg(RCR—R R).e=0Q-RRQ,  the error

equations. The required values of the rotation matrix R, and
angular velocity €. are calculated by the formulas:

R.=[b b, b, |. & =RIR
R, =[b..b,.b, ], R =[b,.b,.b, 1, 3)
o =(RR), &.=(RA -4

The construction of the [blc ;b, by ] vector system is shown

in Figure 2.
by Plap__e spanned by
—A—"b1, and b3,
Plane b

4= Proj[b1,]
normal to b3, ?

53(__ bzc: = bgc: x blri

Fig. 2. Vector system [3]

The vectors are calculated using the formulas:

—k.e, —k,e, —mge, + mX,

b =- s
* ke, —ke, —mge, +mX,
b - b3c Xbld 4)
x b, xb, ’

b, =b, xb, .

In equations (4), in addition to the given trajectory X, (1), it
is necessary to specify a vector bld (t) e R*, which specifies

the required orientation of the UAV. In this paper, we
propose to always choose b, in the direction of the desired

velocity X, . With this approach, the geometric control
algorithm (1)-(4) has high efficiency and no singular points.
Figure 3 shows the simulation results for a given trajectory
as a circle in the vertical plane. The quadrotor, starting from
a 180-degree inverted position, further moves along the

desired trajectory.

-0.5

z(m)

.5

y(m)

Fig. 3. Circular motion

C. UAV guidance algorithm

The PPN proportional pointing law in 3D [1] is used to
point the quadrotor at the target:
a‘uav = N [QLOS XVuav]’ (5)
Where Viay - vector of UAV velocity, €
angular velocity of rotation of the target line of sight, N -
navigation constant, auav - required control accelerations.
Since the control accelerations are very difficult to

recalculate into real quadrotor controls f, M, this paper
proposes to use a virtual predictive model of the form:

5(.I'ﬂ = auav’ (6)
where X_(t)e R’ - the trajectory of motion to the target,

which is created by the virtual model. Further we assume that
Xd(t) = Xm(t). Thus we set the desired trajectory for the UAV.
Since the control algorithm (2)-(4) is very efficient and fast,
the real trajectory of the UAV will converge to the target

lim [x(t) - %, (t)] = 0.

— vector of

(T®7)

III. MODELING

In order to confirm the performance of the developed
control algorithms, modeling was carried out in
MATLAB/Simulink package. The system (1) and the control
law (2)-(6) were considered. Quadrotor parameters: mass = 5
kg, intertia J=diag (0.05, 0.05,0.08). Initial conditions for
UAVs: x(0) =[0,0,-250], v(0) =[0,0,0]. Maximum acceleration
14g. Navigation constant N = 3. Initial conditions for the target
x«(0) =[500, 250, 0], vi(0) = [0, 0, 0]. Velocity vector of the
virtual model vin(0) = [20, 20, 0]. Controller parameters (2):
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k, =10,k, =8,k; =10,¢c, =1.5,0 =10,k; =1.5,k, =0.35.
The results of the calculations are shown in Figures 4-7.

UAV &target trajectories

UAV
Target

y(m) 0

0
so0 400 300
z(m)

0 700 600

Fig. 4. UAV and target trajectory

UAV &target velocities
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-
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Fig. 5. UAV speeds and targets
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30 a | ||l
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Fig. 6. UAV acceleration
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UAY tracking errors
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Fig. 7. Guidance trajectory tracking errors
IV. CONCLUSION
Computer simulation was carried out in the

Matlab/Simulink system of various scenarios for the
operation of the resulting trajectory control algorithm. The
simulation results showed good performance and efficiency
of the proposed approach. The use of geometric control made
it possible to move quite accurately along the approach
trajectories that were produced by the predictive system.

REFERENCES

Zarchan P. Tactical and Strategic Missile Guidance. Published by the
American Institute of Aeronautics and Astronautics, 2012, 1095 p.

Beard, R.W.; McLain, T.W. Small Unmanned Aircraft: Theory and
Practice; Princeton University Press: Princeton, NJ, USA, 2012.

(1]
[2]

F. Goodarzi, D. Lee and T. Lee, "Geometric nonlinear PID control of
a quadrotor UAV on SE(3)," 2013 European Control Conference
(ECC), Zurich, Switzerland, 2013, pp. 3845-3850, doi:
10.23919/ECC.2013.6669644.

M. Faessler, A. Franchi and D. Scaramuzza, "Differential Flatness of
Quadrotor Dynamics Subject to Rotor Drag for Accurate Tracking of
High-Speed Trajectories," in IEEE Robotics and Automation Letters,
vol. 3, no. 2, pp. 620-626, 2018, doi:10.1109/LRA.2017.2776353.

Andrievsky, B.; Kuznetsov, N.; Popov, A. Algorithms for
aerodynamic control of relative motion two satellites in a near circular
orbit. Differencialnie Uravnenia i Protsesy Upravlenia 2020, pp. 28—
58. (In Russian).

T. Lee, M. Leok, and N. H. McClamroch, “Geometric tracking
control of a quadrotor UAV on SE(3),” in 49th IEEE conference on
decision and control (CDC), pp. 5420-5425, IEEE, 2010.

T. Lee, M. Leok, and N. H. McClamroch, Nonlinear Robust Tracking

Control of a Quadrotor UAV. Asian J Control, 2013.15: 391-408.
https://doi.org/10.1002/asjc.567

[3]

(4]

(3]

(6]

(7]



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

Nadir Finding System with Infrared
Temperature Sensors for CubeSat satellites

M. V. Mentyukov

R.B. Goncharov

D. V. Akulin
Special Technology Center Special Technology Center, Saint Petersburg
LLC ’ LLC Electrotechnical University
Saint Petersburg, Russia 'LETT

Saint Petersburg, Russia
alkuin.work@gmail.com

Abstract—The paper presents a description of the
system for determining the local vertical on board a
nanosatellite, based on infrared temperature sensors. The
main principles of the infrared temperature sensor
operation and its application in the development of a
spacecraft attitude control system are described. The
results of laboratory tests of the system for determining
the local vertical, as well as its trials in space are
presented.

Keywords—nanosatellite, CubeSat, the Earth’s infrared
radiation, infrared sensors, local vertical, nadir finding.

I. INTRODUCTION

At present, a new segment of nanosatellites such as
CubeSat is being formed in the space industry.
Relatively low cost of development and production
make this type of spacecraft increasingly popular and
available for mass use for research and commercial
purposes. In this segment, it is important to miniaturize
the functional units used in large spacecraft and to
customize the technologies for the CubeSat format in
order to reduce the cost of equipment, its weight and
size, and power consumption.

One of the main functional systems of a satellite is
its attitude determination and control system (ADCS)
An important component of the ADCS is a system of
sensors that provides the information on the spacecraft
sensors that provides the information on the spacecraft’s
relative position in space. Satellites usually employ
several types of sensors working on different physical
principles.

The star tracker [1] receives an image of a starry
arch fragment using a lens on an image sensing array,
incorporated in the sensor. Search for star images is
carried out in the obtained frame. The coordinates of the
centers of the detected stars are estimated on the sensor
array. After that, configuration of the stars is matched
with the stars from the onboard star catalog. Using the
matching stars, the sensor’s attitude is calculated
relative to the inertial coordinate frame fixed to the
stationary stars. The star trackers make it possible to
obtain the satellite’s attitude with accuracy up to several
arc seconds. The disadvantages of a star tracker are its
large weight and size, expensiveness, array sensitivity to
exposure to the Sun or other bodies; and lower quality

maksim.mentukov.stc@yandex.ru
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of attitude measurements during rapid rotation of the
satellite.

The solar sensor [2] determines the directions to the
Sun. The sensor provides the information in the form of
unit vector projections on the axes of the sensor-fixed
coordinate frame. Its operation is based on the
conversion of information on the photodetector array
exposure to the sunlight. The solar sensors have small
size and weight, and low power consumption. However,
the working area of the solar sensor is limited to the
illuminated side of the orbit.

The magnetometer is intended for measuring the
magnetic field induction vector. Since the magnetic
field of the Earth is well-studied and there are precise
models of average global magnetic field, the readings of
magnetometers make it possible to determine the
satellite’s attitude relative to the Earth’s magnetic field
lines. The disadvantages of this type of sensors include
their susceptibility to the distortions caused by the
magnetic field induced by the onboard equipment. In
addition, the readings of magnetometer depend on the
sensor’s housing temperature which varies on the
illuminated and shadow sides of the orbit.

As for the infrared (IR) radiation sensors, they are
small in size, immune to the electromagnetic field
effect, and can operate on any side of the orbit.

The theoretical basis of the research consists of the
works describing the experience in designing a system
for the Earth’s IR horizon detection. These research
works [3-7] describe the principle of the IR sensor
operation and its mathematical model. In their works,
the authors consider different configurations of sensors
to determine the nadir vector. Generally, it is proposed
to solve the attitude problem by locating a number of
sensors (4 to 9 ones) on one side of the satellite. The
authors present the results of mathematical modeling
and laboratory tests. The accuracy of the attitude
measurements in these research works reaches about 0.5
deg. However, such a configuration strongly limits the
field of view. Another disadvantage of the method
proposed in the literature is that there is no open access
to the results of in-flight experiments.
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II. MATHEMATICAL MODEL OF NADIR FINDING SYSTEM

(NFS)
A. IR temperature sensor
An IR temperature sensor [8] has several

thermocouple elements connected in series to form a
thermopile. The “hot” junctions of the thermocouple
elements are connected to a thin IR radiation absorber
on a silicon chip (Fig. 1, left). Due to the IR radiation
exchange between the absorber and the object located in
front of it, the temperature of the absorber increases or
reduces, depending on the difference between its
temperature and that of the object. Small mass of the
absorber ensures quick thermal balance with the object,
and its small thickness provides thermal insulation from
the basic material of the chip. As a result, temperature
gradient occurs between the absorber and the main part
of the chip. The “cold” junctions of the thermocouple
elements are located in the main part. The voltage
generated on one thermocouple element is proportional
to the temperature difference between two junctions.
Total voltage of the thermopile is equal to the sum of
voltages on all individual thermocouple elements. The
temperature of the object is calculated from the sensor’s
array temperature measurements and the output voltage
of the thermopile.

In our research we used the MLX90614 IR sensor

Thermo-
couples

made by Melexis (Fig. 1, right). This sensor has a wide
temperatures.
\_\\’Him radiation
\ 55 chip\ ﬁ
Y
Fig. 1. Diagram of the thermopile structure (right) and photo of

field of view (130 deg.), and a wide range of operating
Radiation absorber
IR sensor model (left)

B. NFS composition

NFS consists of six IR sensors fixed on six sides of
the satellite. Each sensor records the integral
temperature of the objects within its field of view. In the
low near-Earth orbits, the Earth is the main object
radiating in the IR spectrum. Therefore, the recorded
temperature directly depends on the portion of the
sensor’s field of view, occupied by the Earth. This, in
turn, can be interpreted as an angle between the sensor’s
sight axis and the direction to the nadir, i.e., the nadir
angle. The presence of at least three nadir angles makes
it possible to unambiguously determine the coordinates
of the nadir vector in the coordinate frame fixed to the
nanosatellite’s body. Thus, the angles of the local
vertical are determined in two steps. At the first step, the
temperatures from the IR sensors are converted into the
nadir angles; and at the second step, the nadir vector is
calculated in the fixed coordinate frame.
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C. Calculation of the nadir angle

In order to simplify the calculation of the nadir
angle, we introduce the following assumptions:

e the IR radiation of the Earth is uniform in the
spectrum under consideration. The influence of
atmospheric and seasonal phenomena is neglected,

e the IR radiation of the space is constant. The
influence of the Sun, the Moon and other celestial
objects is negligible;

o the Earth has a spherical shape. The horizon
observed by the sensor has a sharp circular edge.

Considering these assumptions, the temperature
readings of the sensor can be deemed proportional to the
area occupied by the Earth in the sensor’s field of view
(Fig. 2). The area is modeled as a region S where the
projections of the sensor’s field of view and the Earth
onto a unit sphere with the center on the spacecraft
overlap. Both projections are circles with known
angular dimensions. The projection of the sensor’s field
of view has a radius R and the Earth disc projection has
a radius R.. The center of the sensor’s field of view
projection onto the unit sphere is the direction of the
sensor’s sight axis, and the center of the Earth disc
projection onto the unit sphere is the direction of the
nadir vector. The angle between the nadir vector and the
sensor’s sight axis is denoted as o. When a > R, + R,
two circular projections do mnot overlap, which
corresponds to the case when the sensor has not
detected the Earth. When o < R - R, the sensor’s field
of view is fully occupied by the Earth. The Earth’s
horizon is detected by the sensor when R—R. < a <
R¢tR.). The overlap area S in this range can be
calculated as a function of a, Rs, Re. For known values
of Ry and R, this relationship helps to convert the IR
sensor readings into the nadir angle. Thus, we have the
dependency of the temperature readings of the sensor on
the nadir angle. The inverse relationship can be obtained
with large computational costs, so the nadir angle is
calculated by interpolation, using a pre-calculated
temperature characteristic (1).

Fig. 2. Projections of sensor’s field of view and the Earth on a
unit sphere.
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Qo2n
Ty = | | HOL02 g0, (1)
00

where Q is the area of the projection of the sensor’s
field of view onto the unit sphere;

00 is the half-width of the sensor’s field of view;
0 is the radial angle on the sensor’s field of view;

¢ is the azimuthal angle of the sensor’s field of
view;

T(6, ¢, a) is the temperature at a point in the
sensor’s field of view.

D. Calibration of IR sensor’s directional pattern (SDP)

Equation (1) contains a variable w(€) which
describes the non-uniformity of the sensor’s readings in
the field of view. This non-uniformity can be associated
with the dependence of IR radiation intensity on the
angle of incidence on the detector. Also, the distortions
can be contributed by the light filter located within the
sensor housing. Figure 3 shows a diagram of the sensor
response depending on the radial 6 and azimuthal ¢
angles. The darker the shade, the larger contribution is
made by the given zone of the field of view in the
sensor’s reading.

Fig. 3. Representation of the sensor’s directivity pattern divided
into the zones of constant sensitivity

The SDP helps to determine the contribution in the
integral temperature, made by an object located at a
certain angular distance from the sensor’s vision axis.
Manufacturers often provide the SDP for a particular
type of sensors. However, to improve the performance,
it is sensible to calibrate each sensor and calculate its
directional pattern.

Calibration should be carried out using a reference
object with a high temperature relative to the
environment, and with small angular dimensions
compared to the sensor’s field of view. The
experimental unit consists of the following:

e a “point” source of IR radiation (an IR lamp in
this case);

e a rotary mechanism to change the attitude of
the IR sensor;
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e a three-axis gyro, according to which the
mutual attitude of the sensor and the “point”
source of IR radiation is calculated.

The sensor readings are normalized within the range
from O to 1. The relationship obtained this way is used
as a directional pattern in (1).

Figure 4 shows the directional pattern provided by
the manufacturer (blue solid line) and the wvalues
obtained experimentally for three sensors. It can be seen
that the discrepancy between the experimental and rated
data is about 10% within the range of angles from 30 to
60 deg. This confirms the suggestion that calibration is
essential.

0.9 |

0.8

Z06F

ensor sensitivity
&

04r

5

0.3}
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0.1}

0 10 20 30 40 50 60 70
Directional pattern angle [*]

Fige. 4. Comnarison of experimental and standard SDP

The altitude of a low near-Earth orbit of a
nanosatellite is 400—600 km. In this orbit, the angular
dimensions of the Earth will be about 130-140 deg. The
directional pattern of the MLX90614 IR sensor is
130 deg wide. With such parameters, the temperature
characteristic of the sensor (1) will be as shown in
Fig. 5. According to the graph, the temperature values
change little in the region from 0° to 20° C. The reason
is that the Earth is fully in the field of view of the
sensor. The temperature values also change little in the
region from 110° C and above. This is due to the low
sensitivity of the sensor at the edges of the directional
pattern. Thus, of all the measured values of nadir angles,
only those belonging to the range from 20° to 110° C are
used in further solution.

50

|
.
5

Linear segment |

&

Sensor readings, [°C
n

L] 20 40 6l R0 100 120 140
Nadir angle [°]

Fig. 5. Temperature characteristic
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To summarize the description of the mathematical
model of IR sensor operation, it can be concluded that
the sensor’s temperature readings are the function of the
following values:

e object’s temperature T, which is assumed to be
constant;

e ambient temperature T, which is assumed to be
constant;

e sensor’s directional pattern w(0) obtained from the
laboratory experiments for each sensor;

e angular dimension of the Earth projection R. on
the sensor’s field of view, which depends on the
satellite’s altitude above the Earth surface at the
moment.

E. Calculation of the nadir vector

To unambiguously determine the nadir vector, it is
necessary to have at least three nadir angles for different
sides of the satellite. In a general case, the problem
consists in finding the area of intersection of several
cones. The axis of each cone coincides with the sensor’s
vision axis. The angle between the generatrix and the
cone axis is the nadir angle. The geometrical
interpretation of the problem is presented in Fig. 6,

where f),f,,f; are the vectors of direction of the

sensors’ fields of view, a;,0,,05 are the nadir angles,
and i is the nadir vector.

fs

Fig. 6. Geometrical interpretation of the problem of
determining the nadir vector

Analytically, this problem can be described by set of
linear equations (2):

fix f1y fi Ny cos(ay)
ny |= )
fix fky fie n, cos(oy )

where o is the nadir angle;

fi = (fis fiy, fz) 1s the vector of direction of the

vision axis of the k-th sensor;
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i = (ny,Ny,n;) is the nadir vector.

Since in the general case the number of valid nadir
angles can be more than three, the set of equations (2) is
to be solved by the least squares method.

The orbital coordinate frame in which the nadir
vector is calculated is defined as follows. Axis y is
directed along the radius vector; axis X lies in the orbit
plane in the direction of motion; and axis z
complements the system making it right-handed; the
datum point is located in the nanosatellite’s center of the
mass. The nadir vector in the given frame has the
coordinates (0, -1, 0). Considering the direction cosine
matrix [9 (page 339, formula 4.4.1)], it is possible to
obtain the roll (3) and pitch (4) angles:

y = arcsin(—ny) ; 3)
9 =arctg (—:—Z] . 4)
y

As has been mentioned above, only the sensors for
which the nadir angles lie within the range from 20° to
110° C are used in the solution. In Fig. 7, the overlap
areas of the field of views of sensors installed on six
sides of the nanosatellite are depicted. The color scale
designates the number of sensors that are able to register
the IR radiation of the Earth in different positions of the
latter relative to the sensor’s vision axis. Thus, the
selected arrangement of sensors ensures full coverage of
the Earth.
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Fig. 7. Number of sensors registering the IR radiation at different
attitudes of the nanosatellite relative to the Earth

III. EXPERIMENTAL RESULTS

A. Laboratory experiment

To test the NFS operation, a test bench consisting of
the following parts has been developed (Fig. 8):

e a homogeneous heated object simulating the
Earth’s warm disc;

e homogeneous cold background simulating the
outer space;
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e nanosatellite mock-up installed on a two-axis
rotary mechanism to simulate the elevation and to
rotate the satellite mock-up;

e a three-axis gyroscope to calculate the exact
attitude of the mock-up.

" Cold background environment ’”
\ ’
\ IR radiation simulator 7
\ /
il 1
C( ( C(( ’
« 995989999 -
4
% ’
N /

O
Nanosatellite
mock-up \ ’

Two-axis
rotary -
mechanism

Fig. 8. Experimental layout

The ground test bench approximately simulated the
visible disc of the Earth and the position of the satellite.
The IR simulator of the Earth was a circle one meter in
radius; it was assembled from infrared membrane
heaters. Cold background was a concrete wall on which
the Earth simulator was installed. The nanosatellite
mock-up was installed on the rotary mechanism at the
distance of 0.5 m. At this distance, the angular
dimension of the Earth simulator matches the angular
dimension of the Earth in a low near-Earth orbit.

The coordinate frame in which the attitude was
calculated was defined as follows. The datum point was
located on the vertical axis of the rotary mechanism
rotation, in the nanosatellite’s center of the mass. Axis y
is directed from the center of the Earth’s IR radiation
simulator, axis X is directed vertically upward, and axis
z complements the frame up to right-handed one. Before
conducting the main part of the experiment, a test record
was done to determine the temperature of the Earth’s IR
radiation simulator (T,) and the ambient temperature
(Ta). Figure 9 shows the temperature measurements
obtained from the IR sensors during the on-ground
experiment. Based on the results of the test experiment,
the temperature of the Earth’s IR radiation simulator
was chosen to be 42° C, and the ambient temperature—
24° C.

45

NN e Mo

Temperature [°C]
) ’

0 50 100 150 200
Time [s]

Fig. 9. Readings of IR sensors during bench tests
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Figures 10-11 present the results of the NFS bench-
testing. The mock-up was rotated about axis OX. The
initial roll angle was equal to —90 deg; the pitch angle
was zero. The initial heading angle was 10 deg.

100

— IR sensors |
Gyroscope

Roll [7]

0 50 100 150 200
Time [s]

0 50 100 150 200
Time [s]

Fig. 10. Roll angle calculated from the readings of IR sensors and
gyroscopes

|——IR sensors
Gyroscope

Pitch [°]
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Error [?]
tn o
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Fig. 11. Pitch angle calculated from the readings of IR sensors and
gyroscopes

According to the results of the series of tests, the roll
angle error was 3.7 deg, and the pitch angle error—4.6
deg. The main reason for the errors is too close distance
between the nanosatellite and the IR radiation source
simulator (about 0.5 m). This Ilocation of the
nanosatellite mock-up affects the experiment results as
follows. As has been mentioned above, the temperature
characteristic (1) depends on the angular dimensions of
the object being registered. When the distance between
the sensor and the simulator changes, the angular
dimensions of the simulator in the sensor’s field of view
change as well. Since it is impossible to locate all
sensors on the rotation axis of the rotary mechanism, the
sensors happen to be at different distances from the
simulator when the mock-up attitude changes. This can
be clearly seen in Fig. 10. At the time points 20, 40, 60,
140 and 160 s, there are spikes in the roll angle
measurements, caused by a change in the set of IR
sensors involved in the solution.

The influence of this effect on the experimental
results can be mitigated in the following ways. Firstly,
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the mock-up attitude change should be limited to the
conical rotation about the vertical axis with inclination
not exceeding 15 deg. Secondly, the temperature
characteristic should be re-calculated for each sensor
depending on its position relative to the Earth’s IR
radiation simulator.

It should be noted that nonuniform ambient
temperature causes errors in determining the nadir
angle. This problem can be solved by measuring the
ambient temperature in advance and taking it into
account when  determining the  temperature
characteristic (1).

B. In-flight experiment

In August 2022, a nanosatellite jointly developed by
STC LLC and one of the Russian universities was
launched into a low near-Earth orbit. During the flight, a
series of tests was performed to check the NFS
operation.

To assess the NFS performance, an attitude
determination subsystem (ADSS) was used, which
consisted of a three-axis gyroscope, a three-axis
magnetometer, illumination sensors, and a navigation
receiver. The latter provided the information on the
nanosatellite position in the inertial space, based on
which it was possible to determine the vector of
direction to the Sun and the vector of magnetic
induction of the Earth in the orbital coordinate frame.
The illumination sensors determined the vector of
direction to the Sun in the nanosatellite body-fixed
coordinate frame. The magnetometer indicated the
values of the Earth’s magnetic induction vector in the
nanosatellite body-fixed coordinate frame. The resulting
vectors were used in the TRIAD algorithm [10] to
determine the attitude of the nanosatellite.

Figure 12 shows the results of the NFS and ADS
operation. Variations in the local vertical angles
calculated from the readings of IR sensors (blue curve)
are similar to the ADSS readings (red curve). The error
in determining roll and pitch angles was no more than
10 deg throughout the series of the tests.
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Fig. 12. Angles of the local vertical, calculated from the NFS
(blue) and ACS (red) readings

To determine temperature characteristic (1), the
angular dimensions of the Earth were calculated
depending on the orbit altitude provided by the
navigation receiver. The Earth’s temperature in the IR
spectrum was taken equal to —18°C [11], and the outer
space temperature—equal to —270°C. The sensor
readings proved to differ from the temperatures
predicted theoretically. The maximum registered
temperature was —9°C, and the minimum one was —
136°C. In Fig. 13, the minimum and maximum
temperatures obtained in each experiment are presented.
The discrepancy between the experimental and
theoretical data can be explained by the fact that the
sensor is not designed for such low temperatures. The
minimum measurable temperature indicated in the
manufacturer’s documentation for the sensor is —80° C.
On the other hand, during the flight the temperature of
the satellite body varied from —10° to 25°C. Thus, the
light filter of the sensor could become a source of
“parasitic” IR radiation, distorting the final signal.
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Fig. 13. The minimum and maximum temperatures registered by the
IR sensor in each experiment

Analysis of the data received from the satellite
revealed the dependence of the sensor readings on the
presence of the Sun in the field of view. Figure 14
shows the readings of the IR and illumination sensors.
At the time point 80 s, the normalized values of solar
radiation intensity drop to zero. This corresponds to the
situation when the satellite goes into the shadow of the
Earth. At the same moment, the readings of the IR
sensors previously directed towards the Sun (sides y+,
z+) experience a sharp change.
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Fig. 14. Dependence of readings of IR sensors on solar illumination

In Fig. 15, the behavior of the local vertical angles in
the described experiment is shown. The NFS readings
are compared to those of the gyroscopes. At the time
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point when the nanosatellite is crossing the terminator
line, change in the behavior of the local vertical angles
is observed. At the same time, the roll and pitch angles
calculated from the gyroscope readings retain their
dynamics. This fact confirms that the NFS operation
depends on the solar illumination.
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Fig. 15. NFS behavior at the moment of crossing the terminator line

It is also worth mentioning that the difference
between the readings of IR sensors on the shadow and
Sun-illuminated sides of the orbit is 10°C on average.

Based on the observations described above, the
influence of the Sun should be taken into account in the
mathematical model of IR sensor. The effect of the Sun
can be compensated by calculating the temperature
characteristic for each sensor in real time. In this case,
characteristic (1) will take into account the
nanosatellite’s position in the orbit (shadow or
illuminated side) and the presence of the Sun in the
sensor’s field of view.

IV. CONCLUSION

In the course of work, a possibility of using IR
temperature sensors to create a system for determining
the local vertical has been studied. A mathematical
model of IR sensor has been developed. The main
parameters affecting the IR sensor’s readings have been
identified. The sensors have been calibrated.

The NFS performance was studied by on-ground
laboratory testing and during nanosatellite operation in
the near-Earth orbit. As a result of in-flight trials, the
readings of sensors registering the IR radiation of the
outer space and the Earth have been obtained. It has
been found that the sensor readings depend on the solar
illumination. The angles of the local vertical have been
obtained with accuracy up to 10 deg. With regard to the
accuracy of determining the angles of the local vertical,
it should be noted that the tests were not aided by any
reference sources of attitude, such as star tracker or
solar sensor. In our study case, the accuracy was
estimated by the ADSS data where the error of attitude
angles is about 5 deg.

In the future scheduled missions, the nanosatellites
will be equipped with a precision attitude determination
and control system based on a star tracker, which will
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improve the calculation of the NFS performance
accuracy.
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Abstract — The problem of detecting and determining the
motion parameters of ships from images of wave wakes they create
on a sea surface in conditions of heavy storm is considered. In order
to solve the problem, video remote monitoring tools, operating in
video and near-infrared ranges of electromagnetic radiation, are
used to acquire a sequence of images of the scene of interest and,
using a special procedure of fragmentary registration of the
acquired images, pick out the wake waves in the images against a
background of wind waves. A special filtering procedure is designed
to determine the speed of motion of the detailed wake waves. Based
on the analysis of the motion of the wake waves, information about
the velocity and direction of the ship's motion is determined. The
parameters of the proposed filter depend significantly on the values
of the temporal and spatial characteristics of the wake and wind
waves. The proposed registration technique is invariant to
variations in density and contrast of the acquired images.

Keywords— ship, image frames, detection, wave, wakes, velocity

L

The task of detecting and determining ship motion parameters
from wake wave images generated by ships in strong storm waves
arises when searching for ships that are without radio
communication, not registered in the AIS system or not interested
in being detected and, therefore, pose a threat to shipping traffic.
There is extensive literature on this subject. For example,
Reference [1] considers the physical mechanisms of the
formation of wakes and their imaging on optical and radar
images, Reference [2] studies the process of formation of wakes
and Kelvin waves from large-displacement ships, Reference [3]
investigates the occurrence of turbulent vortices in wake waves.
In [4-6], the authors of this paper propose a general method for
calculating the vector field of motion velocities (optical flow) of
images in the presence of random noise. The method is based on
the procedure of high-precision matching (registration) of a
sequence of image frames, and estimates of the error of such
matching are obtained.

INTRODUCTION

II. CHARACTERISTICS OF WAKE WAVE IMAGE
RECOGNITION IMAGES ACQUIRED INHEAVY STORM
WAVES

The solution to the problem proposed here is based on the
acquisition of a sequence of images of the scene of interest by
remote sensing tools and the subsequent target filtering of the
obtained images. Filtering is necessary because wind disturbance
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creates serious interference with the detection of wake waves.
The technique of target filtering is based on the procedure of
frame matching of the acquired images by fragments. Filtering is
necessary because wind turbulence can cause serious interference
in the detection of wake waves. To filter the sequence of images
with wake wave images, we take into account the fact that there
is a significant difference in the lifetime of wind waves and wake
waves is used. Prior to filtering, preliminary estimates are
obtained for the values of the correlation radius of the wind waves
in space and the correlation radius of the lifetime of these waves.
Wind waves live for units of seconds, while wake waves live for
many tens of minutes. This fact is used here to detect and pick out
wakes against a background of wind waves. Namely, it is
proposed to obtain a sequence of images of the area of interest
with a time interval between frames T, the value of which
significantly (5-7 times) exceeds the correlation radius of the
wind wave lifetimes, and then to perform the procedure of dense
fragment-by-fragment registration of the obtained image frames.
The size of the fragments is set so that it does not exceed the
radius of spatial correlation of the wind waves.

Since the image fragments containing wind wave images are
not correlated, it is highly unlikely that they will be
superimposed. However, the fragments of wake wave images,
which have a much larger lifetime correlation radius than wind
waves and therefore retain their shape for a long time, are very
likely to be superimposed.

There are inherent problems in combining wake wave images.
For weak waves (no stronger than a 3—4-point storm), wake wave
images have long stretches of linear shape. In this case, there is
uncertainty in finding compatible fragments and, consequently,
in determining the wave velocity by the matching method. In a
weak storm, such linear regions are present over a large area of
the turbulent wave images, which does not allow us to obtain
sufficiently accurate estimates of the travel speed in these areas.
The case of the heavy storm waves considered here is
characterized by strong curvature and fracture of the wake waves
due to the storm. This makes it possible to combine images of
waves in the areas of curvature and fracture with a sufficiently
small error, even in the presence of significant noise in the video
data acquisition path and significant foreshortening distortions
caused by changes in the imaging system's field of view when
recording from a mobile base.
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The result of combining pairs of consecutive images is a new
image sequence containing only images of a travelling wave
dynamically changing its position from frame to frame. Repeated
application of the superposition operation to the image sequence
synthesized in this way (containing only images of the wake
wave) will allow us to obtain estimates of the true wave velocity
vector. In turn, the obtained estimate of the wake velocity value
will allow the estimation of the speed and direction of the ship's
motion, even if there is no ship in the image.

An original procedure for high-precision image matching is
outlined below. The procedure is based on the mathematical
apparatus of distributions. The transition to the space of
distributions allows us to correctly perform matching of
foreshortened distorted images at low signal-to-noise ratio.

Figure 1 shows an example of a cargo ship wake image
obtained at 8m resolution per pixel in 5-point storm conditions.
The wake generated by the ship's propulsion and the divergent
Kelvin waves are clearly visible.

I IMAGE REGISTRATION METHODOLOGY

It is proposed to solve the problem of detection and
determination of the parameters of the wake motion using the
procedure of fragment-by-fragment matching of a sequence of
images of the scene of interest obtained by an Earth Remote
Sensing (ERS) system. The matching procedure is performed, as
mentioned above, in the space of distributions.

The translation of the problem into the space of distributions
allows us to develop algorithms oriented towards real-time
implementation for the matching of image fragments with low
values of signal-to-noise ratio and significant relative
displacements (up to 100 or more pixels). Furthermore, this
approach allows to obtain a correct estimation of the matching
error, which is inaccessible to other matching methods, such as
optical flow or extreme correlation methods.

Let us suppose that the fragments of two images of the same
scene, taken by the imaging system with an adjustable value of
the time interval between the image frames (and possibly with a
changed shooting angle), are combined. Let's set the time interval
by condition:

Twk > T>Twind, €))

where Twk — correlation radius of the wake wave lifetime,
Twind — correlation radius of the wind wave lifetime.

We will present the images (video signals) received by the left
and right video cameras (L and R), taking into account the
presence of random noise in the video frames, in the form (2), and
will mark the video signals and their components with markers L
and R: B, (x,t), Ex(x,t):

E,(x,t) = E,(x,t) + hy(x,1),

where x = (x,y); E,(x,t) - video signal a with a
noise h, (x, t), we will assume that the noise in the video signals
L and R are not correlated and that random functions E (x, t),
h(x, t) are ergodic and mutually noncorrelated.

a € {L,R}, (2)

= - - »

Fig. 1. Image of the wake of a cargo ship at the mouth of the Pearl River, China;
received by the 'GF-1' satellite. The wake waves and the cuspid (pointed) waves
framing them are clearly visible. The diverging Kelvin waves are faintly visible.
Image resolution 8m. per pixel. Storm surge 5 points

The random noise function h(x,t) is centered and the
conditions for the differentiability of its implementations (in the
generalized sense) with respect to all its arguments are satisfied.

Let us define a distribution that we use in the registration
process in the form of functional (3) (here, we omit the lower
index that determines the left or the right image):

F(E(x,t),t) = [[, K(x) E(x — s(x,1),t)dxdy, 3)

where s(x,t) = (v(x,t), u(x,t)) — the desired two-
component vector of relative image displacement, K (x) — the
kernel of the functional, chosen according to the criterion of
minimum computational complexity, has the form of a linear
combination of regular pyramids; D — analysis window with a
border without features.

The task of combining image fragments is to find, in the
image R, such a fragment (conjugate) Eg, that, in a certain sense,
best matches some pre-selected fragment E; in the image L.

Since equation (3) contains two unknown components of the
velocity vector, it is necessary to supplement this equation with
other equations to obtain a solvable system of equations.

The additional equations are obtained as follows. Let us
select a certain analysis area containing the fragment ;. in the
image L and cover it with a system of windows Di, whose size
does not exceed the spatial interval of the correlation of the wind
waves. We will carry out a similar covering of the image R. Each
window covers a certain fragment of the image, and then we
organise an iterative process of combining adjacent fragments.
The procedure is as follows

For each window D!, by taking a derivative with respect to
time, we obtain a relation of the form (4). That is the equation that
functionally relates the parameters of images (2) with the relative
displacement v(x,t) = (v, u) of these images.

This equation (let's call it the FC equation) has the form:

AF = -F,(v)-F(v),, 4
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where Fe(s) = [[, V(K())v(x,to) E(x, to)dxdy,

F(w), = ffn K(x)E(x,t,y) div v(x, t;) dxdy.

The proposed form of the FC equation eliminates the problem
of differentiation by spatial coordinates the video signal (2) which
is, in generally, non-differentiable.

On the coverage {D') of the neighborhood of some point x of
the image E(x,t) a FC equation of the following form is
constructed:

F{F=FED, (5)
where F F, we obtain from (2, 3) by replacing the image
E(x) by the video signal E(x,t);and ® = v+ Av=[? 4] -
column vector of the estimation for the vector v ; Av =
[Av Au]"- the column vector of the estimation for an error in the
calculation vector v.

From relations (4) and (5) we obtain FC equation:
)
S(HF + HH) = S(H)? + AvE(E)" +v E(EH)+

+u Y (FH, + HyH,))+AuY.(FF, + HyH, + FH,, + F,H,), (6)
where HY, = [[ K& (x) h(x,t) dxdy,

H} = ffD Ki(x)h(x,t) dxdy; a € {x,y}.

In (6), the summation is performed over all windows of the
coverage (D).

It is shown that from the plausible assumption that the
functions E! u F'yi as well as H. n H}i, are not correlated as a
random function of the number of analysis windows in the
coverage (DY), the following estimate for the error Av in the
calculation of the velocity vector follows:

Av =~ —NSR v, @)

where NSR = [NSRx NSRy] — a row vector whose
components characterise the noise/signal ratio:

NSR, = ()% (£(F.)")

-1
)

NS, = () (2(5)") .

The following possible estimation for the values of the
functionals H,, takes place:

Hy = F, — F(E(x+5)), a € {x,y}. 8)
The estimate of the relative displacement vector obtained as a
result of solving system (5) is used in the iterative procedure at
the current iteration step as a value of a displacement of the
fragment E. The search for matching fragments is stopped when
the registration error is less than a specified threshold value.

It follows from (7) that the value of the resulting image
velocity error estimate is proportional to the motion velocity
itself, i.e. a "velocity error" occurs. The velocity error can be
reduced to zero by accurately aligning adjacent image fragments.
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Fig. 2 shows an example of detecting a moving cargo ship
from a wake image. Fig. 3 shows an example of the detection of
an aircraft carrier and accompanying escort vessels. Figure 3 is
supplemented by the velocity histograms of the wake and Kelvin
waves generated by the cargo ship. The velocity histogram is
constructed by calculating the velocities of image fragments
using the proposed method.

Analysis of various aerial images shows that the area of the
Kelvin wake is not large and does not represent more than 40%
of the total area of the waves generated by the cargo ship. The
visibility of internal waves generated only by cargo ships is
extremely low due to the difficult conditions of their formation.

The ability to detect turbulent wakes is closely related to the
spatial resolution of the image.

For example, low-resolution imagery is more suitable for ship
detection, and ship wakes can be fully exploited to obtain ship
information from high-resolution imagery.

The actual characteristics of ship wakes depend on the shape,
speed and draught of the ship, as well as water depth, wind speed
and direction, and surrounding wind waves, and their wakes are
difficult to identify in low-resolution imagery. The difference
between the reflectivity of the hull body and the surrounding
water is greater and, strange as it may seem, liner elements are
easier to distinguish in low resolution imagery than in high
resolution imagery.

The existing Earth remote sensing spacecraft, such as the
Aist-2 type, provide a great deal of data for detecting and
recognising ships by the tracks they leave on the water surface.
As an example of remote sensing imagery, Figure 2 shows images
provided by the Aist-2.

Kelvin waves provide additional information about the ship’s
speed. The Kelvin angle opening range helps to determine a
merging point of the Kelvin wave arms. The shift of the merging
point at the frame time interval provides an information about
ship’s speed. Unfortunately, Kelvin waves are poorly observed
and decay quite quickly. It is therefore more reliable to determine
the parameters of the ship's speed vector by analyzing the
characteristics of the wake.

Turbulent wakes should be prioritized according to their
probability of occurrence, which is determined by the presence or
absence of storm conditions in the observed water areas. High
resolution imagery is more suitable for detecting bright, turbulent
areas. An example of wake detection is shown in Fig. 3. The
ship's speed can be determined from the motion velocity of the
entire wake as an integral structure.
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Fig. 2. Images a), b). container ship imaged by GF-1 satellite in the coastal
waters of Guangdong Province, China; image resolution is 16 m per pixel; ¢) the
image synthesized by registration images a) and b).

Detection of the aircraft
carrier.
(Possibly at a low speed)

Escort ship of the
aircraft carrier

Wake velocity
Imode

Kelvin wave
L~ velocity mode

.Ju il

Detection of the aircraft carrier escort ship by its wake

Fig. 3. Anexample ot the acquisition ot an 1image ot a wake wave generated by
an aircraft carrier and a destroyer escorting the aircraft carrier, with an image
resolution of 8 m per pixel, in storm conditions of 5-6 points, with the
construction of a histogram of the wake wave velocity

The authors intend to carry out experimental studies to

confirm the main results of this work.

(1]

(2]

B3]

(4]

(5]
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Abstract—To improve the real-time positioning accuracy of
indoor high dynamic carriers, an integrated navigation system
based on EKPF(Extended Kalman Particle Filter) of UWB and
MIMU is proposed in this paper. A tightly coupled framework
is adopted to construct a nonlinear system model for
UWB/MIMU data fusion, and a UWB/MIMU data fusion
technology based on EKPF algorithm is proposed. The
UWB/MIMU integrated navigation system has been developed
and installed on unmanned aerial vehicles. To validate the
effectiveness of the system, the high dynamic characteristics of
drones were utilized to verify the positioning performance of
the system in indoor NLOS (Non Line of Sight) environments.
The experimental results show that the horizontal positioning
accuracy of the system is better than 0.1m. Compared to pure
UWSB positioning systems, the accuracy has increased by 31%.
The experimental results demonstrate that the proposed
UWB/MIMU integrated navigation system achieves higher
positioning accuracy and robustness compared to a pure UWB
positioning system. The application of related technologies will
provide solutions for high dynamic positioning of carriers in
indoor buildings, large shelters, and large underground mines.
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I. INTRODUCTION

UWB technology is a wireless carrier communication
technology that uses a frequency bandwidth of more than
1GHz, which has strong penetration, low power
consumption, good anti-multipath effect, high security, low
system complexity, and can provide accurate positioning
accuracy. It has a wide range of application scenarios in
many fields, and it also provides the possibility to track the
specific location of the target within a certain range.

In indoor or mining environments where GNSS(Global
Navigation Satellite System) signals cannot be received, the
positioning technology of high dynamic carriers in NLOS
(Non Line of Sight) situations is a hot research topic in the
field of navigation. A combined navigation and positioning
solution based on UWB (Ultra-Wideband) and MIMU
(Micro Inertial Measurement Unit) is capable of providing
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real-time high-precision positioning information for the
carriers, make the positioning of indoor high dynamic
carriers possible by combining the technical advantages of
inertial navigation with highly autonomous full parameter
output and UWB ranging accuracy and strong
communication capabilities.

II. FRAMEWORK OF UWB/MIMU INTEGRATED NAVIGATION
SYSTEM

In the UWB positioning system, the number of UWB
base stations is at least 3 to achieve 2D positioning of tags,
and the number of UWB base stations is at least 4 to achieve
3D positioning of tags. In this paper, the tag is attached to the
UAYV platform, and the three-dimensional positioning of the
tag needs to be realized, so the number of UWB base stations
in the UWB positioning system is at least 4.

The spatial layout of the base station should ensure that
the projection length of the base station in the XYZ axis is
equal as much as possible, that is, all sides of the polyhedron
with the base station as the vertex are equal. However, the
base station layout can easily ensure that the XY axis
projection length in the horizontal plane is equal, but in the
Z-axis direction, due to factors such as the erection cost, it
cannot be guaranteed that the Z-axis projection length is
equal to the XY axis projection length, and the final base
station layout is often flat, which will lead to the low
positioning accuracy of the pure UWB positioning system in
the Z-axis direction. Considering the above influencing
factors, and improving the positioning accuracy of the
system on the basis of controlling the cost as much as
possible, the UWB positioning system used in this paper is
composed of 6 base stations and 1 tag, and the base station
layout is shown in Fig. 1.

Fig. 1. Schematic diagram of system layout

In the UWB positioning system, according to the right-
hand system, the coordinate system is arranged in the form of
ENU (Northeast Sky), in which the positive direction of the
X-axis points to the east, the positive direction of the Y-axis
points to the north, and the positive direction of the Z-axis
points to the sky, and the coordinate system is named the
navigation system to distinguish it from the carrier system of
the UAV platform. Among them, A0, Al, A2, A3, A4, and
A5 are UWB base stations, and TO is a UWB tag, which is
installed on the UAV platform. A)(0,0,z), A(0,y,,z),
Az(Xzs yl,zl) ’ &(XZ,O,ZI) ) A4(07 y4,zh) s As(Xz:yuzh) are the
coordinates of each base station, T,(P,,P,,P,) is the
coordinates of the tag, The true distance between each base
station and the tag is indicated separately by d,.d,,d,,d,.d,,d;,
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The distance between each base station and the tag measured
by the UWB positioning system is represented separately by
[PELITE PP £ VY P

The UWB/MIMU integrated system adopts a tightly
coupled framework, which does not require the UWB
positioning system to output independent position
information, but only needs to output the distance
information from each base station to the tag. The position
information of the INS output is calculated with the known
coordinates of the UWB base station, and the distance from
the label position of the INS output to each base station is
calculated. The above information is used as input, and the
fused navigation information is obtained through the
UWB/MIMU data fusion algorithm, and the output process
is shown in Fig. 2.

§ Navigation
- Gyro output Pure inertial results of INS
» — Jarsion
Accelerometer solving N Is"d“m.-l
output Pos ; results of
osition of UWB/MIMU
INS integrated
N— UWB/MIMU system
Position of UWB yste
U:_llin_‘f : I)ixtan.ce —p data fusion
ase station reckoning
algorithm
Position of UWB tags I
UWB
Fig. 2. Schematic diagram of the UWB/MIMU tight integrated

systemframework

Because the close coupling only involves the processing
of the ranging information output by the UWB positioning
system, the navigation results of the independent UWB
positioning system cannot be output. The advantages of tight
coupling are: even if the individual base station in the UWB
positioning system cannot output ranging information due to
obstacles and other reasons, the integrated navigation system
can still output navigation information, and there is no
measurement correlation problem, and at the same time,
under the same other conditions, compared with loose
coupling, the combined navigation results output by tight
coupling are more accurate and robust, therefore, this paper
selects tight coupling as the framework of UWB/MIMU data
fusion technology.

[II. UWB/MIMU DATA FUSION ALGORITHM BASED ON EKPF

A. Filter equation of state for UWB/MIMU integrated
navigation system based on EKPF

Although filtering algorithms such as Extended Kalman
Filter (EKF) and Unscented Kalman Filter (UKF) can deal
with nonlinear problems, they are still based on the
assumption of Gaussian distribution, so they are not
completely nonlinear non-Gaussian algorithms. So far, the
true nonlinear non-Gaussian filter algorithm is the Particle
Filter (PF) algorithm. The PF algorithm is a sequential
Monte Carlo simulation method based on Bayesian
estimation, and its core idea is to use some random samples,
i.e., "particles", to represent the post-test probability density
of random variables in the system, so as to obtain the
approximate optimal numerical solution based on the
physical model, instead of the optimal filtering of the
approximate model, so it is suitable for the filtering of strong
nonlinear non-Gaussian noise system models.
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In order to solve the problem of particle degradation in
the standard PF algorithm, and to consider the real-time
requirements of navigation information in the process of
autonomous take-off and landing of UAVs, the complexity
of the algorithm should not be too high, and the importance
density function is constructed based on EKF to move the
particles to the high likelihood region, and the Extended
Kalman Particle Filter (EKPF) algorithm is formed.

The filter state vectors are defined as follows:

X:[p(n) v g™ b, bw]T (1)

Among them, p("):[pX P, pZ]T is the position

vector of the UAV under the system, v = [VX v, v, ]T is
the velocity vector of the UAV under the navigation system,
q”=[a, dx G a,] isthe quaternion vector of the UAV
attitude under the system. Dy is the zero-bias vector of the

accelerometer, and D, is the zero-bias vector of the
gyroscope.

Since the target is in low-speed motion and the
positioning area is small, the influence of the earth's rotation
and the earth's curvature can be ignored, and the equation of
motion of inertial navigation can be simplified as follows:

[ v v
(m n(fO _p
o a Rb(f b, nf)
1 0 0
v fq<")®{ } 1 W @
x| qo |2 o2 Plan b, ]| o)
- 1
b, ——b; +6; —Lb?Jré}
b T 7
_ibdh1+6(u _ibz-"aa)
L % J 7, i

Among them, (it is the acceleration of the body under
the n system, ®is the angular velocity vector under the b
f® s of the
accelerometer, @® is the measured value vector of the

system, the measured value vector

gyroscope. Ny and N, are Gaussian white noise of

accelerometers and  gyroscopes, respectively. & is

quaternion multiplication. RS is a rotation matrix from b to n
series, which is calculated by the following formula.

1-2q7-20; 20,0, —2,0, 2040, +20,0,
Ry =| 20,0, +2G,0, 1-20% -20; 20,0, —26,0y | (3)
20,0, —29, 0 29,0, +2G,0x  1-205 —2q,

The recursive formula for the equation of state in discrete
time is given by:
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B. Filter equation of measurement for UWB/MIMU
integrated navigation system based on EKPF
According to the geometric relationship between the base
station and the tag in the UWB positioning system in Fig. 1,
the measurement equation can be obtained as follows:

CE ka1 \/A +B*+(C-1z))
f(k +1) JAT+(B-y) +(C-2)’
nk+D | _| J(A-x) +(B-y) +(C-2)’
rk+1) JA-x) +B*+(C-27)
() JAT+ (B -y, +(C-2z,)°
[ro(k+1) 4 h
NA-x)+(B-y) +(C -2, |0
o, (k +1)]
v, (k+1) A b, (k+1)
v,(k +1)
+ B=p, (k+1)
o, (k+1) C—p (ki)
v,(k +1) = P
Lvs(k +1) |

Among them, v,(K+1)(i=0,1,2,3,4,5) is the measurement
of noise.

C. Data processing processes of UWB/MIMU integrated
navigation system based on EKPF

In order to solve the problem of particle degradation in
the standard PF algorithm, and to consider the real-time
requirements of navigation information in the process of
autonomous take-off and landing of UAVs, the complexity
of the algorithm should not be too high, and the importance
density function is constructed based on EKF to make the
particles move to the high likelihood region, and the
Extended Kalman Particle Filter (EKPF) algorithm is
constructed, and the steps of the algorithm are as follows

e Initialize (K =0):

For 1=1,2,---,N | according to the prior probability
sampling X" ~ p(X,) to calculation {’ = p[ZO‘X(‘,”J,
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N
the total weight @, = Z a)é') can be obtained, and the

i=l

(
normalized weight of" =—% can be calculated.
)

e Forecasts and updates(k >1):
EKEF filtering is performed:

X=X ]
Pk(i)(_) = Fk(i)Pk(i)l [Fk(i)]T +Qy
k0@ =P[R T (HoRCO[HOT +R] ()
X=X+ K {Z,~h[ X O]}

RO =P ()= K"HRO ()
N

=12,
e For i=12,---,N | sampling by importance density

function X" ~N [Xﬁ“; X0, lﬁk(“} weights

o =a)|fiflp[Zk|Xl£”J can be calculated, total weight

o,

N
W = Za)&') can be obtained, and normalized
i=1
. 0 ol
weights @’ =— can be calculated.
1)

o IfNg <Ny, resampling should be performed, and

=) _

@,”, =1/N need to be reset.

e The output can be obtained:

N . N
p(X.[Z0)= 2 @ [ X, = X{"]
. AT @)
X, =E(X,[Z2,)= Y. a" X
i=1

e Move on to the next moment loop.

IV. UWB/MIMU INTEGRATED NAVIGATION SYSTEM
IMPLEMENTATION AND EXPERIMENTAL VERIFICATION

In this paper, the UWB/MIMU integrated navigation
system is constructed, and the UWB and MIMU sensor data
are collected during the real UAV flight to verify the
effectiveness of the UWB/MIMU integrated navigation
system.

A. UWB/MIMU integrated navigation system equipment

The MIMU sensor used in this paper is the MPU6050
sensor produced by InvenSense, which is shown in Fig. 3(a),
and its parameters are shown in Table 1. The UWB sensor
selected in this paper is the LinkTrack P-B series produced
by Nooploop Co., Ltd., as shown in Fig.3(b), and its ranging
accuracy can reach the decimeter level, as shown in Table 2.
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(a) MPU-6050 (b) LinkTrack P-B

Fig. 3. MIMU sensors and UWB sensors

TABLE 1. MPU6050 MIMU SENSOR PARAMETER CONFIGURATION
Parameter Index
Accelerometer range (g) +4
Accelerometer sensitivity (LSB/g) 8192
Gyroscope range (°/s) +500
Gyroscope sensitivity(LSB/°/s) 65.5

TABLE II. LINKTRACK P-B UWB SENSOR PARAMETER
CONFIGURATION
Parameter Index
Maximum communication
. 500

distance(m)

Ranging accuracy(cm) 10

Operating frequency

band(MHz) [3744, 4243], [4243, 4742]

In the indoor experiment, the true value of the position of
the UAV during flight is provided by the lidar and the laser
ranging sensor, wherein the structure of the lidar is shown in
Fig. 4(a), and the lidar adopts the principle of time-of-flight
(TOF) ranging, which can be carried out at 360°
Omnidirectional laser scanning, ranging accuracy is 3cm,
measuring radius is 25m, has the advantages of high
positioning accuracy, good mapping effect, the laser radar is
installed on the top of the UAV in the experiment, the plane
position information of the UAV can be obtained, and the
structure of the laser ranging sensor is shown in Fig. 4(b) As
shown, the laser ranging sensor adopts the TOF ranging
principle, the ranging accuracy is 1.5cm, and has the
advantages of high ranging accuracy, low blind spot,
adjustable field of view, etc., and the laser ranging sensor is
installed at the bottom of the UAV in the experiment, and the
height position information of the UAV can be obtained.

(a) N10 series LIDAR  (b) TOFSense series laser distance sensors

Fig. 4. Reference information sensors
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According to the model of the selected MIMU sensor and 15.
UWRB sensor, this paper builds an unmanned aerial vehicle '
platform, which is composed of a carbon fiber frame, a flight

control unit, a navigation unit, a power unit and a £ 1.
communication unit, and the physical structure of the R‘[
unmanned aerial vehicle platform is shown in Fig. 5.

0.5-

Start Point

Y/m & xm

Fig. 7. Indoor environment experiment drone flight trajectory

In the experiment, the ranging data of each base station
of the UWB positioning system is shown in Fig. 8, and it can
be seen from the figure that the ranging output of the UWB
system is relatively stable in the absence of NLOS
propagation conditions, and there is no obvious outlier.

Fig. 5. Drone platform

L ||—Tag A0|
B. Indoor environment experimental site layout and 8l | |—Tag A1
experimental procedures L |7 Tag A2
The size of the indoor experimental site is E 6l \ " || ——Tag A3
8mx8mx2.5m, and the position coordinates of the six B :Pg 5
UWB base station nodes are recorded as follows: 4t Ag- 00|
AO(-1.4,-1.4,15) , Al(-1.4,6.6,1.5), A2(6.6,6.6,1.5), '
A3(6.6,-1.4,1.5) , A4(-1.4,2.6,2.3), AS5(6.6,2.6,2.3), the 2
specific layout of the UWB positioning system is shown in ‘

Fig. 6. 0!

Fig. 8. Indoor environment experiment drone flight trajectory

Figure 9 shows the position error pairing between the
pure UWB algorithm and the EKPF-based UWB/MIMU data
fusion algorithm.

EKPF
0.2 —UWB
§ WM #Jr N
. o § 0
Fig. 6. Schematic diagram of the layout of the UWB positioning system B
for indoor environment experiments
In the experiment, the real flight trajectory of the UAV is 0.2
shown in Fig. 7, wherein, the red five-pointed star marks the o~
starting point of the flight trajectory, the red six-pointed star ‘ ‘ ‘ ‘
marks the end of the flight trajectory, the UAV platform
moves according to the square trajectory, and finally lands 0 20 40 60 80 100
below the flight starting point, and the UAV flight time is t/s
115 seconds. (a) X-axis position error

90
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Table 3 shows the comparison results of the pure UWB
algorithm and the EKPF algorithm on the RMSE value of the
position error. Compared with the pure UWB algorithm, the
RMSE values of the position error of the EKPF algorithm in
the three axes are reduced by 36.8%, 35.8% and 78.8%,

o respectively, which fully proves the effectiveness of the
“‘8 0 UWB/MIMU integrated navigation system based on the
= EKPF algorithm.
@
In order to verify the anti-interference capability of the
integrated navigation system, a non-line-of-sight (NLOS)
0.2 environment was designed in the interior to fully block the
’ propagation path between the UWB base station and the tag
, , , , by obstacles. In this environment, obstacles such as cartons,
plastic boxes, plastic stools, iron buckets, and iron plates are
0 20 40 60 80 100 added to simulate the impact of different material obstacles
t/s on the UWB positioning system, and the experimental
(b) Y-axis position error environment layout is shown in Fig. 10.
2 :
EKPF
—UWB
1
£
S 0
o
-1
) : : : : ‘
0 20 40 60 80 100 Fig. 10. Schematic diagram of the indoor NLOS environment experiment
t/s layout
(¢) Z-axis position error During the experiment, the flight altitude of the UAV
Fig. 9. Comparison of the position error of the indoor environment was reduced as much as possible to make it lower than the

experiment height of the obstacle, so that the obstacle could fully block
the direct propagation path between the UWB base station
and the tag, the ranging data of each base station of the UWB
positioning system is shown in Fig. 11.

It can be seen from the figure that the position accuracy of
the pure UWB algorithm in the XY axis direction is high,
basically staying between +£0.2m, but the position error of the

pure UWB algorithm in the Z-axis direction increases 10 ,

significantly, and the fluctuation is serious. In the indoor —TagA0
experiment in this paper, the height difference in the Z-axis —Tag A1
direction is 0.8m, and the height difference in the X-axis and 8 | Tag A2
Y-axis directions is 8m and 4m, which makes the third column | —Tag A3
element in the UWB positioning matrix much smaller than the Tag A4
first two column elements, resulting in the position error of the Tag A5

pure UWB algorithm based on least squares method in the Z-
axis direction is higher than that in the X-axis direction. The
position error of the UWB/MIMU data fusion algorithm based
on EKPF is on the same order of magnitude as that of the pure
UWRB algorithm in the XY axis direction, and it is improved,
and the position error in the Z-axis direction is significantly
reduced, and there is no problem that the position in the Z-axis
direction cannot be solved.

Fig. 11. UWB ranging data output for indoor NLOS environmental

TABLETIl.  COMPARISON OF POSITIONING ERROR RMSE IN INDOOR experiments

ENVIRONMENT EXPERIMENTS . .
According to Fig. 11, due to the emergence of the NLOS

Algorit Position error environment, the UWB ranging data has obvious fluctuations,
hm X-axis Y-axis Z-axis and the influence of NLOS error is more obvious when the
UWB | 0.114 0.109 1.016 UAV flight altitude is low, and the influence of NLOS is

weakened when the UAV flight altitude rises.

EKPF 0.072 0.07 0.215
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Figure 12 shows the position error pairing between the
pure UWB algorithm and the EKPF-based UWB/MIMU data
fusion algorithm.

o - I_EPI(PF‘
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(c) Z-axis position error

Fig. 12. Comparison of the position error of the indoor NLOS environment
experiment

Compared with the indoor unobstructed environment,
due to the aggravation of the jitter of UWB ranging, the jitter
of the position error is more intense, and the position error of
the pure UWB algorithm also increases due to the increase of
the ranging error of individual base stations, and the
positioning accuracy of the UWB/MIMU  integrated

92

navigation system is higher than that of the pure UWB
algorithm.

TABLE IV. COMPARISON OF POSITIONING ERROR RMSE IN INDOOR
NLOS ENVIRONMENT EXPERIMENTS
Algorit Position error
hm X-axis Y-axis Z-axis
UWB 0.141 0.137 1.354
EKPF 0.081 0.084 0.215

Table 4 shows the comparison results of the pure UWB
algorithm and the EKPF algorithm on the RMSE value of the
position error in the indoor NLOS environment experiment,
and it can be seen from the results that the NLOS
environment has less impact on the UWB/MIMU integrated
navigation system. Compared with the pure UWB algorithm,
the RMSE values of the position error of the EKPF algorithm
in the three axes are reduced by 42.5%, 38.7% and 84.1%,
respectively.

V. CONCLUSION

In order to meet the navigation and positioning
requirements of indoor highly dynamic carriers, this paper
proposes an algorithm flow using EKPF algorithm for
UWB/MIMU data fusion, and deduces the system
composition, state equation and measurement equation in the
UWB/MIMU system model. Experiments show that the
combined system of EKPF algorithm can realize decimeter-
level positioning under the condition of high dynamics of
indoor carriers, which proves the effectiveness of the data
fusion algorithm.
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Refining the Methods for Determining the Orbital
Parameters from Planetary Images in the Vektor-T
Space Experiment onboard the ISS

M.Y. Belyaev
S.P. Korolev Rocket and Space
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Korolev, Moscow region, Russia
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Abstract — The objective of the Vektor-T space experiment
conducted onboard the International Space Station is to
develop new methods for determining spacecraft motion. The
paper discusses one of the areas on which this experiment is
focused — determining and refining station position using Earth
surface images taken with the onboard photospectral system.
The paper also provides an example of applying the technique
developed in the course of the Vektor-T experiment to
determine the position of the Luna-25 robotic spacecraft from
a photograph of the lunar surface it had taken.
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experiment  Vektor-T, orbit
navigation, space images, Luna-25

Space Station
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ISS, space
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I. INTRODUCTION

When solving many of the problems in ballistics, mission
control and conduct of science experiments (SE), a
spacecraft (SC) is traditionally considered as a single mass
point. However, the dimensions of modern orbital stations
are so large, that one can no longer ignore them neither when
predicting their motion, nor when conducting a series of
science experiments onboard the station. The International
Space Station (ISS) is comparable in size with a football
field. Therefore, when calculating its orbit, one needs to take
into account not only the motion of the ISS center of mass,
but also the motion about its center of mass, as well as
changes in the station shape, which occurs, for example, due
to rotation of solar arrays.

In order to develop and refine new methods for
determining motion of large SC, the SE Vektor-T was set up
onboard the ISS, which additionally uses for orbit
calculations the attitude data for the station and its elements,
satellite navigation systems measurements, motion data from
spherical satellites launched both outside and inside the
station cabin, etc. It is worth noting that at present, special
interest is shown toward developing autonomous methods
for determining SC motion [1]. The current urgency to
develop new autonomous navigation methods is associated
with the need to ensure the reliable determination of SC
motion in the event of any abnormal situation while flying in
both near-Earth space and on a future mission to the Moon or
Mars. Such autonomous navigation methods were actively
tested on the Salyut-series space stations [2]. One of the
focus areas of the Vektor-T space experiment deals with the
development of a new autonomous method of motion
determination, which involves obtaining data on the ISS
position through processing images taken by the onboard
cameras of the PhotoSpectral System (PSS). Setting up such
a standalone system only became feasible fairly recently
owing to a considerable progress in digital cameras, which
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occurred over the last two decades, and emergence of the
public-domain integral photographic images of planetary
surface in orthographic projection (orthophotomaps). It
turned out that having a snapshot of a certain region and an
orthophotomap covering that region, it is possible to
determine, with an error acceptable for application tasks, the
view point position (the point where the camera was located)
in space at the time when the picture was taken.

If processing a series of sequentially taken images of the
planetary surface results in having computed coordinates of a
sufficiently large number of SC positions at the known
points in time when the pictures were taken, this makes it
possible to apply standard statistical methods in order to
compute orbital parameters.

The technique for determining SC position that is being
developed onboard the ISS can be used without any
significant changes for navigational purposes during
missions to the Moon and Mars. The feasibility of this is
confirmed by an example of computing the radius vector for
the Luna-25 robotic spacecraft from a well-known lunar
image taken from onboard of the at spacecraft on August 17,
2023.

II.  GENERAL APPROACH TO SOLVING THE PROBLEM OF
DETERMINING THE SC SPATIAL POSITION FROM A PLANETARY
SURFACE IMAGE TAKEN FROM ONBOARD THAT SC

As was noted in the paper [3], an optical navigational
field can be highly informative, and, theoretically, its use
makes it possible to achieve a high ultimate accuracy of SC
positional data representation; however, it is important that
high computing power hardware and high-resolution CCD
optical instruments be used for this purpose.

Optical navigation systems include, among others, those
that, in order to determine the SC position relative to a
planet (during landing or orbital motion), use images of that
planet surface taken from onboard the SC. In the opinion of
the authors of the monograph [4], such a navigation system
achieving the accuracy comparable with that of satellite
radio navigation systems would usher in a new age in the
development of autonomous navigation for SC. The said
work proposes one of the versions of solving that problem
based on automatic recognition of terrestrial landmarks by
comparing Earth pictures taken from the orbit with reference
images. Also to be used are measurements of SC altitude
above the ocean and data from star trackers.

Also of interest for SC navigation is an approach
proposed in [5] for aviation — used for achieving high-
accuracy correction of navigational data for flying vehicles
are methods of photogrammetry and optimal data filtration,
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stereoscopic methods, also used are images of the terrain
and single reference points, including contours.

Monograph [6] presents georeferencing of Earth surface
pictures taken from onboard a SC with the use of special
electronic maps, and involving the use of shore lines as
reference points. In spite of the fact that [6] does not state
the problem of autonomous navigation, it points out that
corrections can be computed for the already available
parameters describing the SC center of mass position and
attitude, in order to update georeferencing parameters.

It is worth noting that both [5] and [6], along with the
purely automatic image processing, also provide for human
operator involvement in this process. For several years RSC
Energia has been developing and refining processes for
determining SC spatial position (in the form of radius
vector) that are also based on automated georeferencing by
human operator of the Earth surface images made from
onboard the ISS.

In order to perform such georeferencing, one needs to
have available, in addition to the digital planetary surface
image itself, a ready-made orthophotomap of the
photographed area. Since photograph itself is a centrally
projected image (all the imaginary rays that form the image
go through the focal point), double ratios theorem applies to
it, and, therefore, using four selected common (reference)
points it is possible to transform the photograph to the
projection of the available orthophotomap.

The orthotransformation procedure consists in human
operator identifying and selecting in the photograph which
is being processed and in the reference orthophotomap of
the area four common (reference) points; as a result, a
special algorithm determines geographic coordinates of all
the points in the photograph [7]. If need be, the practical
accuracy of this referencing can be evaluated by
superimposing the orthotransformed photograph on the
orthophotoplan and determining spatial misalignments of
the corresponding features in the two images.

Thus, as a result of orthotransformation each pixel in the
photograph is mapped to a small spot (point) on the Earth
surface with known geographic coordinates, which can be
converted to any other coordinate system (CS) that is
convenient for further calculations. Thereupon, it is easy to
also determine the shortest linear distance between two
points on the Earth surface that are seen in the photograph.
In addition to this, for any pair of pixels in the image it is
possible to determine the value of the angle between rays
directed toward the corresponding points on the Earth
surface from the focal point of camera’s optical system.

It is easy to show that on the plane the segment OP (Fig.
1) will always be seen at the same angle ¢ from any point
on a continuous line that goes through points O and P and is
represented by the part of the circle, which in Fig 1 lies
above the X-axis and is dotted. The radius and position of
the center of that circle are determined by the value of the
angle, as well as the length and position of the segment on
the plane [8].

In three-dimensional space the surface from each point of
which this segment can be seen at the specified angle is a
closed torus, which is generated by rotation of the circle
shown in Fig.1 about the segment OP.
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Fig. 1. Possible observation points (dotted line), from which the segment
OP is seen at the specified angle ¢

One of the methods of using an orthotransformed
photograph in order to determine the point from which the
photograph was taken consists in selecting in the photo three
pairs of widely spaced points, associating with each of these
their own torus generated as stated above and their own
equation of distance from an arbitrary point to the surface of
that torus. Each of the equations is set to zero and expressed
in terms of coordinates of one common CS, for example,
Cartesian Greenwich one. Then, with a sufficiently high
precision of determining coordinates of selected points and
directions toward them, the point where the picture was
taken is found using numerical methods as one of the
solutions of the system of three non-linear equations.
However, one needs to exclude those solutions that do not
represent the true point from where the picture was taken (for
example, by selecting an initial approximation, which is
sufficiently close to the sought point).

If there is some way to determine the position of a certain
plane in which the SC was located at the time of taking the
picture, then the equation of the distance from that plane to
an arbitrary point can be included in the system which
defines the position of the point where the picture was taken,
together with equations for the toruses (the number of which
in this case can be reduced to two).

One can also tie with this known plane an orthogonal
Cartesian CS, the Z-axis of which is perpendicular to the
plane. Then one can express in terms of the coordinates of
this CS the two equations of distances from an arbitrary point
in the plane to intersections with this plane of the two toruses
(generated from two pairs of points with known coordinates).
Thus, the problem reduces to solving a system consisting of
two non-linear equations.

If the segments connecting the selected pairs of points lie
in the known plane (or are perpendicular to it), the
intersections of their corresponding toruses with this plane
are circular curves, and solutions of the corresponding
systems of equations can be found using relatively simple
analytical methods, the use of which will not cause the
problems, which can potentially occur when numerical
methods are used, that involve the search for initial
approximations and convergence of iteration algorithms.
Below is given an example of such approach, which is
regularly used for determining the ISS position, in particular,
within the framework of the SE Vektor-T.
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An important element in implementation of autonomous
navigation is the program that is currently used onboard the
ISS for displaying to the crew the current trajectory and
navigation situation, which is derived from the
telecommunication monitoring and control system Sigma,
which goes back to orbital station Mir, and was based, in its
turn, on the autonomous navigation and control system Delta
of orbital station Salyut-7. This program simulates the flight
of the ISS, including such particulars as motion prediction,
light and dark environment, view from the portholes, etc.
Under good conditions (in the absence of ionospheric
disturbances) the accuracy of the simulation is 1-2 s for
several days without updating data from ground services.

In addition to this the program is a convenient platform
for developing various technologies, including autonomous
navigation, since it is expressly designed to support science
programs, and its executable modules can be promptly
changed and updated via radio link from the ground.

At present the program enables real-time control of
various science equipments, including steerable platforms of
the System for Orientation of Videospectral Equipment
(SOVE) and an ultrasonic system for coordinate referencing
of photographic images, which actually require solving
autonomous navigation problems.

III. THE USE OF A SPECIALLY SELECTED PLANE IN

NAVIGATION PROCESSING OF AN IMAGE

As noted above, as a result of orthotransforming
procedure it becomes possible to determine geographic
coordinates of all the points shown in the image. If the
georeferencing accuracy is sufficiently high, this makes it
possible to use any fragments of the image in the algorithms
determining the position of the point from where the image
was taken. Let us consider how this can be used for selecting
a special working plane in order to reduce the three-
dimensional problem to a two-dimensional one.

Marked in the original image that has not yet been
orthotransformed are pixels that form a circle inscribed into
the image with the center that coincides with the center of the
image. The radius of such a circle is equal to a half of the
smaller side of the rectangular image frame. If the imaging
was performed with deflection from nadir direction and the
limb of the planet is outside the image frame, in the
referenced orthotransformed image the circle is transformed
into an elongated closed curve, which corresponds to the
intersection of a cone (centered at the focal point of the
optical system) with the shape of the planet. This curve looks
like an ellipse, but is not an ellipse [9]. But the shape it
circumscribes is always stretched in the direction of the
largest tilt of the planetary surface with respect to the central
axis of imaging (which is normal to the plane the camera
image sensor) and is used for selection of the special
working plane in the following manner.

The axis along which is stretched the shape
circumscribed by that curve indicates the direction of the
Earth surface tilt with respect to the central axis of imaging,
and can be used for determining the plane in which further
computations will be performed. Marked in the
orthotransformed image are pixels that correspond to the
center of the original image and the circle that was inscribed
into it. Corresponding to these pixels are small spots (points)
on the planetary surface with known coordinates. This makes
it possible to calculate the distance from the point, which
corresponds to the image center (let us denote it by B), to all
the points which correspond to the circle. If the curve
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corresponding to the circle is stretched, a point can be found
in it (we shall call it A), which is farthest removed from point
B. Then, on the diametrically opposite side from A one can
select a point, the distance to which from the central point B
is maximal in comparison with the neighboring points in the
curve. Let us denote this point by C.

Selected as the working plane is the plane wherein lie
points A, B and C. Lying in the same plane at the time when
the picture was taken, must be the point, from which the
picture was taken (focal point of the lens), which we shall
denote by S. If the planetary surface is spherical, this plane
goes though the center of the planet, and it also aligns with
the prime vertical plane of the image, which is defined by
points S, B and the point on the planetary surface which is
nadir with respect to S.

Fig. 2, the plane of which coincides with the selected
working plane, shows the scheme for determining the
position of the point S from which the picture was taken.
From that point segments AB and BC are seen at the same
angle, that is, angles ASB and BSC have the same known
value (let us denote it by a), which is determined by the
geometrical properties of the photographic equipment and is
equal to a half of the angular dimension of the narrow side of
the photographic frame, because it was that frame in which
the circle was inscribed before the orthotransformation
procedure. Also known are coordinates of points A, B and C
selected on the planetary surface. Dashed and dotted lines
show fragments of circles from which segments AB and BC
are seen at angle o. Instead one of them, one could also
select the circle constructed on segment AC for its
observation angle equal to 20

Fig. 2. Geometric chart showing how to determine position of point S
from the known positions of points A, B and C

The two circles shown in Fig.2, under real geometrical
conditions of imaging the planetary surface from an orbital
SC, will have two intersection points, one of which coincides
with point B (which can be used to verify the accuracy of the
results), and the other coincides with point S. Thus it is not
difficult to calculate the position of the point from which the
picture was taken.
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When using the geometric scheme shown in Fig.2, one
should not necessarily use equations of the circles
constructed on the specified line segments. Earlier, the
following formula was derived [10] for angle BCS (let us
denote it by y):

sin(t) cos(2a) —cos(t)sin(2a)
cos(t)cos(2a) +sin(t)sin(2a) + B%B

tg(y) =

where 7 is the known value for angle ABC.

Since, taking this formula into account, all the angles of
the triangle BCS are known, the position of point S is
calculated from the known positions of points B and C.

However, in comparison with this solution, the approach
that involves the use of the specially constructed circles is
more universal even in a two-dimensional case. Thus, one
can select line segments that do not have a common point
and are visible from the point from which the picture was
taken at different angles. This is possible if one succeeds in
recognizing features with known coordinates that lie in the
working plane but do not coincide with points A, B and C. In
those cases the algorithm of solution with the use of circles
does not significantly change from solution of the problem
presented in Fig.2.

Some methods of image processing based on
constructing special circles can simultaneously produce two
simultaneous possible positions for the point from where the
picture was taken that lie in the working plane. In those
cases, additional methods are required in order to select the
solution which corresponds to the actual point from where
the picture was taken [10].

IV. DETERMINING THE ISS POSITION AND ORBIT USING
IMAGES THAT WERE TAKEN FROM IT

As mentioned above, one of the focus areas of SE
Vektor-T is development of a process for determining the
ISS position and orbit by processing images of the Earth
surface taken from the Russian Segment of the station. To
achieve this objective, which includes search for
‘bottlenecks’ affecting the accuracy of the results, a camera
that was rigidly secured (using FSS equipment) to a porthole
inside the ISS cabin was preprogrammed to automatically
take pictures of the Earth surface (as a rule, once per minute).

Currently being developed within the framework of
Vektor-T experiment is the procedure presented in the
previous section. One of its peculiarities is that the accuracy
of the results goes down considerably when the points on the
underlying surface that are being photographed lie close to
nadir. Therefore, the camera was secured onto the porthole in
such a manner as to make sure that the camera points in a
direction that is at least 30 degrees away from nadir. For this
purpose, the optical axis of the camera lens was tilted away
from the ISS ground trace to the left or to the right depending
on the predicted trajectory to make sure that as many images
of the sunlit terrain that is potentially suitable for recognition
are taken as possible.

Fig. 3 shows one of the images (with provisional ID
number 54R0300), which was taken in the course of an
imaging session on June 28, 2023. During the first stage of
processing a circle was inscribed into it as per the procedure.

Using special software, a ground-based operator
recognized the terrain in the picture and matched four points
in the original image to corresponding points in the
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orthophotomap of the Earth surface. All further actions were
fully automatic. When converting geographic coordinates
into Cartesian coordinates, Earth oblateness was taken into
account as per geodetic system WGS 84.

The original image was transformed to orthographic
projection and aligned with orthophotomap as shown in
Fig.4. The stretched closed white curve corresponds to the
circle, which, prior to orthotransforming, was inscribed into
the original image shown in Fig.3. The white line segment
marks where the Earth surface intersects with the plane that
is close to the principal vertical plane of the image. Marked
on this line segment are points that were selected in the same
manner as in the previous section were selected points A, B
and C. In Fig. 4 they are denoted, respectively, as
@_54R0300_A, @_54R0300_B n @_54R0300_C.

Fig. 3. Image 54R0300 taken from onboard the ISS on June 28, 2023 at
16:20:00 UTC, with inscribed circle marked

Fig. 4. Orthotransformed image 54R0300 aligned with orthophotomap and
marked out for further processing

The same three points are marked with red crosses in a
less detailed map of the terrain (Fig. 5). The yellow line
shows the ISS ground trace, that is, the projection of the ISS
orbit known a priori, which served as a reference standard for
estimating the accuracy of the calculations. The red circle on
the ground race shows the ISS reference position (sub-
satellite point) at the moment when image 54R0300 was
taken. The ISS sub-satellite point calculated using that image
is marked on the ground trace with a red cross labeled
@_54R0300_M and partially covered by the red circle.
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In this particular case the mismatch between calculated
and reference sub-satellite points was 3 km. Mismatches
between sub-satellite points obtained from processing the
other 28 images taken during sessions conducted on June 28
and 30, 2023, turned out to be roughly the same and lay
within the interval of 2.9-3.2 km. More considerable was the
mismatch between the calculated and reference altitude
positions of the ISS, which is about 6 km for image
54R0300, and on average about 4 km for all the 29 images.
Thus, the average mismatch of direct range was about 5 km.

Fig. 5. Comparison of the ISS reference position (marked with a red
circle) with the position calculated from the orthotransformed image
54R0300

Used for calculation of the ISS position were methods
presented in the previous section, taking into account
atmospheric refraction and the altitudes of the selected areas
of the Earth surface above sea level. The angle, at which the
line segments formed by the points selected in Fig.4 were
visible, was calculated based on the geometrical dimensions
of the image sensor of the NikonD5 camera, which was used
in the experiment, and the focal distance of the lens installed
on that camera. To additionally verify the results, alternative
calculation methods were wused, including numerical
methods. To obtain the final, more accurate, solution and
additional step was taken, which is described below.

In the course of running the Vektor-T experiment, it was
found that besides objective hurdles caused by conditions
inherent in Earth imaging (cloud cover, large ocean surfaces,
difficult mountainous terrain, refraction, etc.), the accuracy is
also significantly affected by the mounting error, that is, by
the fact that the optical axis of the lens does not go through
the central pixel of the image (image sensor). Therefore, by
specifying (in pixels) certain deflections from the center of
the image, one can find such a variation for which, for
example, two calculated angles formed by the optical axis
and directions from the focal point toward two different
points of the circle are closest to each other and to the
specified value. Such a criterion turned out to be successful
probably because usually optical components are machined
by turning the workpiece, and deviations from ideal circles
are negligible, and, therefore, in reality all the angles
between the optical axis and the rays that go through the
edges of the lenses virtually coincide.
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The accuracy of the results obtained through the use of
the procedure can be improved by calibration of the
hardware parameters. For example, the calculation of the
position of the point from which the picture was taken is
significantly affected by the degree to which the actual focal
distance of the optical system is close to the nominal value
that is being used. For example, under conditions of the
completed imaging sessions, an error of 1 mm in the focal
distance of the lens would have resulted in 1 km error in
determining the ISS attitude. And, of course, of crucial
importance are image resolution and scale, and the accuracy
of the orthophotomap used for georeferencing of the images.

The above methods do not require the knowledge of the
point in time at which the picture was taken in order to
determine the position of where the picture was taken from
onboard a SC. Therefore, if the SC orbit is known, the
calculated position of the point from where the picture was
taken makes it possible to establish the time when the picture
was taken, since it is possible to determine when the SC was
in the vicinity of that point. That is why there have been
multiple actual cases where the correct time when a picture
was taken from onboard the ISS could be restored whenever
it transpired during post-flight processing of images from
different SEs that the readings of built-in camera clock were
wrong. In certain cases, ground specialists managed to
determine time readings bias from the images quickly
enough to take it into account or remove it when planning the
next Earth remote sensing session from onboard the ISS. The
accuracy achieved in Vektor-T experiment is fairly sufficient
for addressing such tasks.

If, on the other hand, the task is to determine the SC
orbital parameters so that they can be used for predicting its
motion, the requirement to exactly match the photographs and
the times when they were taken becomes important. It is true
that the use of classical analytical methods of determining the
orbit from several positions of SC is unpractical if accuracy of
the measurements is low. However, by using a sufficiently
large number of images, one can calculate a series of
successive values of the ISS radius vector for known points in
time, and then, with the application of statistical methods,
also determine the station orbit.

Most of the photographs of Earth obtained from automatic
imaging with a camera attached to a porthole are not suitable
for recognition and georeferencing, since they either show
continuous cloud cover or some featureless terrain such as a
desert or the surface of the ocean without islands.

Thus, the largest sequence of recognized and
orthotranformed images which it was possible to obtain in
one automatic imaging session amounts to only 30
photographs while the total number of images that were
taken is 172 [8]. The values of radius vectors of the points
where the pictures were taken that were obtained as a result
of processing those 30 images made it possible to obtain a
smoothing solution of the ISS motion equations, for which
the positions of ascending nodes in the processing interval
differed from positions of ascending nodes of the ISS
reference orbit (exactly determined by other methods) by less
than 1 km. However, in certain cases, discrepancies
(deviations of the calculated positions of the points where the
pictures were taken from reference solutions) had greater
values. This is explained by an inaccuracy of time readings
in photographing equipment which resulted in a bias error of
an a priori unknown value. In order to reduce it (without
using data about the reference orbit) a special correction of
image time referencing was performed where the error in
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determining the time of photography was introduced into the
system of equations as a definable parameter. This made it
possible to improve the accuracy of the ISS orbit
determination.

The accuracy of orbital determination can be improved
by using a similar correction of other values which need
updating (for example, departures of photographic
equipment parameters from nominal values) by means of
introducing them into the system of equations as unknown
parameters, as well as increasing the number of images from
which the ISS positions are determined. The proportion of
images that are suitable for recognition can be increased by
intentionally selecting for imaging the areas with high
recognition probability and low probability of cloud cover,
which requires crew involvement or development of
specialized software for imaging control using automatic
image recognition. If approximate values of SC orbital
parameters are known a priori, in order to refine them one
can, based on the approximate orbit, schedule imaging of
areas with low probability of cloud cover, which is estimated
using statistical data or weather forecasts.

In the case of imaging the Moon, which has no bodies of
water and no cloud cover, and has a lot of easily
recognizable areas and landmarks such as craters, one can
expect that the number of images unsuitable for navigation
processing will be minimal even when performing automatic
imaging with a camera that is rigidly fixed onboard a SC. It
is also worth noting that when calculating circumlunar orbits
one does not need to take into account atmospheric refraction
and determine atmospheric drag factor.

The convenience of using this technology in manned
missions has to do with the fact that there is no need to have
special instrumentation for navigation such as star or sun
trackers, because the crew will always have a camera and a
laptop computer, however, at present one needs to involve an
operator (a crewmember or a specialist on the ground ) to
process the images of Earth at the stage when the photographed
terrain is being recognized and common (reference) points are
being identified in the photo and orthophotomap. Transferring
these functions to an autonomous program is complicated by
such factors as cloud cover, changes in the appearance of Earth
surface areas (for example, seasonal changes or those caused
by human activities). As for the lunar images, the most
important factor affecting their appearance are variations in
lighting conditions, which makes it easier to recognize
fragments of the lunar surface and gives hope that the proposed
procedure for lunar missions can be made fully automatic. This
is also confirmed by significant number of publications on the
subject of developing, for navigational purposes, systems for
recognition of such predominant lunar features as craters
[11,12].

V. POSITION ESTIMATE FOR ROBOTIC SPACECRAFT
LUNA-25 MADE USING A PHOTO OF LUNAR SURFACE MADE
FROM ONBOARD THE SPACECRAFT

Considered among various navigation systems proposed
for future lunar missions are visual navigation aids. One
example of such an approach is autonomous optical
navigation using lunar horizon and reference points on lunar
surface employing special wide-angle cameras [13].

At the same time there is no doubt that in the course of
crewed missions the imaging of the lunar surface for various
purposes will be performed by the crew with hand-held
cameras through portholes, and, possible, also with steerable
cameras on the outer surface of the SC [14]. The above
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procedure, whenever even a non-specialized computer is
available (such as a laptop), can be used for navigational
purposes and during imaging of this type, and not only in
specially designed systems for optical navigation.

To verify theoretical feasibility of determining the SC
position relative to the Moon from photos of the lunar
surface taken with a hand-held camera through a porthole,
calculations were performed earlier using photographs
available online that had been taken during the US crewed
program Apollo [10, 15]. In spite of modest quality of those
digitized images, it was possible to orthotransform and use
them for approximate estimation of the SC radius vectors at
the time of photography.

In August of 2023, a photograph (Fig.6) was published [16]
that was taken by the Service Television System STS-L from
onboard spacecraft Luna-25 when it was flying in orbit around
the Moon as its artificial satellite. To take the picture, the
landing camera KAM-S was employed, performance data for
which are given in [17]. The image resolution was primarily
limited by the small focal distance (12.3 mm) of the camera’s
optical system. Nevertheless, the image was used to try out the
procedure that is being developed in SE Vektor-T.
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Fig. 6. Lunar picture taken from onboard Luna-25 on August 17, 2023 at
05:22:56 UTC

To perform selenographic referencing of the image,
Mercator projected orthophotomap of the Moon found at
[18] was used. The image, transformed to orthogonal
projection and aligned with orthophotomap, is shown in
Fig.7 Used a common (reference) points were centers of
several small lunar craters. One can see that the
orthophtomap has a lower resolution than the image, so one
cannot expect the referencing to be highly accurate. This is
borne out by the fact that, as can be seen from Fig.7, those
points of the line that was obtained from the circle inscribed
in the original image that were most distant from the central
point are not diametrically opposed to each other.

Preliminary processing of the image in this particular
case yielded the following results:

deflection of the optical axis from nadir: 19.87°;

line-of-sight range to the center of the image: 96.9 km;

altitude above the lunar surface: 91.5 km.
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Fig. 7. Orthotransformed image aligned with orthophotomap and
markings made during its automatic processing

These results correspond to two possible positions of the
point from where the picture was taken in the plane that is
close to the prime vertical plane of the image, with the
following sub-satellite points in selenographic coordinate
system:

logitude:-138.65°, lattittude: -75.67°;
longitude: -139.36°, lattitude: -77.73°.

Using methods that are being developed in SE Vektor-T
(per scheme presented in Fig.2), selected out of these two
options was the second one. The corresponding coordinates
in Cartesian selenocentric selenoequatorial system:

x: -295.52 km, y: -253.68 km, z: -1785.56 km.

Their transformation to selenocentric geoequatorial
coordinate system J2000 [19, 20] yields the following result:

X:-354.44 km, Y: 584.07 km, Z: -1695.03 km.

Thus, applying techniques developed in a space
experiment onboard the ISS, it was possible to obtain a result
even from processing a photograph taken from onboard
Luna-25. However, this result should only be considered a
rough estimate owing to a relatively low resolution of the
images that were used.
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In view of current plans to launch mission to the Moon
and Mars, as well as vulnerability of navigation satellite
systems in near-Earth space, it is important to develop new
methods for autonomous determination of SC motions. The
described navigation techniques based on planetary images
are implemented both as ground-based and onboard
software. It was developed using math models of SC motion
around the planet as well as in the course of SE Vektor-T and
some other scientific experiments which involved
observations of the Earth surface from the ISS. In addition to
this, in certain cases the proposed algorithms were used for

SUMMARY
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estimating SC position from the pictures of the lunar surface
taken by that spacecraft.

The obtained results suggest that even when SC
coordinates at the time when the SC were taking pictures
were calculated from single images (including those that
were taken for purposes other than navigation), those
coordinates make it possible to update the already known
parameters of the orbit (trajectory) of the SC, for example, in
order to calculate corrective burns in the case of lunar
missions or to adjust the timetable for observations of
terrestrial targets for scientific experiments onboard an
orbital station.

In the cases where a sufficiently large number of
consecutive images of the planetary surface were taken, it
becomes possible to use well-developed statistical methods
for measurement results processing in order to determine the
SC orbit, which was confirmed in the course of the
experiment Vektor-T.

The proposed technology that is being developed
onboard the ISS can be used for setting up an independent
navigation system that can serve as, for example, a backup,
emergency or verifying system supplementing the currently
used navigation systems. However, its major objective is to
create a standalone navigation system that does not need any
specialized instrumentation, and can be used for both
unmanned spacecraft and manned missions to the Moon and,
eventually, to Mars.
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Abstract — The problem of optical-visual correction of
inertial navigation systems (INS) in the event of loss or
deterioration of satellite information is considered. The
possibility of using optical-electronic means that are part of
aircraft remote control systems for this purpose is being
estimated. Such control is implemented by a human operator
via a video transmission channel of an image of the earth’s
surface without the use of radar facilities. Algorithms for the
formation of optical-inertial observations when sighting
ground landmarks with known and unknown coordinates are
presented. The results of mathematical modeling confirmed the
fairly high potential accuracy of optical-inertial positioning
with the extended Kalman filter in the errors estimation loop
of the INS.

Keywords — remotely piloted aircraft, inertial navigation
system, global navigation satellite system, optical-electronic
system, extended Kalman filter.

L.

The current state of remotely piloted aircraft (RPA) [1]
is characterized by the use of inertial and satellite navigation
systems (ISNS) [2,3]. In such ISNS global navigation
satellite systems (GNSS) provide high-precision positioning,
and inertial ones (INS) - the determination of the angular
orientation. However, the use of GNSS for aircraft
positioning has a number of limitations related to the effects
of natural and simulated interference [4-6]. At the same
time, the presence of a video camera on board the aircraft
and a channel for transmitting images of the Earth's surface
for remote piloting makes it possible to expand the
navigation capabilities of the ISNS based on additional
optical-electronic positioning. Visible landmarks can be
used for such positioning. The following approaches are
traditional, using video information from optical-electronic
systems (OES) for INS correction:

. correction of the INS by flying the aircraft over
landmarks with known coordinates. This approach requires
precise flight over a landmark, which cannot always be
realized;

INTRODUCTION

INS correction using on-board rangefinders and
measured sighting angles of a ground landmark. The
inclusion of rangefinders in the ISNS structure is not always
possible due to restrictions on the size and weight of
onboard equipment of a RPA.

These approaches, in addition, do not provide an
estimate of the errors in the orientation angles of the INS
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when processing positional observations using the extended
Kalman filter (EKF) [7].

It is proposed to perform INS correction by monitoring
on the OES indicator screen images of landmarks that are at
a visible distance from the RPA. The image obtained using a
video camera is linked to a coordinate grid in the plane of
the indicator. Taking into account the focal length of the
video camera, the azimuth and elevation angle of the line of
sight of the landmark will correspond to a point on the
indicator screen. INS correction is implemented based on
processing optical-inertial observations of viewing angles
using EKF.

Based on known approaches to optical-electronic
positioning, it is proposed to correct the INS using passive
video location of ground landmarks without the use of
rangefinders. The following options for the formation of
optical-inertial observations for estimating errors of a
strapdown INS (SINS) using the EKF are considered:
observations in the form of the difference between
the sighting angles predicted from SINS information and
those measured using the onboard OES, namely: azimuth
and elevation angle of a landmark in the coordinate system
associated with the RPA. The coordinates of the landmark
are assumed to be known. The video camera can be rigidly
fixed in the body of the RPA. Then the viewing angles are
determined in the coordinate system associated with the
RPA. If the video camera is placed in a stabilized gimbal,
then the viewing angles can be determined relative to the
axes of the accompanying trihedron of the reference
coordinate system;
observations of sighting angles of a landmark with
unknown coordinates. To implement such observations, it is
proposed to carry out preparatory procedures related to
determining the coordinates of the tracked landmark using
the triangulation method for spaced positions of the RPA
along the flight path.

The transition to optical-inertial positioning of the RPA
is carried out when a loss of satellite information is detected
[8] and there is an indicator of a localized visible landmark
on the screen.

II.  OPTICAL-INERTIAL OBSERVATIONS WHEN SIGHTING

LANDMARKS WITH KNOWN COORDINATES

Optical-inertial observations can be formed taking into
account the interconnection of projections of the line of sight
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of a landmark on the axis of navigation trihedrons associated
with the landmark and the video camera.

Let the unit vector € be directed along the sighting line
of the landmark. Such a vector in projections on the axes of
the oxyz coordinate system associated with the video camera
will have the form
1 (1)

€z =[exeye,;

where e, =cosacosp; e, =sinf; e, =sinacosp;

2
a; B are the azimuth and elevation angle of the landmark

in the coordinate system associated with the video camera.
Taking into account relation (1), the values of viewing
angles predicted from SINS information can be determined

a=arctg(e; /ey); 3)
p =arcsiney, 4)
where €z = Ceenp » ®)
€enn = [BEeneH ]T is a unit vector in projections on the

axis of the accompanying trihedron 0ENH of the geodetic
coordinate system;

eg =AE/D; ey =AN/D; ey =AH/D;
D =vAE2 + AN + AH? ;
AE = (A MRy cos 9 ;AN = (¢4, -9)R, 5 AH =R, -R;

Qs @ 1S, respectively, the geodetic latitude of the

landmark and the RPA; A, ; A is, respectively, the geodetic
longitude of the landmark and the RPA; R,; R; are the

radii of curvature of the earth's ellipsoid; AH is the
difference between the heights of the landmark and the RPA
above the earth's ellipsoid; C is a direction cosine matrix
(DCM) connecting the projections of the & vector in the
oxyz and OENH bases. For these trihedrons, the traditional
[9] sequence of rotations along orientation angles is
adopted, taking into account the direction of the axes in the
coordinate system associated with the RPA [10].

If the video camera is rigidly fixed in the body of the
RPA, then the DCM C is determined by the angles of the
true course, pitch and roll calculated by the SINS.

If the video camera is placed in a gimbal, then it can be
stabilized in the horizontal plane in pitch, roll and azimuth
according to SINS information. In this case, the DCM C is
formed taking into account the orientation of the video
camera only in azimuth.

In the presence of GNSS information, the SINS errors
are estimated using EKF at the ith moment of time from
inertial satellite observations

T T
Zciy = [9;AM Isins — 0321, Ionss s (6)

T T
Zy (iy = VeV Vi diysins ~IVEV Vi liyonss - (D

When satellite information is lost and a landmark is
detected, SINS errors are estimated from optical-inertial
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observations, which are formed as the differences between
the landmark sighting angles calculated from SINS
information and measured by the OES

@®)

The EKF uses both observation signals (6) — (8) and
their models of the form Z; = H;X; + ;. For observations

Z sty = LB Jsins ~ B Jos

(8), the connection matrix H; with the SINS error vector
Xj is formed by varying relations (3), (4) according to the

parameters included in them. Here 9 is the vector of
observation errors.

When placing a video camera in a gimbal [11], it is
necessary to take into account landmark sighting errors in
the observations due to inaccurate stabilization of the
measurement plane of azimuth o and elevation angle .
The relationship between the errors in measuring the
viewing angles of the landmark Aa , AP and the errors X
of the independent elements of DCM C, calculated by SINS
and used to stabilize the video camera, follows from
relations (2), (5) and has the form

T *
[AaABiyors = CopHop Xssins) > ©)
* T -1 ~T .
rie Caﬁ = (CaB CO!B ) CaB ;
—sinacosp —cosasinf
Caﬁ = 0 cosf ; H(X[3 =
cosacos  —sinasinf
€N C2 26N —Cj2€E eH —C 18 Cp1€E
—C2 2€E eN Co2€E  €2,1€E eH —Co,1€H
Cl26E —Cp2€E eN —C,i1eE  Co,1E eH
T

Xs(siNs) = [ACy AC,AC, |AC) HAC, HAC, 5] 5

c. . are the elements of DCM C.

i,]
I1I.

OPTICAL-INERTIAL OBSERVATIONS WHEN SIGHTING
LANDMARKS WITH UNKNOWN COORDINATES

The inverse problem of trajectory measurements is
considered. It is known [12,13] that the direct problem of
such measurements is related to determining the flight path
of a RPA using two separated on the Earth's surface OES
with known geodetic coordinates. When solving the inverse
problem, the coordinates of a landmark are determined
using trajectory measurements from the RPA. Such
measurements include RPA coordinates and landmark
sighting angles at two points on the flight path. The
coordinates of the RPA are determined using SINS, and the
sighting angles of the landmark are determined using the
OES. The problem of optical-inertial positioning is solved
by the triangulation method. To do this, it is necessary to
place the video camera in a gimbal and stabilize it in the
horizontal plane. It is also necessary to stabilize the gimbal
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in azimuth relative to its orientation at the initial
measurement  point. The diagram of trajectory
measurements when implementing this method is shown in
Fig. 1.

Projection of a landmark

z Y
7 N
23]
T
Y
’ y
e
Landmark

Fig. 1. Diagram of trajectory measurements by the
triangulation method

In accordance with Fig. 1, the linear coordinates of the
landmark X, Y, Z in the 0,Xyz coordinate system associated
with the video camera can be calculated using the following
relations

X = dtgoc2 /(9o —tga, );
Y =d sinoczsin(B1 +1y /2)/[sin(a2 -0, )cos(B1 +1, )1;
Z= d'[gotz'{g(x1 /(tga, —tgar, ),

where d is the distance between points o; and o

corresponding to the two camera locations; o, ; B, ; a,

and B,

by the video camera at points o, and 0,.
The vertex of the trihedron 0;Xyz coincides with the

are the viewing angles of the landmark measured

initial coordinates of the video camera 0, and 7»0 , on the
1 1

flight path o; — 0,.

When implementing the approach under consideration to
positioning a landmark, it is necessary to match the X, Y, Z
coordinates with their geodetic equivalents. To do this, the
specified coordinates are projected onto the axes of the
geodetic accompanying trihedron OENH using the RPV
orientation angles calculated by the SINS. Next, taking into
account the average value of the radius vector of the
location of the video camera on the trajectory section o; —
02, the geodetic coordinates of the landmark are determined.
As a result, the SINS correction can be performed taking
into account the measured sighting angles of the landmark at
point 0, by processing observations (8) using EKF.

IV. ANALYSIS OF THE RESULTS OF STUDIES

The study of the potential capabilities of the RPV
navigation complex, including GNSS, SINS and OES, was
carried out on a semi-natural model of the SINS-500NS
inertial-satellite navigation system [14] of medium accuracy
class. The experiments were carried out using flight data
recorded on flash memory from GNSS and an inertial
measurement unit (IMU), including three accelerometers
and three fiber-optic gyros placed along orthogonal axes.
The flight experiment was carried out on a helicopter. The
flight parameters of the helicopter and the RPA were
assumed to be identical.

Fig. 2 shows the flight path of the helicopter in the plan

defined by GNSS, Agg =[o(t) —o(t))IR;
Ahgp =[Mt)—A(t,)]Rcos@; R is the value of the radius
vector of the SINS location.

where

AgoR , km
» ———

F
=
u
Er

AXR , km

Fig. 2. Flight path in the plan

When modeling, the coordinates ¢, and A, ~for a
landmark were formed using GNSS signals, namely:
Pim = Pnss T APim 3 Mm ZXGNSS + Ay Ry = RE;

RE is the value of the Earth's radius at the landmark

location. It was assumed that the video camera was rigidly
fixed in the body of the RPA. Observations (6), (7) were
used in the inertial-satellite mode, and observations (8) were
used in the optical-inertial mode.

Fig. 3 shows the circular error AS of estimating the
location of the RPA in the inertial-satellite mode of
determining coordinates with a correction step from GNSS
of 10 second, where

l2 2
AS = 5(p +8, 5 8p = (9sins ~ PonssIR;

8y, = (Agins — AgNss)R €0s Ogss -

t, sec

Deterioration of
GNSS information

Fig. 3. Circular error of estimating the location of the RPA in
the inertial-satellite mode
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The results were obtained taking into account the write-
off of the error estimates formed by the EKF of both the
flight and navigation parameters of the SINS and the drifts
of the sensors of the IMU. It can be seen that in this mode of
reckoning flight parameters, the positional error does not
exceed 20 meters.

Fig. 4 shows the circular error in estimating the location
of the RPA in a combined inertial-satellite (1000sec < t <
2400sec) and inertial mode with optical-visual correction (t
> 2400sec). The optical-visual correction step is 300
seconds with root-mean-square errors in determining the
azimuth and elevation angle of a landmark of 20 arc
minutes.

AS, m

t, sec

SINS+GNSS SINS+OES

Deterioration of
GNSS information

Fig. 4. Circular error in estimating the location of the RPA in a
combined inertial-satellite and inertial mode with optical-visual
correction

It can be seen that in this case the circular positional
error of the inertial coordinate reckoning does not exceed
200 meters. A slight decrease in the dynamics of the
increase in SINS errors is associated with the refinement
and write-off of estimates of drifts of the IMU sensors
obtained in the process of optical-inertial positioning.

V. CONCLUSIONS

The optical-electronic means included in the on-board
equipment of the RPA can be used not only for control via a
video channel, but also for estimating SINS errors in the
event of loss of satellite information using observations of
ground landmarks with known and unknown coordinates. It
is proposed to form observation signals as the differences
between measured and predicted sighting angles of
landmarks based on SINS information. To estimate SINS
errors, such observations are processed using EKF.

The conducted studies confirmed the possibility of
optical-inertial positioning of RPA based on SINS of
average accuracy with errors along the flight route at the
level of 200 meters, taking into account correction intervals
of about 5 minutes and writing off estimates of drift of SINS
Sensors.
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~ Abstract — This paper is devoted to the problem of  with estimating the errors of MEMS sensors and identifying
increasing the information integrity of navigation systems in their dynamic models in the presence of correct satellite
conditions of instability of satellite data. The proposed solution information. Dynamic models take into account changes in
to the problem is based on the inertial support of the global the parameters of MEMS sensors during operation, and also
navigation satellite system (GNSS). Such support is associated provide the required accuracy characteristics of the ISNS in

with the determination of the angular orientation of the . ial mode in th £l £ GNSS
aircraft in normal mode, as well as with the localization and 0 autonomous inertial mode in the event of loss of GN

parrying of violations in the GNSS in emergency mode. Typical ~ Signals [3]. It should be noted that in the process of factory
violations include abnormal interference or loss of satellite ~ bench calibration, as a rule, only the systematic errors of

signals. The results of full-scale experiments with an inertial- MEMS sensors are estimated. This calibration does not take
satellite navigation system based on micro-electro-mechanical into account MEMS errors that arise in the dynamic
sensors are analyzed. operating modes of the SINS associated with linear and

angular accelerations.

Inertial information can be used to parry off natural and
simulated interference in GNSS. At the same time, using
satellite information, it is possible to restore the parameters
of the SINS when they are lost in difficult abnormal

. INTRODUCTION operating conditions. Such conditions are associated, for

The current state of onboard equipment of mobile exampl'e, with the loss of electrical power, as well as with
objects is characterized by the use of integrated inertial ~ €Xceeding the measurement ranges of the INS sensors.
satellite navigation systems (ISNS) [1,2]. Integration is  Lxceeding the sensors measurement ranges may be due to
based on the difference in the spectral characteristics of aireraft maneuvering. . .
errors of strapdown inertial (SINS) and global navigation The purpose of the paper is to study the following modes

. o . using recorded MEMS and GNSS data:
?ji‘zgztfgsteii);ggsfso)r' TShIlIiISd leirgncél\II);%Vl?ES ;nu;zz{ . additional SINS alignment in flight using GNSS

Keywords — satellite navigation system, inertial navigation
system, information integrity, extended Kalman filter, micro-
electro-mechanical sensors.

. . . information;

interference environment. At the same time, the problem of . estimation of residual MEMS drifts in flight using
reducing the weight, dimensions and cost of the ISNS GNSS information:

hardware while maintaining accuracy characteristics «  on what time intervals the necessary accuracy of

remains actual. A possible solution to this problem is  jpertial calculation of flight parameters is ensured in the
associated with the inclusion of inertial measurement event of deterioration or loss of GNSS signals.

modules (IMUs) based on micro-electro-mechanical The achievement of this purpose is based on the use of
systems (MEMS) into the ISNS. However, MEMS sensors inertial-satellite and inertial-geophysical observations, as
have low accuracy, a large insensitivity zone, and unstable  well as the extended Kalman filter (EKF) [4,5] for estimating
parameters of the drift models of gyros and accelerometers. and predicting SINS errors.

It seems that the contradiction between the necessary The developed software and mathematical support of the
accuracy and the required mass and dimensional ~ ISNS was studied in post-processing using the recorded data.
characteristics of the MEMS-based ISNS can be resolved by ~ The following stages and operating modes of the ISNS were
improving the software and mathematical support of the considered:

ISNS. One of the areas of such improvement is associated
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preliminary ground-based MEMS calibration to
estimation systematic sensor errors;

a coarse initial alignment of SINS using signals
from MEMS sensors by the analytical gyrocompassing
method. It should be noted that in this mode, the true course
is determined with a large error by the signals of the MEMS
sensors;

the fine initial alignment of SINS using
observations of geophysical invariants and EKF;

additional alignment of SINS using track angle
from GNSS, inertial satellite observations and EKF;
inertial-and-satellite  navigational mode and
autonomous inertial mode in the absence of GNSS signals. In
semi-natural modeling, the absence of GNSS signals is
implemented programmatically.

MEMS-BASED STRAPDOWN INERTIAL SATELLITE
NAVIGATION SYSTEM AS THE OBJECT OF STUDIES

The ISNS based on MEMS LSM6DS33 is considered as
an object of study [6]. ISNS signals are recorded on flash
memory via an STM32 microcontroller [7] with a frequency
of 1.666 kHz for MEMS and 5 Hz for GNSS. The indicated
ISNS modules are presented in Figs. 1 and 2.

I1.

Fig. 1. MEMS board LSM6DS33
(10x23x3mm)

Fig. 2. Processor board with STM32 microcontroller
(14x14mm)

The implementation of the software and mathematics
support of SINS as part of the ISNS is based on solving the
basic equation of inertial navigation [8,9]

-20xV —oxV -Qx(QxR), (1)

where a = [axayaZ ]T is the vector of accelerometer signals

in projections on the axes of the body-fixed frame 0xyz;
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0= ggr —Qx(QxR) is the vector of gravity acceleration;

_— T . o
Oy = [ggr(E)ggr(N)ggr(H)] is the vector of gravitational

acceleration; Qpyy =[QeQNQH ]T is the vector of

of  Earth Q= ||§_2| i;

angular  velocity rotation;

R =[00(R + h)]T is the radius vector of the location of the

inertial measurement unit (IMU) as part of the MEMS. Such
IMU includes three accelerometers and three angular
velocity sensors (AVS), located along orthogonal axes; R; h
is, respectively, the radius of the Earth and the height above
the Earth's ellipsoid at the location of the IMU; (x) is the

operator of vector product; @gnnH =[0)E03NcoH]T is the
vector of angular velocity flyby around the Earth, the
elements of which are determined from the projections
VeV (8

0 =—¢=-VN/R,; oy =Aicosg =Vg /R, ;

Oy = Xsin(p =Vetge/R; ; 2)

Ry 5 Ry are the radii of curvature of the earth's ellipsoid;

¢, A are the geodetic latitude and longitude. In equation (1),

the elements of all vectors, except &, are determined in
projections on the axes of the accompanying trihedron oENH
of the geodetic coordinate system.

The direction cosines matrix (DCM) C; characterizes
the angular orientation of the IMU axes 0X, 0y, 0z relative to
the trihedron 0ENH. The C; matrix is determined from the
solution of the Poisson equation [9], which has the form

; T
0 6, -0, [0 10
where HO:—@Z 0 Ox [>P=[0 0 1]
6y, -6, 0 (1 00
0 -(on+QH)  (oN+ON) |
Iy = (o +QH) :0: -0 5
-(CON+QN) E(DE 10
0= [®x®y®z ]T is  the AVS signals  vector;
— . . T
QENH =[0 :Qcos ¢ :Qsine] .

Using the elements Cs; jy of the C; matrix, the
orientation angles of the IMU relative to the trihedron 0ENH
are determined, namely: true heading v, pitch angle 3 and
roll angle v :

C C

3(1,0) 3(1,2)

2 2 ’
\/03(0,2) +C32.0)

y = arctg[— 1; 9 =arctg

Ciwn
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C300,2)

vy = arctg[— 1. ()

C3(2,2)

It can be seen from equations (1) — (3) that due to the
drifts of the accelerometer and AVS signals, as well as due to
the inaccurate determination of gravity acceleration, the
SINS errors when integrating these equations have an
increasing, oscillatory character with the Schuler period [10].
SINS errors are estimated and compensated during the initial
alignment using geophysical invariants [11], and in
navigation mode using information from GNSS.

A typical scheme for estimating the SINS error vector,
based on the use of GNSS and EKEF, is presented in Fig. 3,

|

GNSS |« SINS

\ 4

A
=

Fig. 3. Typical scheme for estimating the SINS error vector

where Y is a vector of flight and navigation parameters

(FNP) formed at the i-time; L YVH; s Yi/i are,

respectively, predicted and adjusted estimates of the
parameters and error vector of the SINS; h(y) is a function
that matches the parameters of the SINS and the external
corrector; CC is a coordinate converter; ~ is the symbol for

. T . . .
estimate; Zi = is a vector of inertial-and-

[Zk(i)ZV(i)]
satellite observations, the elements of which at the i-th
moment of time have the form

T
- [(Piki hi lonsss (5)

T
Zk(i) = [(Piki hi IsiNs

T T
Zy iy = VeV Vi iysins VeV Yy Liiyonss- (©)

A rough initial alignment of SINS is performed using
signals from calibrated MEMS sensors. In the fine initial
alignment mode, observations of geophysical invariants
associated with the immobility of the SINS base are used,
namely: zero relative velocities, constant coordinates of the
initial alignment point (IAP) and projections of the angular
velocity vector of the Earth's rotation on the axes of the

inertial coordinate system OI XYZ

k(I) [(‘D|7L|h| ]SINS [(Pl)ﬂ h| ]IAP ; (7
Zaq) =4 - My g ©)

Qi) i XYZ (i)’

§ .
J €, (08(n)dr;
G

A7 iy = [0:0i0A t ]

of the Earth during the At =t —t,_,

where Aéi =

is the vector of rotation angles

time in projections on

the axes of the inertial coordinate system;

C, =C,RC,C,

of the IMU relative to the Earth centered inertial frame;

is a matrix characterizing the orientation

cosQt sinQt 0
C1 =|—-sinQt cosQt O0{;
0 0 1
coshcos@ sinAcos@ sin@
C, = —sin A cos A 0
—cosAsing —sinAsing cos@

The implementation of the scheme presented in Fig.3 is
based on the SINS and GNSS error models. The SINS errors
model is obtained by varying equations (1) - (3) according to
the parameters included in them. Error models of MEMS
sensors are described by first-order shaping filter equations
[12]. For the presented equations, the SINS error vector
includes 18 parameters, namely: errors in the reckoning of
projections of the trajectory velocity vector on the axes of
the accompanying trihedron 0ENH; errors in reckoning of
latitude, longitude and altitude above the Earth's ellipsoid;

errors in reckoning of independent elements of the Cj

matrix and drifts of MEMS sensors. The observation errors
associated with GNSS are treated as Gaussian. The
presented equations form the basis of the regular ISNS
mode. If satellite information is lost or deteriorated, the
ISNS must switch to the inertial FNP reckoning mode. Such
a transition can be realized by monitoring the corresponding
diagnostic parameters [13].

When the ISNS switches to the autonomous inertial
navigation mode, the error estimates of the MEMS sensors,
formed before the loss of satellite information, and also
refined during the processing of inertial-and-geophysical
observations of the form [11] are compensated:

Z®(I) I {CO(I)@)(t)dr Cz( )[03 (t)+6 (t)]}dt -

—[OEOEQAti] , (10)

where g:[SESNSH ]T
of rotation of the IMU relative to the accompanying
trihedron 0ENH;

SE =9cosy—ysinycos9;

is the vector of the angular velocity

SN = Jsiny + ycosy cos 9 ;
SH =\ + ysing .
The derivatives for the orientation angles are determined
from equations (3), (4).
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III.  ANALYSIS OF THE RESULTS OF STUDIES

Before conducting the experiments, preliminary
calibration of the MEMS sensors was performed under
stationary conditions to estimate systematic drifts. The
timing diagram of operation of the ISNS included the
following stages: coarse initial alignment of SINS-MEMS (t
= 0+100sec); fine initial alignment (100sec < t < 256sec)
with observation (7), (8) processing step 1Hz; inertial-and-
satellite navigational mode (256sec < t < 1080sec) with
observation (5), (6) processing step 1Hz; autonomous
inertial navigation mode (1080sec < t < 1260sec) with
observation (10) processing step 1Hz. The initial alignment
was carried out in an accelerated version, taking into
account the additional alignment using the track angle from
GNSS in the inertial-and-satellite navigational mode. It was
assumed that GNSS signals were unavailable at the final
part of the trajectory for 3 minutes. In this section of the
trajectory, inertial dead reckoning of flight parameters was
performed with compensation of predicted SINS-MEMS
error estimates obtained in the inertial-and-satellite
navigational mode.

Figs. 4, 5 show the circular position errors of ISNS AS ,
namely: in Fig. 4, taking into account the compensation of
sensors drifts estimates stored at t = 1080sec; in Fig. 5,
taking into account observation (10) and compensation of

predicted %;;_; estimates in inertial mode, where

2 2
AS =8, +8; 3 84 = (psins —Panss )Ry ;

8y, = (hsivs —AGnss )Ry €08 Oanss 5
Ry s Ry are the radii of curvature of the earth's ellipsoid.

AS, m

ts
Fig. 4. Circular error of ISNS with compensation of sensors
drifts estimates stored at t = 1080 sec in inertial mode

AS, m

=

Fig 5. Circular error of ISNS taking into account the use
of observation (10) and compensation of the predicted

estimates Xj,j_; in inertial mode

It can be seen that compensation of the predicted SINS-
MEMS error estimates in the section of autonomous inertial
dead reckoning of flight parameters made it possible to
reduce the SINS circular position error by almost two orders
of magnitude on a time interval of 3 minutes.
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IV.  CONCLUSIONS

To ensure the resistibility of the integrated navigation
system on MEMS sensors to the instability of satellite
information, it is necessary to promptly detect abnormal
GNSS signals and switch to an autonomous inertial mode of
operation of the ISNS. Taking into account the low accuracy
characteristics of MEMS sensors, their inclusion in the
ISNS can be based on the implementation, inter alia, of the
following procedures for combined information processing:

e ground-and-onboard calibration of MEMS sensors
[14];
e estimation of MEMS sensor drifts in inertial-

satellite mode and compensation of their predicted values in
the mode of autonomous dead reckoning of flight parameters
in the absence of GNSS information;

e  cstimation and compensation of SINS errors in
autonomous mode by processing inertial-and-geophysical
observations of the form (10) using EKF.
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On the Navigation Problem of Unmanned Wheeled
Agricultural Machinery Using MEMS-Based INS,
GNSS and Odometry

D.I. Smolyanov

Lomonosov Moscow State University,
JSC «Cognitive»
Moscow, Russia
danil.smolyanov@yandex.ru

Abstract—The paper describes the development, testing,
and implementation of navigation algorithms for unmanned
wheeled agricultural vehicles when the navigation equipment
consists of a low-grade inertial navigation system (INS) with
microelectromechanical sensors (MEMS), a receiver of Global
Navigation Satellite Systems (GNSS), and odometry data —
odometer-derived velocity and a steering sensor.

The navigation problem is one of the most important in the
operation of unmanned agricultural machinery. The positioning
accuracy of the corresponding equipment needs to be a few
centimetres for the treatment of most agricultural crops. High
accuracy is also important to reduce fuel costs and ensure safe
operation of agricultural machinery for humans. The reliability
of the navigation solution depends on its stability to outliers and
short-term losses of GNSS data.

The paper considers two approaches to
GNSS/INS/Odometry fusion: loose and tight integrations. Loose
integration implies two simultaneously operating estimation
algorithms, and tight integration — one algorithm with extended
state vector.

Also, the work is devoted to a method of INS velocity fusion
based on kinematic model properties of navigation objects — so-
called component-wise ZUPT  (Zero-Velocity Update
Technology). Mentioned fusion does not require new sources of
navigation information, but is based on the property of the
movement of the ground vehicle. The relevant covariance
analysis shows the observability of accelerometer biases in
fusion proposed. The paper presents two types of equipment
configuration that are structurally different: non-articulated
(classic) and articulated. The classic configuration implies a
four-wheeled vehicle, which is steered by the front or the rear
axle. The articulated configuration implies two frames
connected by a joint, each frame has two wheels fixed to the
corresponding frame. In this configuration, one can make a turn
by changing the angle between the frames.

Keywords — INS, MEMS, odometry, ZUPT, UGV, unmanned
vehicle, agricultural machinery

L.

JSC «Cognitive» is engaged in the development and
production of motion control systems for agricultural
machinery with a high level of autonomy. In the operation of
unmanned agricultural machinery, the navigation problem
plays the most significant role. The positioning accuracy of
the corresponding equipment needs to be a few centimetres
for the treatment of most agricultural crops. High accuracy
also helps to reduce fuel costs and ensure safe operation of
agricultural machinery for humans [1]. In addition, a
navigation solution must be reliable, which means that the
solution is resistant to outliers and short-term losses of GNSS
data, especially in the case of a low-precision INS.

INTRODUCTION
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In addition, the system provides a special mode of
operation without GNSS. In this case, the INS-GNSS
integration positional solution is not used, the latter does not
eliminate the need of solving the navigation problem, even
when using a low-grade MEMS-based INS. In particular,
estimates of the constant odometry coefficients are required
for satisfactory solution of the automatic control problem.
The appropriate integration filter delivers mentioned
estimates.

II.

Navigation equipment includes a low-grade INS, a single
antenna GNSS receiver (subsequently referred to as GNSS),
an odometer, and a steering sensor. There is a case when
odometer data are not available for some technical reasons.
This case requires a separate examination.

PROBLEM STATEMENT

INS is a MEMS-based (rate noise spectral density is 0.01
°/s/NHz, acceleration noise spectral density is 190 pg/\VHz,
zero-rate output (ZRO) drift is 0.8 °/s). The main feature of
the use of MEMS sensors is the strong influence of
temperature on their readings, so the navigation system
includes a thermal stabilization system for MEMS sensors,
which makes it possible to increase the accuracy and stability
of their readings [2, 3]. The inertial sensors and the GNSS
antenna are located on the roof of the vehicle. In addition, the
system includes a stereo camera installed on the roof of the
vehicle. Owing to machine vision technologies, the
unmanned control system is capable to determine the
boundary of a ploughed area, edge, row, windrow etc. and
control the vehicle without GNSS. However, accurate
estimates of the odometry coefficient constants are essential
for a satisfactory solution to the automatic control problem.
The same applies to accelerometer biases and angular rate
sensors (ARS) drifts, which are determined during the
process of solving the navigation problem. The use of the
stereo camera for navigation is beyond the scope of this work.

Fig. 1. Camera view to the boundary of a ploughed area
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The wheeled agricultural machinery under examination
includes tractors and combine harvesters. Most tractors and
combines have the classic configuration, i.e., a four-wheeled
vehicle, which is steered by the front or the rear axle. Most
tractors are steered by the front axle, while the rear axle steers
most combines. Tractors with the articulated configuration
require a separate examination. The articulated configuration
implies two frames connected by a joint, each of which has
two wheels fixed to the corresponding frame. In this
configuration, one can make a turn by changing the angle
between the frames. An example of this configuration is the
Kirovets K-7M tractor manufactured by the JSC «Petersburg
Tractor Planty.

Fig. 2. Kirovets K-7M with the Cognitive Agro Pilot system

The steering sensor operation is based on the Hall effect.
In the case of the classic configuration, the sensor is installed
on the steering axle and connected to one of the steering
wheels. In the case of articulated composition, the sensor is
installed on the joint.

III.

The models under consideration postulate the position of
the heading point. The heading point is a point whose velocity
vector has direction along the longitudinal axis of the vehicle
without any lateral slip. This property can be described by a
non-holonomic constraint of the following form

THE KINEMATIC MODELS

X1cosYp — x,sinp = 0, @)
where X, x, are the horizontal coordinates, ¥ is the heading
angle. This property is used to derive velocity aiding
measurements in the event of a loss of GNSS signal. We will
discuss this in more details below. In addition, this property
can be used for aiding of the heading angle, because the track
angle of this point almost coincides with the heading angle.

A. The bicycle model

The bicycle kinematic model [4, 5] is a sufficiently good
approximation of classic vehicles without lateral slip.

In the bicycle model, two wheels on the same axle are
replaced by one virtual wheel on both the turning and the non-
turning axles. A rigid rod replaces the vehicle body. It is
assumed that there is no lateral slip.

The bicycle model postulates the location of the heading
point on the centre of the non-turning axle.
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@I

Fig. 3. The bicycle model

The basic kinematic equation of the bicycle model is [4, 5]

Y= %tgc? - (cos0 cosy), ()

where Y, 6, y are the heading, pitch and roll angles

respectively, § is the steering angle, V' is the heading point
velocity, L is the rod length (wheelbase).

B. The articulated model

The articulated kinematic model [6, 7] is a sufficiently
good approximation of articulated vehicles without lateral
slip.

Ay

Fig. 4. The articulated model

In the articulated model, each frame and each axle are
replaced by rigid rods. Each axle has two wheels which
cannot turn with respect to the corresponding frame. We
assume that there is no lateral slip.

The articulated model postulates two heading points, that
are the centres of the front and rear axles. Further, we will
only consider the front one.

The basic kinematic equation of the articulated model is
[6,7]
siné§ Iy
lp+1l cosé

Uy = (lz+llc056 fl 8)cos cosy, 3)
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where ,, 8, y are the heading, pitch and roll angles of the
front frame respectively, & is the steering angle (the angle
between the frames), V; is the velocity of the front heading
point, 1y, I, are the lengths of the front and rear frames
respectively.

Iv.

The traditional approach to solving this problem proposes
the usage of geodetic reference frame as navigation frame in
INS dead reckoning. Next, the fusion of INS and GNSS data
is implemented through feedbacks based on the estimates of
the corresponding Kalman filter (KF). Methodically, the
fusion comes down to solving the estimation problem (for
illustration in continuous time).

THE NAVIGATION PROBLEM

y=Ay+q,z=Hy+r, @)
where Y is the state vector, A is the matrix that corresponds to
the INS linear error equations used and to the model of the
odometer and steering instrumental errors, g, I are vector-
valued zero-mean white-noise processes, z is the
measurement vector, generated by GNSS and odometer data,
H is the corresponding observation matrix.

A. Odometry errors model
The linear error model for steering § is assumed to have
anull bias kos, a scale factor k15 and a stochastic error 4 &,

8 =6+ ke’ + k6 + 46, (5)

Note that in the case of the classic composition, the
steering sensor is connected to only one of the steering
wheels. Therefore, it is important to consider the Ackermann
principle [8], which states that during a turn, the inner wheel
of a vehicle turns through a larger angle than the outer wheel,
as it travels along a shorter arc.

The model of the odometer velocity measurement errors
under consideration includes the scale factor error k¥ and the
misalignment angles 34, #; between the «measuringy axis of
the odometer and the INS instrument axes [9]:

V=V 4V (=, k%) + AV (©6)

where V,'= (0,V’,0)T is the vector of the velocity
measurement from the odometer in the vehicle’s frame Ms,
V,, is the ideal velocity vector in the INS frame Mz, AV;® is the
stochastic error.

Coefficients ko‘g, kl‘s, kY, u,, n3 are assumed to be
constant.

B. Loose INS/Odometry integration

The loose INS/Odometry integration implies two
simultaneously working reckonings inertial and
odometric, as well as two integrated estimation problems.
Inertial reckoning, as already mentioned, is based on the
traditional approach. Odometric reckoning is reduced to the
numerical integration of kinematic equations (2) and (3),
supplemented by positional equations

O]

in the case of a bicycle model, the indices for VV and i are
omitted.

5(1 = Vlsin‘l’bl,x:z = V1COSlp1,

In addition to two reckonings, two estimation problems
are solved: inertial with 18-dimensional state vector
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V1= (AxT: sV, aq, Ay, 3, K7, 21, 23, VOT: AfoT)T, (3
and odometric with 5-dimentional state vector
Vo = (Ax", A%, 0% k" ke, ki), ©)

where AxT is INS position errors, SV is the vector of INS
dynamic velocity errors, a,,a, indicate the deflections of
virtual horizon, 85 is the azimuth attitude error, k¥ is the
odometer scale factor error, »;,3; are the misalignment
angles between the «measuring» axis of the odometer wheel
and the INS instrument axes, v, is the vector of the ARS
drifts, Afj is the biases vector of the accelerometers.

The two state vectors shown have common components,
but the values of the estimates of these components may
differ; the subscript (*) is used to demonstrate this fact.

The dynamic equations for y; are based on traditional INS
error equations [10]. Dynamic equations for y, are based on
linearized odometric reckoning error equations (for bicycle
model as an example)

Ax %y = Vsin()k” + Vcos(P)Ay®
+ sin(Y)A V?,

Ax*, = Veos(P)k" — Vsin(y) A"
+ cos(Y)AV?, (10)

Al[)* _Vtg5 e %4 s Vé .+
L Lcos?8 ° ' Lcos?8 t
+5898 qys 4+ Y p65.
L Lcos46

The dynamic equations for the articulated model are
obtained similarly and have a similar structure, but are
omitted here due to their cumbersomeness.

Both estimation problems allow GNSS aiding. In
addition, one estimation problem can use estimates from
another as aiding measurements, which, in particular, allows
(as practice has shown) to better estimate the scale factor and
the zero offset of the steering angle sensor.

This approach can be called traditional, combining two
traditional approaches to ground-based navigation — inertial
and odometric.

The advantage of this approach is the independent
execution of two parallel estimation tasks, which increases
the reliability in the event of failure of one of the components

C. Tight INS/Odometry integration

The tight INS/Odometry integration implies one
reckoning — inertial dead reckoning. In this case, the
estimation problem is also single, but with an extended state
vector y

y = (AXT, 6VT, aq, Ay, ,83, kv, My, U3, kos: klai VOT' AfOT)T'

(In

Odometry data is used as aiding measurements in this
approach. The odometer velocity measurement model [7] is

z, = Krins _ K!odo — Vlodo . (_%3’ kV, ”1)T + ﬁls , (12)
where V'™ is the estimated velocity vector, V'°%° is the
scalar odometer measurement, V'°4° = (0,V'°%,0)7, AV, is
the stochastic velocity error vector.
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The steering angle sensor measurement model is

Zg = w'ths — wlodo =—v; — A¢9

rins

(13)

where w is the «vertical» angular rate in the vehicle’s
body frame (ARS measurement), w'°%® = ) appears from
equation (2), v; is the drift of the «vertical» ARS, and A
appears from equation (10). By «vertical» axis we mean a
vehicle-related axis that is approximately vertical when the
roll and pitch angles are small.

Tight integration with odometry also enables INS-GNSS
aiding.

The advantage of this approach is that it eliminates the
additional computational costs associated with the

redundancy of estimation problems that arise from a loose
integration approach.

D. Equivalence of loose and tight integration

Note that the above loose and tight integration approaches
are equivalent in terms of the behaviour of the accelerometers
biases and  odometry coefficients estimates.

Tight integration
Loase integration

550 600 650

Time, sec

Fig. 5. Estimate of k06 zero offset of the steering angle sensor

2.5

Tight integration
Loose integration

-0.5 v
450 600
Time, sec

500 550 650 700

Fig. 6. Estimate of kl‘S scale factor of the steering angle sensor

In addition, the accelerometer biases and odometry
coefficients are estimated together even without the use of
GNSS.

V.

Here, component-wise ZUPT (Zero-Velocity Update
Technology) means aiding by zero components of the
heading point velocity vector. This method allows aiding
even in the absence of odometer measurements, and,
moreover, does not require stopping, unlike the classic ZUPT
method.

COMPONENT-WISE ZUPT

Let us recall that the velocity vector of the heading point
is directed along the longitudinal axis of the vehicle, i.e.
;P = (0,V?,0)T. Where V? is the unknown longitudinal
velocity. Let us present a vector of a virtual velocity
measurement (lateral and «vertical» velocities in vehicle-
related frame are equal to zero)
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Zs = Asx‘Zc - VP — @AR;, (14)
where Ay, is the transition matrix from the geodetic reference
frame MX to the vehicle’s body frame Ms, V, is the current
estimate of the velocity vector of the INS centre in the frame
Mx, &g is a skew-symmetric matrix that corresponds to the
angular rate vector wg, AR; is the vector connecting the INS
centre with the heading point. The angular rate is measured
by the ARS and corrected for drift.

On the basis of (8) or (11) one can form the following
model for velocity-derived measurement vector
Zg = A, 6V + AV, (15)
where AV} is the stochastic error of the imaginary velocity
measurement.

The velocity VP of the heading point is unknown,
therefore, for aiding the inertial reckoning, we propose to use
only the first (lateral) and the third (vertical) components of
the equations (14) and (15). This approach can be treated as
an aiding by the zero components of the velocity vector V;P.

Note that the aiding proposed does not require any additional
sensors. At the same time (as practice shows) the mentioned
type of aiding provides a significant improvement in the
performance of the navigation algorithm when GNSS data
are not available. So in this case, one can obtain adequate
estimates of the accelerometers biases in the complete
absence of GNSS and odometer data. Certainly, one can use
this approach for wheeled vehicles when there are no
odometer data available.

A. Covariance analysis of observability

To study the observability of accelerometer biases, we
created a digital simulator for trajectory motion parameters,
tractor kinematics, and inertial sensors.

Three types of trajectories were simulated: movement
along a straight line, movement along a circle with a constant
radius, and movement along a periodic curve. The readings
of inertial sensors were simulated for these trajectories,
taking into account accelerometer biases and noise. Using the
simulated inertial sensor data, the navigation algorithm
described in Chapter IV was executed, where only the
component-wise ZUPT was used in the update step of
Kalman filter

Let us consider the covariance of the estimates of
accelerometer biases for each of the three types of
trajectories. See the relevant plots below.

0.1
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&

g

2

0.02+
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20 40 60
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Fig. 7. Covariances of accelerometer biases estimates
on a straight line
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One can see that the «horizontal» accelerometer biases
are unobservable on a straight line and on a circle, but are
observable on a periodic curve.

VL

We present two approaches for integrating INS and
odometry data: loose and tight integration. We demonstrate
that these two methods are equivalent in terms of their
behaviour with respect to accelerometer biases and odometry
coefficient estimates, regardless of the kinematic model used
(classical or articulated).

We present the so-called component-wise ZUPT
approach for INS aiding, which is based on kinematic models

CONCLUSION
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of the movement for ground wheeled vehicles. This approach
does not require any additional navigation sensors.

Based on covariance analysis, we demonstrate the
observability of accelerometer biases in periodic curve
trajectories, and their unobservability in a straight line and a
circle of constant radius.
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An Accurate Method Applying Inertial Sensors
for Axial Calibration of Spherical PTZ Camera

B.F Zhu
Jimei University

Abstract—This paper proposed a simpler, direct and
reliable axial calibration approach applying the high-precision
inclination sensor, which is mounted on the rotating mechanical
platform of the spherical PTZ Camera and collected data at the
demanding action to calculate the coordinate rotation matrix.
This method reduced the transfer relations between the
different frames of axes, and solved problems in the indirect
axial calibration, such as complex deployment, cumbersome
calibration process, too many transfer relations and unreliable
reference source. Additionally, we optimized the alignment
algorithm based on the dual-vector and circle fitting algorithm,
etc. To verify the feasibility of the algorithm, we implemented
the simulation experiment whose results showed that the
accuracy of this method can reach 0.02° , which meets the
demand for high accuracy and stability in the application of
infrared intelligent spherical PTZ Cameras. In general, this
paper lays the foundation for the combination of optical and
inertial devices in the visual security monitoring.

Keywords—Spherical PTZ Camera, Inertial Sensor; Phase-
Variant Axial Calibration; Error Compensation; High Precision
Visual Security Monitoring

. INTRODUCTION

Spherical PTZ Camera is a camera device that integrates all-
in-one zoom camera module, spherical rotating platform and
embedded system. It can achieve panoramic monitoring and
provide fast detail positioning function (31, However, it was a
tremendous hassle to achieve and keep consistency among
sensors based on different principles. This rather contradictory
result may be due to the strong vibration and shock existing in
the actual working condition and the long-term operating
conditions. The perception layer of spherical PTZ cameras,
simply assembled with photoelectric encoder and decoder,
and inclination sensors, was extremely prone to malfunctions.
In addition, during the production of lens modules, it is
difficult to keep the image sensor plane perpendicular to the
mechanical axis used to polish the edges of the lens. To
elucidate, there is an eccentricity tolerance between the optical
axis and the mechanical axis, which leads to a large error in
the end measurement results. Therefore, the mixing of inertial
sensors and optical devices exerts a powerful effect upon high
stability and precision of visual security monitoring through
condition monitoring and fault diagnosis of rotating
machinery. Most studies in the field of calibration with the two
kind of equipment have only focused on method using
external measurements, such as pictures from multiple
locations, output from theodolite. Through the pre-set
marking points on the rotating machinery, the angles were
measured indirectly, and then the error could be calculated
with the projection transformation relationship and equivalent
algorithms 61, Such approaches, however, have failed to
address the following problems:

L.N Chen

University of Science and
Technology of China (USTC)
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G.Y Shi

Peking University,
Chinese University of Hong Kong
L It makes no attempt to use a standardized
and direct manner of calibration between mechanical
and optical structures. Limited to the projection
relationship, the requirements of external optical
equipment were generally complicated. It brings
about difficulties in promotion to engineering
applications;

It fails to quantify the transfer relations in

the calibration and equivalence calculation process.
It is that, in each link, there are inevitable errors
affecting the calibration accuracy of the whole
system;
3 It does not offer an adequate explanation for
the true value of the on-site calibration.
Unfortunately, most of them were unilaterally, even
completely, referenced to the results from the optical
measurement. This induced that the accuracy and
credibility of the calibration were still in doubt;

The weakness of existing research is to face

the error superficially, rather than the underlying
causes. Furthermore, it resulted that the current
method has poor applicability and low efficiency in
the calibration of rotating machinery -],
As previously stated, this paper has attempted to provide a
simpler, direct and reliable Standard Operating Procedure
(SOP) to calibrate multiple orthogonal systems. Only via this
SOP can the system autonomously measure the angle from the
optical axis to the horizontal straight line under any position
of the spherical PTZ Camera. From another perspective, we
introduced a three-axis accelerometer screwed to the camera
module and embedded double-vector attitude fixing algorithm
and the long-term drift error calibration algorithm, thereby
reducing the transmission relationship between the frame of
axes and increasing the motion angle accuracy of the spherical
PTZ Camera. This approach is best illustrated by the case of
the Farmland protection PTZ Camera released by Hikvision in
2023. The machine calibrated by this method can reduce the
monitoring deviation from a few hundred meters to within the
meter level.

(2

4

The high-precision inclinometer used in this study, also
known as the digital biaxial inclinometer, has high cost-
effectiveness, high long-term stability, small temperature drift,
ease of use, and strong resistance to external interference. The
measurement range is == 90 ° , with a maximum accuracy of
0.02 ° , and the working temperature is -40 'C -+85 ‘C. The
inclinometer integrates MEMS technology and digital output
technology, and selects high-precision MEMS accelerometers
and high-resolution differential digital-to-analog converters,
with built-in automatic compensation and filtering algorithms.
Thus, it is able to eliminate errors caused by physical field

SYSTEM ARCHITECTURE DESIGN AND SELECTION
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changes to the greatest extent possible, and convert changes in
the static gravity field into changes in inclination angle. Figure
shows the device design diagram and bare board physical
diagram, which can be screwed at any position of the rotating
machinery.

We fixed the inertial inclinometer on the sheet metal of the
camera module, with a slight inclination generally within
5~15 °. When the spherical PTZ camera rotated to a relative
position, the data from the inclinometer are collected to
calculate the pitch angle of the optical axis relative to the
absolute horizontal plane. In addition, it is essential to align
the measurement frame of axes of the sensor with the
mechanical rotation axis, at the spatial and temporal levels,
respectively through installation error calibration and zero
offset calibration. To better integration of sensors with the
overall system, as Figure 1 shows that the tilt sensor is
modularized in the form of a bare board in the product
development process, supporting specific installation

structures and data interfaces.

4 =
= e

@ ssew g

Fig. 1. Schematic of sensor mounting and bare board.

High precision algorithm design is urgently needed to ensure
design safety. Various scenarios require spherical PTZ
cameras to maintain high accuracy and stability, especially in
environments with large temperature changes and strong
shaking. The prime contributing factor is that the inertial
measurement principles bring inclinometers strong anti-
interference ability and autonomy, as well as advantages such
as short preparation time and strong resistance to vibration and
impact. Therefore, it is suitable for completing monitoring
tasks with multiple points, parameters, and functions on the
mechanical platform, thereby achieving precise control.

First and foremost, it is imperative to calibrate and
compensate for the error angle between the inclination sensor
measurement axis and the rotating machinery. Unfortunately,
the influence of machining errors and installation errors leads
to deviations in the axial measurement of rotating machinery
and inclination sensors. The reason for this part is to
accurately measure the axial deflection angle of rotating
machinery, that is, the projection of the spatial angle of the
measurement frame of axes relative to the reference frame of
axes in the load system. In addition to the deterministic error
calibration mentioned above, real-time compensation is also
required for random drift caused by uncertain factors. This
should be drawn attention for inertial measurements, as their
errors accumulate over time, making it difficult to maintain
high-precision positioning and orientation.

Before designing the algorithm, frame of axes should be
established for devices with different principles and a unified
reference frame of axes should be found. From a theoretical
perspective, gravitational acceleration and Earth's rotational
velocity are natural physical references for inertial sensors,
which can be measured and determined through accelerometers
and gyroscopes, respectively. As shown in Figure 2, during the

ALGORITHM DESIGN
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operation of the entire machine, there are geodetic frame of axes
(1), mechanical platform fixed frame of axes (2), mechanical
platform rotation frame of axes (3), sensor measurement frame
of axes (4), and optical axis measurement frame of axes (5). The
commonality is that in the optical axis measurement coordinate
system, the rays directed towards the front of the lens can also
be projected onto the geodetic coordinate system, thereby
calculating the angle between the rays along the direction of
gravity in two positions.

Fig. 2. Schematic diagram of the frame of axes involved in the operation of
the machine, geodetic frame of axes (1), mechanical platform fixed
frame of axes (2), mechanical platform rotation frame of axes (3),
sensor measurement frame of axes (4), optical axis measurement frame
of axes (5).

A. Dual Vector Positioning Algorithm
to Calibrate misalignment error

Rotating machinery can rotate around both horizontal and
vertical axes, and the following provisions need to be made
before calibration can begin: the angle of rotation around the
horizontal axis is stated as the pitch angle. The angle of
rotation about the vertical axis is referred to as the heading
angle; this is shown by the green (horizontal) and red (vertical)
lines in Figure 3.

Fig. 3. Schematic diagram of the pitch heading angle of the dual-vector
attitude fixing algorithm.
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During the calibration process, central system collects the
three-axis outputs of the sensor and the data are averaged over
a stationary period of time.

Based on the above provisions, the ectopic orthogonal axis

calibration method applicable to rotating machinery is

developed according to the following steps:

(1) Control the rotating machinery to be located at a fixed
heading angle and keep the heading angle unchanged, set
the pitch angle to the usual initial position of the
equipment movement (given by the control mechanism),
and record the three-axis sensor outputs;

(2) Maintaining the heading angle the same as in (1),
controlling the pitch angle within the movable range,
measuring multiple positions, and recording the three-
axis sensor output for each position;

(3) Keeping the heading angle the same as in (1), set the pitch
angle to a common termination position for device
motion and record the triaxial sensor output;

(4) Set the pitch angle to a position in the middle of the range
of motion, keep it fixed, control the heading angle within
the movable range, measure multiple positions, and
record the three-axis sensor output for each position.

Through the above prescribed actions, the sensors screwed on

the rotating machinery collect the corresponding data, and the

calibration matrix can be calculated. This type of problem is
essentially to solve the orientation relationship between two
spatial frame of axes, generally assuming that there are two
non-collinear reference vectors, the two rotary axes of the
equipment as a reference vector, according to its projected
coordinates under the two frame of axes to find the

transformation relationship, which can be presented as a
n

directional cosine matrix, noted —° , assuming that the known
rotary axes in the geodetic frame of axes under the frame of
axes for the coordinate:

vy =[0 0 1]

V,)=[1 0 0]
Correspondingly, based on the data from the sensors fixed on

the rotating machinery, the coordinates of the rotating axis
under the carrier system are obtained as:

V,) = Mat _Vt

V,’ =Mat _ Hz

Since direction cosine matrices are generally three-
dimensional square matrices, it requires to construct another
vector equation, i.e., to cross-multiply the two known vectors

and then to unite the three vector equations:

n n n n n b b b b

AR ARARAN E{ol ARARRVANYAY
@)

The algorithm for solving the two-vector fixed-posture has
been obtained so far, which results in
T
(V)

W]
B

(v")
(Vv ) || (Vexv2)

o))

@

cl = 4

17

After figuring out the direction cosine matrix for the
coordinate transformation, the coordinate measured on one
system are transformed to another frame of axes, e.g., the
values measured in the coordinate system A can be expressed

in the following equation:

f*=K'N,-V* (5)
Obtaining that the direction cosine matrix from the a-system
b
to the coordinate system B is ~2 , then:
fe=K*N,-V*

fr=(ci) f

Vb :(Cs)T Ve (6)

k)]

Due to the fact that, yet, some of the vectors originated from
the motion of the rotating mechanical platform, there is a
certain measurement error, and also a certain amount of vector
error, including modulus error and direction error, which
makes the calculation results fail to strictly meet the
requirements of unit orthogonalization. In this regard, the
algorithm adopted data preprocessing and specific position
correction. Before the execution of the SOP, all the vectors
that need to be solved are processed for orthogonalization and
unitization, and corrected at the limited points. Ultimately, the
rotation matrix is calculated and corrected by the approaches
stated above.

= (o3
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Fig. 4. Schematic diagram of the computational flow of the algorithm.
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B. Circle Fitting by Nonlinear Least
Squares to Compensate for
Random Errors

From the aspect of engineering realization, according to the
motion characteristics of machinery, fully autonomous
random error calibration function is essential. It is that
Spherical PTZ cameras are mostly installed in remote areas,
which makes manual installation and maintenance difficult
and costly. By collecting data from machinery at a constant
speed (1 °/s), the system calculates the center and radius of the
rotating circular surface based on algorithms; for convenience,
the requirements of SOP are consistent with the axial
calibration in A. After outputting the calibration matrix in this
way, it can be saved to the on-chip system.

In addition, in algorithm implementation, it is crucial to have
a mathematical foundation for removing outliers and fitting
the overall curve. Referring to Practical Methods of
Optimization, the most suitable scenario for the Gaussian
Newton method is when the sum of squares is small when the
minimum value is taken, or when the nonlinearity of the data
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is mild. At the same time, to avoid the problem of outlier
sensitivity in nonlinear least squares using the Gaussian
Newton minimization algorithm, the fitting problem can be
simplified towards the direction of linear test squared.

To summarize briefly, the core concept of the algorithm,
which describes geometric relationships, is that "the collected
data should be distributed on multiple concentric unit circles.".
The advantage of the algorithm is that it avoids the sensitivity
of conventional fitting methods to outliers and identifies the
point at which the minimum value is taken, which is the
calibration reference position. In order to prevent the different
testing processes of the centers of the two rotating circles of
the ball machine, two inclinometers were used and multiple
sets of paths were arranged. This algorithm used as many
movement routes as possible to get closer to the movement
trajectory and mechanical zero position.

Fig. 6. Data acquisition process and upper computer software interface
diagram.

In the light of the aforesaid, through the A and B mentioned
above, the calibration and compensation of two types of errors,
which are prone to occur when inertial sensors are applied to
spherical mechanical and optical equipment, have been
achieved from both spatial and temporal perspectives, as the

IV. SIMULATION VERIFICATION

At this point in writing, the existing calibration solutions still
have issues with unreliable and unstable reference values.
Emerging as the times require, a high-precision three-axis rate
rotary table is used as the reference source in the actual
verification process, and this kind of rotary table is the most
ideal equipment for large-scale and multi-functional inertia
test, and the three-axis rate rotary table contains three frames,
which are the outer, middle and inner frames respectively, and
the sensors will be mounted and fixed on the inner frame, and
the measured objects can be moved in any direction of angular
velocity in space due to the three frames constituting the
universal bracket. The vertical three-axis rotary table has an
outer frame for azimuth, a middle frame for pitch, and an inner
frame for roll. The rotary table is used as the only reference
source, and by installing multiple sensors of the same type on
the rotary table, calibration is carried out to eliminate device
zero bias, scale factor and cross-axis errors, thus ensuring the
accuracy of the calibration results.
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Fig. 7. Physical drawing of simulation verification rotary table.

A. Dual vector attitude verification

In the process of demonstrating the technical effect, the rotary
table is used as a rotating mechanical platform to be monitored,
and multiple sensors are installed in different positions on the
work place as shown in the figure. The rotary table control
software enables the rotary table to perform the corresponding
actions in accordance with the prescribed calibration process
and cooperate with the upper computer for data acquisition
and decalculation, so as to complete the calibration task.

Fig. 8. Simulation verification of calibration results.

Circuit Board
Bottom Plate

Accelerometer
Chips

Fig. 9. Accuracy Traceability Flowchart.

As the external excitation brought by the rotating machinery
to the sensor is unknown and its true value cannot be measured,
this paper adopts the method of rotary table accuracy
verification and consistency verification of actual occasions.
The results maximize the assurance of the stability and
accuracy of the sensor in the field of measurement.

The calibration results are shown in Fig.8 and Table 1, the
collection and processing software calculated the calibration
matrix. After calibration, the central system collected the data
of the sensor mounted on the reference platform again, and
compared the angular reference value. The results show that,
in the rotary table for the position of 0° , 15° , 30° , 45° ,
60° ,75° and 90° , the D-value between the output of the
sensor and the reference source value are all within 0.03° ,
which is in line with the requirement of monitoring accuracy
of industrial equipment.

TABLE I. AXIAL CALIBRATION VERIFICATION
EXPERIMENT RESULTS
Control Sensor Reference

Grou angle Output source Error
P o . output )

(G (G o

QD)

1 0 0.0000 0.0000 0.0000
2 15 15.0100 14,9999 0.0101
3 30 30.0070 30.0000 0.0007
4 45 44,9880 45.0000 0.0120
5 60 59.9730 59.9999 0.0269
6 75 74.9750 75.0000 0.0250
7 90 89.9900 90.0000 0.0100

The reason for adopting this verification method is because
turntable and common rotating machinery have common
characteristics, are around a certain axis in space for high and
low angle action, so after the turntable calibration and
calibration of the sensor, in the actual use of the process, can
be installed through Fig. 9 mechanical relationship, the
rotating machinery as a carrier, the equivalent replacement for
the turntable, through the transfer of the relationship to ensure
that the installation of sensors on the rotating machinery can
output the same accurate measurement data.

Turntable Benchmark
Platform

Turntable Calibration
Fixture Board

Sheet Metal Installation
Adapter Plate

Ball Type Rotating
Machinery

B. Circle Fitting Verification

The four sets of test results for the two sensors are shown
in the table, from which it can be seen that the basic
distribution of the collected data points is on a concentric
multiple unit circle.
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TABLE II. FOUR SETS OF TEST RESULTS FOR SENSORS
Experiment  Coordinates  Coordinates  Radius
number of the center  of the center  length
of the circle  of the circle
X y

1-1 -0.0025 0.0245 1.0034
1-2 -0.0016 0.0704 1.0990
1-3 -0.0032 0.0012 1.0096
1-4 -0.0032 -0.0016 1.0130
1-5 -0.0019 0.0346 0.9998
1-6 -0.0014 0.0782 1.0492
1-7 0.0020 0.0111 1.0040
1-8 -0.0019 0.0107 1.0044

To elucidate, Circle Fitting eliminated long-term random
error and avoided the sensitivity to outliers in conventional
fitting methods. It identified the point at which the minimum
value. In the verification process, we used two sensors
choreographed with multiple sets of paths, which can
maximize the number of movement routes, so that the result
could more closely approximate the movement trajectory of
the movement and the mechanical zero position. This process
could prevent the spherical PTZ Camera from having a
different center of gravity for the two rotating circles.

C. Verification of simulation results

In order to avoid the mutual influence of error correction
caused by redundant operations and affect the accuracy of the
final result, by executing A and B in different orders on the
embedded system, it is concluded that the process of
calibrating the random bias and then the mounting error is
adopted to verify the simulation results; As an insurance
scheme, the total station is used as the verification equipment.
The points are marked according to the pitch reference angle.
By controlling the mechanical photoelectric coding disc
position and aligning the reference datum, the sensor values
are recorded respectively. Through the actual test results, it is
concluded that the actual accuracy is between 0.02-0.04°
after the zero bias calibration and installation error calibration
are executed successively, the accuracy of the large angle (60°
-90° ) is decreased, and the accuracy of the main monitoring
angle (15° -60° ) is between 0.02-0.03, which is in line with
the nominal requirements.
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Optical Pitch Sensor1  Sensor2  Accuracy
control  reference D) D) D)
bit angle
value QD)
0 0 0.4770 0.4610 0.0160
150 15 15.5110 15.5250 0.0140
300 30 30.6320  30.6550 0.0230
450 45 45,7630  45.7970 0.0340
600 60 60.9060  60.9340 0.0280
750 75 76.1090  76.1510 0.0420
800 80 81.1660  81.2000 0.0340
900 90 88.7840  88.7630 0.0210

V. CONCLUSION

In this paper, based on the inertial sensor, a simple, direct and
reliable phase-variant axial calibration method is proposed to
complete the phase-variant axial calibration task through the
dual-vector attitude algorithm, circle fitting algorithm and so
on. It has definitely improved the accuracy of the spherical
PTZ Camera, and the accuracy of the sensor's monitoring
range as high as 0.02 ° , by the simulation and modelling
experiments, which satisfied the high accuracy for the
spherical PTZ camera.
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Abstract—The high interest in improving navigation
accuracy and UAV autonomy, which has increased many times
in recent years, forces developers to look for new resources to
improve the characteristics of the UAV. One of the relatively
new and potentially promising approaches to the UAV
navigation system (NS) algorithms design can consider the use
of artificial intelligence techniques. The article describes the
architecture of the UAV NS algorithmic support with artificial
intelligence modules in its structure (Al UAV NS). Artificial
neural networks (ANN) can be used with varying degrees of
integration into the system structure. The most obvious
advantages of ANN, such as the mathematical models
adaptability, the lack of necessity to use a priori data on its
parameters, the absence of requirements for linearization
allow them to be used for a wide range of tasks — from
approximating error models of strapdown inertial navigation
systems (SINS), designing its algorithms, to implementing an
alternative to an integrated solution using Kalman filter (KF)
with various degrees of integration into a system — from
complete replacement of the KF, estimation and compensation
of errors in the KF states during the outages of signals from
the main corrector to predicting measurements received at the
KF input. Nevertheless, the presented advantages of ANN are
unrealizable without properly conducted preliminary training,
and the choice and design of the NS architecture, as well as the
selection of training samples and flight paths of UAS, is a
separate scientific task requiring detailed study. As part of the
implemented experimental research methodology, preliminary
results were obtained reflecting the accuracy characteristics of
the navigation complex with artificial intelligence modules
structurally included in its composition.
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machine learning, EKF, complex information processing

The research was funded by the Russian Science Foundation (project
No. 24-29-20304, https://rsct.ru/en/project/24-29-20304/

Roman Zimin

Flight-Navigation and Information-
Measuring Systems Department
Moscow Aviation Institute (National research university)
Russia
ziminry(@mai.ru

Maksim Zharkov

Flight-Navigation and Information-
Measuring Systems Department
Moscow Aviation Institute (National research university)
Russia
zharkovmv(@mai.ru

I. INTRODUCTION

The integration techniques for traditional navigation
systems of unmanned aerial vehicles (UAVs) used today are
usually based on the use of the Kalman filter, which
estimates the state vector, including errors in the navigation
system subsystems [1, 2]. In this case, both loosely and
tightly coupled integration techniques are used [3, 4]. The
functionality of the UAV navigation system (NS), depending
on the completeness of the on—board composition of its
measuring part, may, among other things, allow to ensure the
requirements of regulatory documents for the possibility of
integrating UAVs into the common airspace, and the use of
special algorithms — to be able to detect organized
interference, both spoofing and jamming [5]. It should be
specifically noted that such requirements appear, among
other things, in the documents of the federal project on
unmanned aircraft systems (UAS FP) [6].

To date, modern and promising navigation and attitude
systems for mobile objects are, generally, an integrated NS,
the algorithmic support of which carries out complex
processing of measuring information received from on-board
sensors and systems. The core of such an NS is usually an
inertial navigation system (INS), due to a number of
advantages:

¢ high information content (output of a complete list of
motion parameters: coordinates, velocities, attitude
parameters),

e autonomy,
¢ high frequency of data output.

However, a significant disadvantage for a number of
applications is the unlimited growth of errors over time. All
other sensors and systems from the integrated NS are
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commonly referred to as INS correctors. Depending on the
type of correctors, the following types of correction can be
distinguished:

e positional (using coordinate information),

e using velocity information (an information about

linear velocity projections),

angular type (using information about the parameters
of the UAV angular attitude). The best error
estimation performance of the INS and its sensors
(angular rate sensor (ARS) and accelerometers) can
be obtained when all types of correction are
implemented simultaneously [4].

II. PROPOSED APPROACH

This part of the paper discusses NS basic equations and
parameters to be estimated, the state vector, the UAV NS
structure and the architecture of the neural network used in
the UAV NS structure.

A. NS basic equations

The object of research in the proposed work was an
integrated inertial-satellite navigation system, which contains
a tactical accuracy class inertial measurement unit (IMU)
with a GNSS receiver operating in different modes. In this
case, the positional-velocity and at the same time angular
type of correction of the INS is considered.

The equation of the system state is presented as follows:

X=F.-X+G-W,

where F is the dynamics matrix, X is the state vector, G
is the system noise matrix, /¥ is the system noise vector.

The system state is estimated using Z measurements
vector.

The equation of the system state is presented as follows:
Z-H-X+7,

where H is the measurement matrix, ¥ is the

measurements noise vector.

It is proposed to include the following parameters in the
composition of the state vector [7]:

X=[x, 4],

where X, =[x, x, x, x, x; x, a B y| are
the INS errors in coordinates, velocities projections and
attitude angles definitions;
A=[AQ AQ, AQ, An, An, An| are the constant

components of the ARS and accelerometers errors (when
expanding the model of sensor errors, the state vector can
also be expanded by the corresponding components).

The dynamics matrix F is formed based on the error
model of the INS and its sensors. The system noise vector
includes random components of the errors of the INS
sensors, and the measurements noise vector includes random
components of the correctors errors.

M

2

3)
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The measurement vector is full-format and has the
following form:

Z=[s® sU s¥], (4)

where 5@ =[5p' ~5p° oA —52 Sh' —5h | is the
difference between the INS and corrector coordinates
outputs, 5U =[SU}, -8Uf SU, -8Uy, U, -8UY | is
the difference between the INS and corrector velocities
outputs, 5% =[ oy’ —oy° 59 -59° 5y’ -5y | is the

difference between the INS and corrector yaw, pitch and roll
angles outputs respectively.

To estimate the state vector, a variant of the discrete
Kalman filter is used, formulated in the so-called Joseph
form [7], which provides increased protection against
computational divergence.

B. UAV NS structure

As already mentioned, the paper considers an integrated
navigation system consisting of an inertial navigation system
and several GNSS receivers. The INS is the core of such an
integrated system, and GNSS receivers are correctors used to
estimate and compensate for the INS errors.

In the structure of the general INS algorithm, algorithms
for determining navigation parameters (navigation
algorithm) and attitude parameters (attitude algorithm) can
be distinguished. Within the work, various applications of
neural networks in the task of approximating nonlinear
equations of the INS navigation coordinates were
investigated. Figures 1, 2 show two schemes for applying
and modeling the work of a neural network designed to
approximate the algorithm for INS coordinates
determination.

The first of the schemes implements an algorithm for the
INS ideal operation, the second is a functioning algorithm
that takes into account the signals that compensate for the
impact of the errors of the INS on its output navigation
parameters. In the first case (Fig. 1), the neural network
approximates the transition matrix corresponding to the
equations of inertial navigation. The functioning of the
neural network in the configuration mode is as follows:
vectors consisting of navigation coordinates Py, projections
of linear velocities V}, attitude parameters A; and
accelerometers 7x and ARSs wx measurements are received at
the input of the neural network, without taking into account
measurement errors (ideal values of projections of specific
force and absolute angular velocity) at time ¢. The output of
the neural network (navigation parameters) is compared with
the precise solution of the INS operation equations for the
time ¢ + At. The neural network learning algorithm adjusts its
parameters in such a way as to minimize the residual APy,
AV, AA; between the output of the neural network and the
precise solution formed by the possible values of navigation
coordinates and measured values when modeling the
equations of their ideal equation. In the main mode of
operation, navigation parameters and measurement signals
are received at the input of the neural network, and
navigation and attitude parameters for the next moment are
the output. Thus, the neural network approximates the
algorithm of the INS ideal operation.
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Fig. 2. Block diagram of the INS ideal operation algorithm approximation
by the ANN, taking into account the errors

In the second case (Fig. 2), when training a neural
network, vectors are fed to its input, formed not from ideal
parameter values, but from measured ones Py + APy, Vi +
AV, A+ AAw npe + Ang,  wr + Awy, i.c. including
measurement errors. The output of the neural network
adjusts to the ideal values of navigation and attitude
parameters. In this case, the parameters of the neural network
will take into account the errors of the measurers. This
scheme can be used in the integrated NS to predict
navigation parameters during periods of GNSS signals loss.
At the same time, the neural network learning process can
take place continuously while the GNSS generates accurate
coordinates and velocities. At the same time, the
decomposed versions of the neural network can individually
solve attitude and navigation tasks (the functional algorithm
block can be both an attitude algorithm and a navigation
algorithm).

Other schemes are also possible in which the neural
network approximates not the algorithm for calculating the
INS coordinates, but the nonlinear equations of the errors of
the INS, i.e. the outputs of the neural network are coordinate
determination errors [8-11]. In this case, manufacturing
errors of the INS elements can be interpreted as configurable
parameters of the neural network: the magnitude of synaptic
connections or its shifts.

C. Neural network architecture

The neural network structurally included in the integrated
NS under consideration was designed using LSTM
architecture (Figure 3) and was trained using a high-quality
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dataset. The target data was obtained using the output of the
software package, which is described in the next section.

I,

A
Ciay r/X 1 » C,
i X
Clanh)
; J
T o —>\>_(->——> Iy

Fig. 3. LSTM ANN cell architecture, here X; is the input time step, /4, is
the output, C, is the cell state, f; is the forget gate, i, is the input gate, o,
is the output gate, C, is the internal cell state. Operations inside dark
grey circle are pointwise.

III. EXPERIMENTAL RESULTS

Due to the long training time of the considered
architecture of the neural network, it was decided to
decompose training samples. As such, coordinates,
projections of linear velocities and orientation angles were
used, coming from an integrated navigation system outputs,
the algorithms of which are implemented in the software, and
its functionality is given below.

The raw measurements of the inertial measurement unit
(IMU performance are presented in Table 1) and three
Novatel OEMV GNSS receivers recorded onboard a driving
car were processed together with the GNSS base station (BS)
measurements (Novatel OEM 729) in the post-processing
software, which is the part of the MAI Navigation System
Car Testbed [12, 13].

TABLEI. LITEF UIMU LCI PERFORMANCE

Gyroscope Performance

Input range +800 deg/sec
Rate bias < 1.0 deg/hr
Rate scale factor 100 ppm (typical)

Angular random walk <0.05 deg/Nhr

Accelerometer Performance

Range +40¢g
Scale factor 250 ppm (typical)
Bias <1.0 mg

The following algorithms are implemented in the
software:

e autonomous strapdown INS;

e position (single, differential and RTK mode), velocity
and attitude angles calculated in the processing of
multiple GNSS onboard receivers (OR) and BS
pseudorange, doppler and carrier phase raw

measurements;
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loosely and tightly coupled integration of IMU,
multiple GNSS OR and BS using the extended
Kalman filter for position, velocity, attitude angles,
IMU errors, and GNSS carrier phase ambiguity
estimates.

To create an additional independent source of navigation
information, the Testbed also includes NovAtel Inertial
Explorer (Canada) post-processing software [14], widely
used in the field of geodesy and navigation. NovAtel Inertial
Explorer has similar functionality to the one described above
by MAL, but operates on the basis of unpublished algorithms
from Novatel.

Fig. 4. The trajectory of the test car drive

The results obtained in post-processing mode of a pre-
trained neural network using a high-quality dataset are
shown in Figures 5, 6.

In which 44, A¢, Ah are the errors in determining
longitude, latitude and altitude, expressed in meters,
respectively, AV, AV, , AV, are the errors in determining

projections of linear velocities on the corresponding axes,
expressed in meters per second, Ay, A8, Ay are the errors

in determining the attitude angles — yaw, pitch and roll,
respectively, expressed in degrees.

Neural network performance

Standalone INS
0.9742 Reference 1
Training data
High quality dataset
0.97415 - 8
0.9741
=]
i
0.97405 |
0.974 |
0.97395
0.6537 0.6538 0.6539 0.654 0.6541 0.6542 0.6543 0.6544 0.6545 0.6546
A, rad
Fig. 5. NN performance (2D coordinates)
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Fig. 6. NN performance compared to INS standalone

As can be seen from the figures, in the mode of
approximation by the neural network of the integrated
navigation system output at intervals of GNSS signals loss
within 200 seconds (for coordinates and projections of linear
velocities) and within 400 seconds (for attitude angles), it is
possible to get the accuracy levels acceptable for solving the
UAYV navigation and attitude task — with maximum error
magnitudes up to 1 m in coordinates, up to 0.25 m/s
according to linear velocity projections and up to 0.15
degrees at orientation angles, with the values of
mathematical expectation — 1.3832 m, 0.8724 m, 0.7205 m,
0.008 m/s, 0.001 m/s, 0.075 m/s, 0.0035 deg., 0.0047 deg.,
0.0041 deg., and with rms values — 0.4971 m, 0.6641 m,
0.6067 m, 0.0373 m/s, 0.0794 m/s, 0.0432 m/s, 0.0521 deg.,
0.0191 deg., 0.0199 deg. in longitude, latitude and altitude,
corresponding to projections of linear velocities and angles
of course, pitch and roll, respectively.

IV. CONCLUSION

The results of the study demonstrate the possibility of
using the proposed approach to solve the problems of the
UAV navigation and attitude determination, while operating
an integrated NS with an artificial intelligence module in its
structure under conditions of a sufficiently long loss of
GNSS signals. In the future, it is planned to investigate the
effect of the trajectory influence on the operability and
achievable levels of accuracy of the neural network,
structurally a part of the UAV integrated NS.
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Abstract — The astronomical measurement refers to the
attitude of the optoelectronic astrovision unit, obtained as a
result of processing digital images of observed stars. By itself,
the astronomical measurement is useless for the navigation
relative to the surface of Earth. However, with the aid of
additional information, useful navigation parameters may be
extracted from the astronomical measurement. Astronomical
measurement is distorted by various physical effects associated
with distant stars observation through the atmosphere of
moving Earth. These effects are taken into account when
obtaining astronomical measurement by using additional
navigation information from the strapdown inertial
measurement unit. This additional information is also used to
extract the useful navigation parameters from the astronomical
measurement.

Keywords — star tracker, astronomical measurements,
Wahba problem, astroinertial navigation system, motion blur
correction, refraction, aberration, distortion

I. INTRODUCTION

A strapdown astro-inertial navigation system (AINS)
consists of an astrovision unit (AVU) and an inertial
measurement unit (IMU) (Fig. 1.). AINS also contains a
computer equipped with a time keeper. The time keeper
contains a stable fixed frequency master oscillator. The initial
time value of this time keeper is set synchronously with the
UTC(SU) time scale at the moment when the AINS turns on.

2

Fig.1. The layout of the strapdown AINS. 1,2,3 — AVU cameras; 4 — AVU
base; 5 — IMU.
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The AVU is used to obtain digital images of stars and
consists of several digital cameras with sequential numbers
i = 1...1, where | is the number of cameras. The cameras are
rigidly attached on a common base so that their fields of
view do not intersect. The exposure starting instants of
individual frames in all cameras are synchronized with each
other. Each camera i is associated with a right orthogonal
coordinate frame CF ' (Camera Frame). The directions to the
observed stars are determined relative to this frame. The
IMU consists of three gyroscopes and three accelerometers
and measures vectors of an angular rate and a proper
acceleration of the AINS. Projections of the angular rate and
proper acceleration vectors are measured relative to the right
orthogonal coordinate frame MF (Measurement Frame)
associated with the IMU. The digital values of the time
instants of receiving synchronous frames in the AVU and the
time instants of the IMU measurements are determined from
the readings of the time keeper.

All AINS components are assembled into a single
mechanical structure that has no moving parts. This layout of
the AINS keeps the relative attitude of the cameras within
the AVU and the attitude of the AVU relative to the IMU
unchanged. The constancy of the relative attitude of the
cameras allows to consider the AVU as a kind of “virtual
camera” with a complex virtual field of view. This field of
view is constructed by computationally combining the
observation results obtained by individual physical cameras.
The right orthogonal coordinate frame VF (Virtual Frame) is
associated with the virtual camera. The attitude parameters of
the CF' relative to the VF are calibrated with the error of

o = 2" and specified as orthogonal matrices {CF'}! .

The constancy of the attitude of the AVU relative to the
IMU allows to use the astronomical observations of the
“virtual camera” for correcting of increasing errors of an
inertial navigation. The attitude parameters of VF relative to
MF are calibrated with the error of o = 6” and specified as

. (VF
the orthogonal matrix Cy,. .

In the AINS, the astronomical measurement refers to the
values of the parameters of the instantaneous attitude of the
AVU relative to the inertial coordinate system associated
with the stars. The attitude of the AVU is determined from
images of stars obtained by individual AVU cameras. The
digital value of the moment in time to which the
astronomical measurement refers is called the measurement
epoch. The measurement epoch is determined by the
readings of the time keeper and is designated ast, , where

n=1... - is the sequential number of the epoch.
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When they talk about the position and speed of the AINS,
they mean the position and speed of the origin of the MF
relative to the Earth's surface. The AINS attitude refers to the
attitude of the MF relative to the local ENU (East-North-Up)
coordinate frame. This attitude is represented in terms of

heading y}"" , pitch 9" and roll y)'" angles of the MF per
epoch t, . Since the MF and the VF are connected through

: VF
the matrix C,, ,

converted to the VF attitude angles y!", 977, yF .

the MF attitude angles are one-to-one

To obtain one astronomical measurement, frames with
stars images are subjected to computational processing,
consisting of several successive stages. At the first stage, the
consequent frames are accumulated with a motion blur
correction. Frames are accumulated separately for each
physical camera of the AVU. From the accumulated frame,
the direction vectors of the observed stars are calculated.

At the second stage, various types of refraction that arise
when observing stars through a gaseous medium are
corrected in the direction vectors. After that, the detected
stars are recognized, i.e. establishing a correspondence
between a digital image of a star and an entry in a star
catalogue.

At the third stage, the speed aberration from the orbital
motion of Earth in the direction vectors of the recognized
stars, calculated from the star catalog, is taken into account.
As a result, we obtain two vector bundles of the same
dimension, for which we can set the Wahba problem [1]. The
solution of the Wahba problem gives one astronomical
measurement containing the attitude parameters of the AVU.

II. OBTAINING THE ASTRONOMICAL MEASUREMENT

A. Detection of the Stars Images

The image of the sky area obtained by each camera of the
AVU contains blurred images of stars and an image of an
optical background. The background is formed by the
scattering of sunlight in the atmosphere. The strapdown
principle of the AINS design requires to use cameras with a
relatively wide field of view, at least 10°. The background
illumination of the image in the camera of this kind will not
allow to detect the blurred star’s image in one frame (Fig.
2.). Therefore, sequential frames should be accumulated
before detecting of stars images. The blur correction is
performed in each frame under accumulation. To do this, the
blur trajectory - the curve along which the star’s image
moves during the frame’s exposure, is calculated in each
pixel. The blur trajectory is calculated from the IMU
measurements obtained during the exposure. This trajectory
serves as the basis for synthesizing the impulse response of a
two-dimensional digital correction filter matched with the
motion blur [2].

The image inside each frame is distorted by a lens
distortion, which is corrected using individually calibrated
intrinsic parameters. Lens distortion must be taken into
account when synthesizing the impulse response of the
correction filter matched with the blur. Otherwise, serious
losses of energy of the useful signal from the star occur,
making the accumulation pointless [3].

As a result, the accumulated image, in which the
background noise is smoothed out and the intensity of the
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star images is increased is formed for each camera (Fig. 2.).
The accumulated image is tied to the instant of the start of
exposure of one selected frame within the accumulated
sequence. This instant is taken as the epoch of the
astronomical measurement.

Fig.2. Motion blur correction in the image of a single star, observed
against the background of the daytime sky. On the left is an image of
a star taken in the single frame. On the right is the result of
accumulating of 40 consecutive frames with the star’s images. The
black spot is the starting point of the blur trajctory, the black line is
the blur trajectory, the red square is the brightest pixel of the image.

The number of accumulated frames is calculated based
on the optical background level. For calculation purposes, it
is assumed that the optical background value has a Poisson
distribution. As a rule, for stable detection of the brightest
pixel, it is enough that the signal-to-noise ratio in this pixel is
at least 5 [4]. The typical number of accumulated frames for
various conditions of daytime observations lies in the range
0f40...300 [5].

If R! stars images have been detected in the frame of
camera i, accumulated to the epoch t,, then the bundle of unit

. . i Rl
direction vectors {S CF ! }r,:]

is calculated from the brightest
pixels inside these images. Each vector in this bundle is
specified by its projections
i _ i i T i :
SCF' nrt T X CF' n,r! sx CcF! n,r':| on the CF'. This
vector is directed from the projective center of the camera i
towards the star r' =1...R| . This bundle is distorted by
various types of refraction.

i
[Sx CF' n,r'

B. Refractions Correction

The AVU in the AINS for atmospheric applications is
covered by a transparent porthole to protect it from effects of
incoming air flow. The use of the porthole requires filling the
internal volume of the AINS with a dry gas, followed by
sealing. l.e. the atmospheric AVU observes stars from its
own gaseous atmosphere, different from the atmosphere of
Earth. As a result, the light beam coming from the star to the
AVU is successively affected by three types of refraction:
astronomical, aerodynamic and internal (Fig. 3.). Types of
refraction are corrected against the direction of the light
beam from the star, i.e. in the direction from the camera to
the star [6].

To correct the refraction, the boundary between two
media is assumed to be flat. Let starlight come from a
gaseous medium I with a refractive index n, refract at the flat
boundary and enter to a gaseous medium II with a refractive
index n'. In the medium II, the star is visible with a direction
vector Spe , projected onto an arbitrary right-handed
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orthogonal coordinate system RF (Reference Frame). The
direction vector Sge , with which the star is visible in the

medium I, is obtained from the visible vector Sie :

’

n
Spe =refr(n, N', Uge, Ske ) ZF(I3 —UgeURe )Ske +

Ny (n ?
+Ugr 1‘(;} +(FU1R—FS;?F] >

where refr(...) is the function of the refraction correction;

Uge is the unit vector of the normal to the flat boundary,

directed into the medium I (outward, towards the star) and
specified by its projections on the RF.

Real Star
RGEIRSIED

&

Space

Visible
Star

Athmosphere

x%o

xS
L
%>

Fig.3. Refraction when observing stars in the atmospheric AINS.
Internal refraction is the refraction on two sides of the
porthole, inner and outer. The inner side separates the gas
atmosphere, with a refractive index of p, inside the AINS
and the transparent porthole’s material. The outer side
separates the porthole’s material and the aerodynamic
boundary layer, with a refractive index n” , on the surface of
the porthole. The value of p is determined by the pressure
and temperature of the gas inside the AINS. The value n”
depends on the observation altitude and on the magnitude
and direction of the AINS airspeed. The sides of the
porthole are parallel and its material can be excluded from
consideration. The refraction will be determined by the
boundary between the boundary layer and the internal
atmosphere of the AINS. Internal refraction is corrected in

: : .ol .
each direction vector: Scrini |

inr,i — bl hole,i  qi
Scri nri T refr(n > B Ugei™, Segi n,ri )’
where U is the unit vector normal to the surface of the

camera i porthole.

Aerodynamic refraction occurs at the boundary between
the boundary layer and the surrounding steady atmosphere
with a refractive index of N(H), where H is the observation
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altitude above the sea level. For computational purposes, the
boundary layer within the camera's field of view is modeled
by an optical wedge. The attitude of the outer plane of the

wedge, formed in front of the camera i, is described by the
unit normal vector U, , defined by its projections onto the
inr,i .
CFir -~

).

CF . Refraction is corrected in each vector S

bl,i S|nr,|

bl,i
S CFi? “CFin,ri

opi e = refi(n(H), n, u

Ri . .
" received from all cameras i=1...1

I'i=1 >

bl,i
Bundles {s CF

}

at the measurement epoch t,, are projected onto VF:

bl,i _ CF' bl
SVF nrt T CVF SCFi nrt°

The result is the combined vectors bundle {siy nr }ff; , where
tot | i
R = ZH R, is the total number of stars detected by all
cameras; I =r' +Zi_1 R - sequential number of the star
q=1

r' in the combined bundle.
Astronomical refraction occurs when stars are observed
through the atmosphere of Earth. This refraction is corrected in

bl R

the vectors bundle {0, };", . If angles y," , 9, ,y, are

known, then this type of refraction is corrected similarly to the
previous cases. The correction is performed in each vector
Sy o, taking into account the unit refractive index of an airless

space outside the atmosphere of Earth (above 100 km):
= refi(1, n(H), Wi,

astro

bl
SVF n,r SVF nr)o»

where Wyt = SEV (WY, 9% ,yWF)[001]" is the direction
vector of the local vertical in the point of observation,
projected onto the VF; SEW(yYF,9%F y¥F) is the
coordinates transformation matrix from the ENU to the VF,
calculated from angles )", 9%, yiF .

The refraction model used here (within a plane-parallel
atmosphere) does not depend on either an azimuth of an
observed star or a heading angle of a virtual camera.
Therefore, it is possible to construct the algorithm for
converting the vector sl to the &', depending only on
the attitude of the “virtual camera” relative to the local
vertical, i.e. depending only on the angles 9", y'* [6].

The effects of aerodynamic and astronomical refractions
are demonstrated as families of plots of angles between
direction vectors before and after refraction correction. To

estimate the refractive index n” | the simplest model of a
laminar boundary layer formed on a surface of a flat plate
moving with an air speed V,s at a height H is used [7]. The
family of graphs of the aerodynamic refraction angles

AG = arccos(sy; nui Sepi ) for the bundle of vectors of

dimension R! =21, received by camera i, is shown on
Fig.4. The family of graphs of the astronomical refraction
angles A", = arccos(Sug n, Si&'S,) for the same bundle is

shown in Fig.5.
As a result of these transformations,

astro
{SVF n,r

could be detected by the “virtual camera” in a vacuum.

the bundle
}fz of direction vectors of stars is obtained, which
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Fig.4. Dependences of the aerodynamic refraction angle on the AINS
airspeed at various observation altitudes for the camera with the field
of view of 10° and the zenith angle of 35°.
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Fig.5.

Dependences of the angle of astronomical refraction on the

observation altitude for various zenith angles of the camera with the

field of view of 10°.

C. Taking into Account the Relativistic Velocity Aberration
for Recognized Stars

The AINS is involved in the orbital motion of Earth, so
visible directions to stars are distorted by a relativistic
velocity aberration. The magnitude of the velocity aberration
lays in the range 0"...21" and depends on the direction of
observation. The presence of aberration does not interfere
with the recognition of stars, detected at the previous stages
of obtaining the astronomical measurement. As a result of

tot
} R

r=1
{bgers n,r}fﬁ’{ of the same dimension. The coordinates of the

vectors in this bundle are calculated in the inertial coordinate
system BCRS (Barycentric Celestial Reference System) from
the catalog coordinates of the recognized stars.

astro

recognition, the bundle {s,;' is opposed to the bundle
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When obtaining the astronomical measurement, the
presence of velocity aberration must be taken into account.

To do this, the bundle {bgcrs n,,}?:; is converted to the

bundle {Qscrs n,,}fz , specified in the inertial coordinate
system GCSR (Geocentric Celestial Reference System). The
transformation uses the velocity vector Vg, of the Earth's

center of mass relative to the BCRS at the epoch t,,
calculated from the ephemerides of Earth [8]. The
transformed vector Qgcrsn, takes into account only the

orbital motion of Earth. Aberration from the daily rotation of
Earth and annual parallaxes of stars are not taken into
account, which gives the error in coordinate transformation
no more than 1” [9]:

-1

J .

Jccrs nr = [1 +
« Dgcrs n.r + Van + Yo —1 (Vgnbaczs nr)Ven
Yn c Yn V@n

whereVgn ={Ven |5 7o =(1-V3,/c?)

V-I@-anCRS n,r
c

|

2. ¢ is the velocity of

light in vacuum.
The astronomical measurement at the epoch t, is obtained
from the solution of Wahba’s problem for the catalog

RlD( tot
acrsnr e, and measured {s=™ * vector bundles [1].
rir=1 VF n,rSr=1

The result of this solution is the attitude of the VF relative to
the GCRS, expressed as the orthogonal matrix S§E® (t,) .

The error of astronomical measurement is determined by the
spatial configuration of vector bundles and the calibration
errors of the cameras intrinsics [10].

III. USE OF ASTRONOMICAL MEASUREMENTS

In the process of inertial navigation, the position, speed
and attitude of the MF relative to any coordinate system
rigidly connected to Earth are determined. Therefore, the
measured attitude of the AVU relative to the GCRS must be
converted to the attitude of the IMU relative to the GCRS,
i.e. the coordinate transformation matrix S{&° (t,) from the

GCRS to the MF should be obtained:

SFE (1) = Clf SE°(t,)

The GCRS is not connected to Earth in any way, except
for the single moment in time t,. At the instant t, the position
and velocity vector of the GCRS origin coincide with the
position and velocity vector of the center of mass of Earth.
Therefore, matrices S§{Fe(t,) , by themselves, are

completely useless. They need to be tied to the surface of
Earth using some additional information that cannot be
obtained from the astronomical observations.

The numerical value of the measurement epoch t, is
synchronized with the UTC(SU) time scale. This value
makes it possible to determine the rotation of Earth relative
to the GCRS. This rotation is expressed as the orthogonal

coordinate transformation matrix SJ%% (t,) from the ITRS

(International Terrestrial Reference System) to the GCRS.
ITRS is constantly attached to Earth and participates in its
daily rotation and orbital motion. The origin of the ITRS is
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ITRS

GCRS (tn )
is calculated from the rotation model of Earth, regularly
updated by the IERS (International Earth Rotation Service)
[11]. Using this matrix, it is possible to calculate the attitude
matrix of the IMU relative to Earth. This matrix links the
astronomical measurements to the body of Earth, but is still
useless for navigating relative to its surface:

located at the center of mass of Earth. The matrix

S;\}ES (t,) = S%/I(l::RS (t, )SgCRSS (t.) -

If the angles 9" and y)" of the MF inclination relative to
the local vertical at the point of observation are known, then we
can write the system of trigonometric equations for three
unknown angles: y" | latitude B, and longitude L, [12]:

ENU
ITRS

SHES (tn) = SEA’\IIZU (Wn98n7Yn)S

where  SG (w97, y1") , SEks(Bi,L,) are the

standard transformation matrices from the ENU to the
coordinate systems specified in the footnotes.

(BnaLn)T >

Thus, adding the AINS tilt angles to the astronomical
measurement allows us to determine the unknown heading
angle, latitude and longitude of the AINS. The same system
of equations makes it possible to determine three unknown
attitude angles of the AINS (heading, roll, pitch), if we add
the latitude and the longitude of the point of observation to
the astronomical measurement. The height of the AINS
above the surface of Earth is not determined from the
astronomical measurement.

When converting the astronomical measurement to the
geographic coordinates, the factor, equal to the radius of
Earth Ry = 6371 km, is introduced. This factor converts the
angular error 0 of the astronomical measurement to the linear
error in determining the position of the AINS 6x = 6 Re. For
the characteristic error 0~ 15"...25" of the astronomical
measurement of the AVU, equipped with a single camera,
the linear error of the AINS position will be
0x &~ 460 m...620 m. If the AVU uses two cameras with
non-overlapping fields of view, the situation with errors
improves, but not radically. Now the error of astronomical
measurement is 0 = 10", and the linear error of the AINS
position is 6x =~ 310 m.

If the attitude angles of the AINS relative to Earth are
determined from the astronomical measurement, then the
errors in these angles include errors in specifying the
additional information. Thus, 1 mile of AINS coordinate
error gives 1" attitude angle’s error (or 100 m of coordinate
error ~3" attitude angle’s error).

Another source of errors that occurs when using the
astronomical measurements to navigate relative to the
surface of Earth is the time keeper. If 8k is the relative
instability of the frequency of the master oscillator, then after
the time T of continuous operation of the AINS the error
d3¢pe = (5t +T3k) Qg in calculating the angle of rotation of
Earth will accumulate, where 6t is the error in the initial
synchronization of the time keeper; Qg ~15"/sec is the

Earth's rotation rate. This error will be included in the errors
in determining both geographic coordinates and the AINS
attitude angles. The instability of a temperature-compensated
quartz oscillator is about 6k ~ 107 . This instability leads to
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the growing attitude error 1.3"/day or to the position error
of 40 m/day. The initial synchronization error ot =1 sec

leads to the attitude error of 15" or the position error of
463 m.

IV. CONCLUSION

Astronomical measurements of the AVU are the
measurements of the AVU’s attitude relative to stars. By
itself, this attitude is useless for navigation relative to the
surface of Earth. In order to bring the practical significance
for the astronomical measurements, they need to be tied to
the surface of Earth using additional information received
from external sources. If such information contains
inclination angles of the AINS relative to the local vertical at
the point of observation, then the geographic coordinates and
heading of the AINS can be calculated from the astronomical
measurements. If the geographic coordinates of the point of
observation are available, then three attitude angles of the
AINS relative to the surface of Earth can be calculated from
the astronomical measurements. The height is not determined
from the AVU’s astronomical measurements.

The astronomical measurements are extremely
inconvenient for accurate navigation relative to surface of
Earth. On the one hand, the attitude of the AVU relative to
the stars must be measured with an error of order of several
arc seconds in a practically meaningful range of observation
conditions (time of a day, inclination angles and angular
velocity of the AINS, etc.). On the other hand, these
precision optical attitude measurements lead to extremely
low accuracy in determining the observer's coordinates in
comparison with satellite navigation measurements.

The astronomical measurements can be useful in
determining the precise attitude of the AINS relative to
Earth. If the coordinates of the point of observation (with an
error of several tens of meters) and the precise observation
time are available, the error in determining the attitude of the
AINS will be several tens of arc seconds. Naturally, such an
error in determining the attitude can only be achieved with
correct consideration of all kinds of effects associated with
the propagation of starlight through the atmosphere of Earth.
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Abstract—When the high altitude and long flight UAVs
carry out the tasks of high-altitude camera and regional
mapping, they have higher requirements for navigation and
positioning and attitude accuracy. GPS can obtain high
accuracy position information, and with the development of
CCD technology, the on-board starlight tracker can also obtain
high accuracy attitude information. By utilizing the
information fusion method, the information fusion of Jetion
inertial guidance, star sensor and GPS can obtain high-
precision attitude and positioning information. The error of
Jetlink inertial guidance system is selected as the state of the
combined navigation system, and in the combined
inertial/satellite navigation algorithm, the difference between
the latitude, longitude and altitude information given by the
inertial guidance system and the corresponding information
given by the GPS receiver is utilized to output the position
observation; and the difference between the velocities given by
the inertial guidance system and the GPS receiver is utilized to
output the velocity observation. In the combined
inertial/starlight navigation algorithm, the attitude matrix
output from the star sensitizer and the equivalent attitude
matrix calculated from the inertial guidance output are utilized
to construct the measurements. Thereby, an airborne
inertial/satellite/starlight high-precision combined navigation
method is designed using the federal filtering technique. The
results show that the information fusion algorithm of inertial
guidance, GPS, and star sensitizer proposed in this paper can
obtain high-precision attitude, velocity, and position
information.

Keywords—combined navigation, star sensor, information
fusion, IMU, GPS

I. INTRODUCTION (HEADING 1)

High-altitude long-range UAVs have high requirements
for navigation and positioning and attitude accuracy when
performing tasks such as high-altitude videography and area
mapping. The Global Positioning System (GPS) plays a key
role in providing accurate position information, but its
performance may be limited when GPS signals are interfered
with. Inertial navigation relies on the data measured by
gyroscopes and accelerometers, and the motion parameters
such as position, velocity and attitude of the carrier are
solved by inertial navigation, which has the advantages of no
need for external information, strong anti-interference
ability, good concealment, complete navigation information
and high data update rate [1]. However, the integral
operation in the inertial solving will lead to the accumulation
of navigation error over time, and for the long-distance and
long-time motion platforms, it is necessary to use other
navigation information to correct the error.

GPS can obtain high-precision position information, and
with the development of CCD technology, the airborne star
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tracker can also obtain high-precision attitude information.
Using the information fusion method to fuse Jetlink inertial
guidance, star sensitizer and GPS can obtain high-precision
attitude and positioning information. In contrast, starlight
navigation utilizes the constellations in the sky as reference
points to determine the position of the receiver. Starlight
navigation has outstanding advantages such as high
positioning accuracy, strong autonomy, and good anti-
interference. Combining starlight navigation with inertial
navigation and satellite navigation for combined navigation
can effectively make up for the shortcomings of inertial
guidance/satellite combined navigation.

For this reason, based on Jetlink inertial guidance,
satellite navigation and starlight navigation systems, this
paper investigates the inertial/satellite/starlight high-
precision combination navigation method, which realizes
high-precision attitude fixing by using the federated filtering
technique to overcome the problem of the inertial guidance
system's measurement error accumulating over time, and also
obtains the vehicle's attitude with respect to the local
geographic coordinate system, so as to achieve the purpose
of complementing its strengths and shortcomings [2]-[5].
Since both the inertial guidance system and the star sensor do
not radiate any information to the outside, have strong anti-
jamming property and are completely autonomous, the GPS-
assisted inertial/star-sensitive high-precision attitude fixing
method researched in this paper has the significant
advantages of high precision, good concealment and strong
autonomy, etc. The GPS-assisted inertial/star-sensitive high-
precision attitude fixing method researched in this paper has
the significant advantages of high precision, good
concealment and strong autonomy.

II. AIRBORNE INERTIAL/SATELLITE/STARLIGHT COMBINED
NAVIGATION SYSTEM MODEL

In the airborne GPS/inertial/starlight combination
navigation system, the Jetlink inertial guidance system has
the advantages of comprehensive navigation parameters,
strong maneuvering and tracking capability, timely and
continuous output, good concealment and strong anti-
jamming capability, and is thus used as the basic system of
the combination navigation [6]. In the starlight navigation
system, the CCD star sensitizer with the highest accuracy of
attitude measurement is adopted, which can output high-
precision carrier attitude information in real time. Among
them, the navigation coordinate system adopts the east-north-
sky geographic coordinate system, the inertial guidance
system outputs the carrier's position, speed and attitude
information, the satellite navigation system outputs the
carrier's position information, and the starlight navigation
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system outputs the transformation matrix of the star-sensitive
coordinate system relative to the inertial coordinate system.

Firstly, based on Jetlink inertial guidance, the
compensation algorithm after inertia/satellite and the attitude
solution algorithm for inertia/starlight combined navigation
are designed to calculate and obtain the two sets of local
optimal estimates of the state of the combined navigation
system. Then, the two sets of local optimal estimates are sent
to the main filter for global information fusion using the
federal filtering technique to obtain the global optimal
estimate of the system state. Finally, the obtained global
optimal estimates of the Jet-Link inertial guidance error state
are used to correct the error of the Jet-Link inertial guidance
system in real time, and the corrected Jet-Link inertial
guidance output is used as the output of the combined
navigation system [7]-[9]. Therefore, the principle of this
inertial/satellite/starlight combined navigation system is
shown in Fig. 1.

SINS

Hysteresis | Primary filter
GPS ) S —:I SINS/GPS filters |—— Time update | ——

compensation . e
' P 2 Optimal fusion

SINS/Starlight |

Star sensor *+ Pose resolution | :| filters

Fig. 1. GPS-assisted inertial/starlight high-precision information fusion
modeling

III. ERROR MODELING AND INFORMATION FUSION
ALGORITHMS FOR NAVIGATION SYSTEMS

A. Error modeling for starlight navigation systems

The measurement accuracy of the CCD star sensor in the
starlight navigation system is very high and the measurement
error does not accumulate over time, however, the
installation error of the star sensor must be strictly calibrated.
In particular, the star sensor is affected by the external
temperature during the missile flight, and there will be a
large error between the actual installation matrix and the
laboratory calibration parameters, which will seriously affect
the star navigation accuracy. Therefore, the installation error
of the star sensitizer needs to be considered in the starlight
navigation system, and the installation error of the star

parameters, specifically including inertial device errors,
platform attitude angle errors, velocity errors and position
errors.

C. Combined navigation system equation of state

The state equations use the basic navigation parameter
error equations of the Jetlink inertial navigation system and
the error equations of the inertial instrumentation, which
specifically include the mathematical platform attitude
errors @. , @, , 4, of the Jetlink inertial guidance, the

velocity errors dVg, oV, , dV, , the position errors L, o1,
oh, the gyroscope random constant value drifts bx by bz,
the accelerometers random constant value errors V, , V

\Y and the star sensitizer mounting errors 5A , 5A ,

bx ° by

bz >
OA, , ie., the state vector of the combined navigation
system X is

X =[de.dy 4, OVe, 6V, 8V, , 5L, 4,50 Q)
gbx’gby’gbz’Vbx’vby’vbz’é‘Aﬁb\p\/’b\Az]T

According to the system error model, combined with the
state vector X , the state equation of the combined
inertial/satellite/starlight navigation system can be listed as

X (D150 = A 1505 X (1) + G (1) 5,0 W (1), (3)

where F(t) is the system state matrix, G(t) is the system
noise driven array, and W (t) is the system white noise.

D. Measurement equations

In the GPS-assisted inertial/starlight combined
navigation system, there are three groups of observations to
choose from: the first group is the position observation, i.e.,
the difference between the latitude, longitude, and altitude
information given by the inertial guidance system and the
corresponding information given by the GPS receiver; the
second group is the velocity observation, i.e., the difference
between the velocities given by the inertial guidance system
and the GPS receiver; and the third group is the attitude
observation, i.e., the difference between the attitudes given
by the inertial guidance and the starlight tracker.

sensitizer along the three directions of the carrier x, y, and z, Vo ~Veo OV, + M,
6A(@i=X,Y,2), can be considered as a random constant Vy —Vig ov, +M,
value, i.e. Vy =V oV, +M,
SA =0 (i=xy,2) (1) (L - LR, RyoL+N,
Z(t)=| (L, —Lg)R,cosL |=| R, cosLoA+ N,
B. Jet-Link inertial guidance system error model h, —hg oh+N, A
There are many sources of errors in the Jetlink inertial Y~V oy +0, @
guidance system, and this paper focuses on the inertial 0. -0 50+0
device errors and the resulting errors in the Jetlink inertial PR .
guidance system. After the inertial device errors are L Y =¥ 1L ow+0,
calibrated and compensated for, there are mainly some H, )
random drifts left that can not be calibrated, among which
. . ’ ; =|H_ () [ X{)+V(t
the gyro errors mainly include constant value drifts and O XO+HVO
white noise, and the accelerometer errors mainly include H. (D

random constant value errors and white noise. As the inertial
device itself has errors, this leads to some errors within the
Jetlink inertial guidance system and its output navigation
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0] O

rOP
b b

hare the errors of the star tracker roll angle,

pitch angle and heading angle. M, s M, , M, are the

velocity errors of GPS along the east, north and sky

directions; Ne s N, s N, are the position errors of GPS along
the east, north and sky directions.

The attitude angle error is obtained from the
measurement information, while the platform error angle is
used in the system state variables, so it is necessary to
convert the attitude angle error into the Jetlink inertial
guidance mathematical platform error. According to the
definition of attitude angle and the conversion relationship
between platform coordinate system and geographic
coordinate system:

L~ 4 }
G=CxCi=| ¢ 1 —4|x
4 4 1
cosy, cosly, +siny, sin@ siny, cos@ siny, siny, cosy, —cosy, sing siny,
—cosy, siny, +siny, siné cosy, cosf, cosy, —siny, siny, +cosy, sing, cosy,
—siny, cos6, siné, cos , cos 6

G is the attitude transfer matrix between the
P denotes the

where
carrier system and the geographic system,

platform coordinate system, 7', 4 s Y1 are the roll, pitch
and heading angles output by the Jetlink inertial guidance,
and there are

Y =r+oy
6, =0+60
v, =y +oy

The obtained linearized measurement equation for the
attitude angle

oy siny cosy 0 @,

00 | = cosy cosd —siny cosd 0 é,
cos

27 sinysin@  cosysing —cosd || ¢,

E. GPS information delay processing

GPS positioning system belongs to active positioning,
first by the ground control center through the
geosynchronous satellite to the ground users send positioning
inquiry signal, the user receives the signal and then sends out
a positioning application, is after a series of signal request,
calculation and transmission when the user receives the
signal has generated a delay delay time for the user signal
request to receive the signal time interval. Especially for
highly dynamic users this delay phenomenon can lead to
serious position errors.

Star Sensor is a high-precision attitude measurement
instrument which shoots the starry sky through CCD
elements, and from the photographed stars, it screens out the
useful stars through certain conditions to measure their
positions relative to the spacecraft, and compares them with
the position parameters of the star in the ephemeris to
determine the attitude of the spacecraft. The measurement
data is large, and the processing and identification of the data
can only be done by a computer. Therefore, the star
sensitizer has a complex structure and consumes a lot of
power, and it takes a certain amount of time to give a
measurement result.

In the multi-information fusion process, the Kalman filter
must utilize the measured values at the same moment in time

6))

(6)

(N
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for filtering. However, there is a delay in the output
information of the GPS receiver, which will definitely affect
the accuracy of the measurement information, so it is
necessary to design an algorithm to compensate for the
hysteresis.

Assuming that the satellite information is obtained at the
moment of t,,, the lag time is At, and the output period of
the Jetlink solver is T, the time sequence is shown in Fig. 2.
It can be seen in the figure that the GPS information obtained

at t, is actually the information at the time t, - At
therefore, to perform the combined filtering at the time t,;,

the actual GPS information at the time t,, must be obtained.

typ — At trp

\ 4

Fig. 2. Timing diagram of SINS, GPS with measurement lag

Considering the high accuracy of the Jetlink inertial
guidance used in the high-altitude long-haul UAV, its
position and velocity accuracy in a short period of time is
high, assuming that the information outputted by the Jetlink
inertial guidance system in each cycle of the time period
from the moment of t,, - At to the moment of t,, is as

follows: v, , v v,; denote the eastward, northward, and

ei > “en °
celestial velocities outputted in each cycle, a,; , a,, , &,
denote the motion acceleration information of the
corresponding cycle, L; , h denote the latitude and altitude

of the corresponding cycle.

Velocity Compensation Calculation Formula:

®)

®

to
Av, = Z ay xT
i=ty, —At
to
Av, = a, xT
i=t, At
rkp
Av, = Y ayxT
i=t, At
Positional Compensation Calculation Formula:
tp 1
AL = —V; X
i—tg-at (R + 1) cos L
to 1
AL = — v, xT
i=t, —At RMi + hi
[kp
AH = z a; xT
i=ty, —At
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Where Av,, Av,,
and skyward velocity compensation in the At time period,
respectively; A4, AL, and AH denote the compensation of
longitude, latitude, and altitude in the At time period,
respectively. By utilizing the above formula, the actual GPS
output information at the time of tkp can be obtained.

Av, denote the eastward, northward,

For the star sensitizer, the delay correction method is to
use an array M to write down all the state information of
SINS at each moment within s, and then randomly combine
it with the SINS information to filter when the star sensitizer
has measurement information output. The subfilter first
generates a random number random- k from 0 to 1, and then
Kalman filters the SINS/star sensitizer subfilter at random- k
by combining the measurement information of the star
sensitizer and the SINS state information at random- k. The
estimated state value and mean value of the subfilter are then
calculated. The state estimates and the mean square error
array of the SINS/star sensitizer subfilter at the random- k
time are calculated by Kalman filtering. The system state
transfer array is then utilized for time updating.

F. Filtering algorithm

The combined inertial/GPS/starlight navigation system
suffers from the problem of GPS measurement lag while at
the same time the outputs of the GPS and star sensitizer are
not synchronized. The Kalman filter update process can be
divided into two steps, i.c., time update and measurement
update. It can be seen that the Kalman filter time update is
independent of the measurement information, and therefore,
the time update can be performed independently. Based on
this property, a combined asynchronous SINS/GPS/starlight
filtering mechanism is developed.

When there is no output of star sensitizer and GPS
receiver information, the time update of the Kalman filter is
performed only according to equation (10), using the

properties of the system state transfer matrix;
Time Update:
xk,k—l =0 (10)
Rk = q)k,k—l Pk—l.k—]q)-:k . +r” le-erkH
Measurement Updates:
Xk,k =K. Z,
Ky = Pk,k—lHkT[HkPk,k—lHkT +R,]" (11
Pk,k =[I- Kka]Pk,k—l[I - Kka]T + KkPkK:

When new measurement information is available for the
star-only sensitizer, The horizontal position information from
the output of the inertial guide and the output information
from the star sensitizer are utilized to solve the carrier
attitude and perform the attitude combination to complete the
time update of the Kalman filter and the metrology update;

At the same time, there are GPS information and star
sensitizer information output, so the horizontal position
information output from the inertial guidance and the star
sensitizer information are used to solve the carrier attitude,
combine the attitude, velocity, and position, and complete the
time updating and measurement updating of the Kalman
filter.
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From the simulation curves, it can be seen that all the
errors of the combined system converge rapidly without
divergence and the steady state error values are satisfactory.
Because of the addition of the star sensor, we can see that the
attitude information of the system has been greatly improved.
However, the speed and position of the system do not
improve significantly because the high accuracy of the star
sensitizer information has little effect on its correction, which
mainly depends on the accuracy of SINS and BeiDou
positioning system.
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The multi-information fusion navigation system
composed of high-precision inertial guidance, GPS and star
sensor is an effective way to meet the needs of high-
precision attitude fixing and positioning for high-altitude
long-haul UAVs. In this paper, based on analyzing the
principle of star sensor attitude fixing, the combined
navigation scheme of inertial/GPS/star sensor with
centralized filter structure is proposed, the GPS
compensation algorithm is established to solve the lag of
GPS measurement information output, and the asynchronous
centralized filter with the separation of time updating and
measurement updating is designed for the asynchrony of the
outputs of GPS and star sensor. The simulation results show
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the asynchronous centralized filtering algorithm

proposed in this chapter can effectively fuse multiple
information to obtain high-precision attitude and position
information, and can effectively solve the problem of GPS
measurement output lag.
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Abstract — The purpose of the work is to experimentally
evaluate the influence of temperature on the zero offset of
silicon accelerometers, taking into account the assessment of
changes in the frequency of the reference oscillator as part of a
strapdown inertial navigation system. An analysis of the results
of processing two series of experiments showed a more
significant dependence of the zero offset of the ADXL320
silicon accelerometers due to a change in the frequency of the
reference oscillator when its temperature changes as part of
the navigation system than a change in the temperature of the
accelerometers alone.

Key words - accelerometer, temperature zero offset, inertial
measurement unit, frequency instability of the reference
oscillator

1. BBEJIEHUE

Currently, platform or strapdown inertial navigation
systems (SINS) integrated with a receiver of global
navigation satellite systems (GNSS) are used to navigate
various vehicles [1, 2]. The main components of SINS are
accelerometers and gyroscopes. A well-known feature of
SINS is the increase in the error in determining coordinates
and velocities over time. The magnitude of these errors is
influenced by the instrumental errors of inertial sensors, the
accuracy of their installation in the block of sensitive
elements (SE) and the quality of the initial installation of
SINS [2-6]. Assessing the influence of instrumental errors on
the accuracy of determining motion parameters allows us to
correctly formulate the requirements for accelerometers and
gyroscopes. This ensures the required quality of operation of
the entire inertial navigation system [7, §].

The literature identifies zero offsets, scaling factor
conversion errors, and random components in the form of
white noise. [3]. The zero offset is an additive component of
the error of the primary measurements of the sensors [3, 6].

A preliminary analysis of the literature [2-8] on the study
of error components of SINS SEs (accelerometers,
gyroscopes) showed that the influence of instability of the
frequency of the reference oscillator (RO) as part of the
SINS on the errors of its measurements is practically not
taken into account.

At the same time, only two works analyzed the influence
of the instability of the time scale of the inertial measurement
unit on the SINS errors [9, 10].

The research was supported by Russian Science Foundation (project
No. 23-67-10007) https://rscf.ru/en/project/23-67-10007/

It should be noted that the RO is one of the key elements
of almost all types and designs of GNSS receivers and
largely determines the accuracy of this equipment, as well as
other onboard navigation systems and complexes [1].
Currently, most of the RO used in GNSS receivers and SINS
are quartz..

The influence of instability of the RO in GNSS receivers
on the error in determining coordinates and corrections to the
time scale has been described and studied by many authors
[1, 11]. Today, GNSS receiver designers can consciously
select the type and characteristics of the RO based on their
requirements.

The purpose of the work is to experimentally evaluate the
effect of temperature on the zero offset of a block of three
silicon accelerometers, taking into account the assessment of
changes in the frequency of the RO as part of the SINS.

II. EXPERIMENTS TO ESTIMATE THE
ACCELEROMETER ZERO OFFSET

A. Description of the experimental stand

A special stand was created to conduct experiments to
evaluate the effect of temperature on the zero offset of
silicon accelerometers of the ADXL320 type [12] as part of
the Javad SINS SINS in the laboratory of the Russian
Metrological Institute of Technical Physics and Radio
Engineering VNIIFTRI. The block diagram of the stand and
the view of the SE in the thermostat are shown in Figure 1,2.

Thermostat

IMU sensors Computing unit

ADXL320 ADC

1
! 1
! 1
! 1
! 1
I T
I > I
L |
I 1
I |
! 1
! 1

o

—21 da, .d .,

PC

Frequency counter

CNT-90XL

L 2

Fig. 1. Block diagram of the experimental stand

The following abbreviations are used in Figure 1: ADC —
analog-to-digital converter; RO — reference generator; QSF —
quantum standard of frequency; PC — personal computer.
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As can be seen from the block diagram of the stand, the
use of a thermostat allows one to evaluate the influence of
temperature on the RO as part of the SINS and/or
accelerometers while simultaneously monitoring the
temperature both inside and outside the thermostat.

Using this stand, from November 2023 to January 2024,
two series of experiments were carried out to assess the
effect of temperature on the relative displacement of the
zeros of stationary accelerometers, the block of which was
installed horizontally.

Fig. 2. View of the SE in the thermostat

B. Estimation of the zero offset of accelerometers when the
temperature of only the RO in SINS changes

In the first series of experiments, the temperature of the
accelerometer block was stabilized using a thermostat, and
the temperature of the SINS computing block together with
the reference generator was changed by changing the
ambient temperature within the range of 20,12...25,15°C.
The temperature of the SINS sensitive elements inside the
thermostat was measured using a PT1000 temperature
sensor, and the temperature outside the thermostat and the
SINS computing unit was recorded using a precision
temperature meter MIT8.30. The measurement time was
several tens of minutes. At the same time interval, using a
Pendulum CNT-90XL frequency meter, the frequency value
of the RO in the SINS was measured relative to an external
QFS of the NAP-KPN type [13]. Simultaneously with
measurements of the temperature and frequency of the RO,
measurements of a stationary block of silicon accelerometers
were recorded using a PC connected to the SINS interface.
Thus, the zero offset of these sensitive elements was assessed
when the temperature of the SINS computing unit changed.

The results obtained in one of the experiments of the first
series are presented in figure 3. The acceleration values
presented in this figure and below correspond to the absolute
values of the accelerations along the axes, taking into
account the subtraction of the first value in a series of
measurements. Thus, the results presented are incremental
accelerations relative to the first values in a series of
measurements.

138

0 inily. o od
T 00 1"&%“%&%
E -002 b

Mg

-0.03
~0.0k : ‘ ‘ ‘
1320 1330 1340 1350
) Time
1 X107 2%
i o
Jfe=mr=™" —— Temprature |~ ;
= =
—-— 7‘] "é
< 2 &
-2 . E
- —
20
1320 1330 1340 1350
Time
Fig. 3. Estimation of zero offset of thermally insulated accelerometers

when the reference generator is heated

C. Estimation of the zero offset of accelerometers when the
temperature of only accelerometers changes

In the second series of experiments, only the block of
sensitive elements inside the thermostat was subjected to
periodic heating within the range of 25.17..30.1°C. As
before, temperature measurements were carried out inside
and outside the thermostat, and the frequency value RO of
the SINS was also measured relative to the external QSF.
Recording of readings from a stationary block of silicon
accelerometers, as in the first series, was carried out using a
PC on a single time scale. The measurement results obtained
in one of the experiments of the second series are presented
in Figure 4.
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III. PROCESSING THE RESULTS

The sample correlation coefficient was chosen to assess
the proximity of the zero offset of the accelerometers and the
temperature change inside and outside the thermostat with
the accelerometer block, as well as the frequency of the RO
built into the SINS.

The values of the sample correlation coefficient of the
above measured values were calculated identically in
accordance with [14]. As an example, the expression for
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calculating the sample correlation coefficient between the
accelerometer zero offset and the change in the frequency of
the RO of the SINS:

2 @-a)(f,-T)
R=—cd —
D@-arY(f-nH"

where @; - acceleration value measured at the i-th

(1

moment of time; @ - average acceleration calculated for a

given sample; fi - frequency value of the RO in SINS,
measured at the i-th moment of time; f - average frequency
of the reference oscillator in SINS for a given samples.

To assess the reliability of the sampling coefficient using
formula (1), the following expression was used [15]:

1-R?
n-2 -

@)

%R:

where n — number of measurements.

A correlation coefficient close to 1 will indicate a strong
linear dependence of the zero offset of stationary
accelerometers and the frequency of the RO in the SINS, the
change of which is mainly determined by the change in the
temperature of this RO.

IV. DISCUSSION

The results of processing two series of experiments when
the temperature changes only the RO in the SINS (1st series)
and the temperature changes only the accelerometer block
(2nd series) are summarized in Tables 1 and 2.

Table 1 presents the calculated values of the sample
correlation coefficients of the acceleration increment relative
to the change in the temperature of the SINS (T)) and relative
to the change in the temperature of the accelerometer block
inside the thermostat (T>).

Table 2 presents the calculated values of the sample
correlation coefficients of the acceleration increment relative
to the change in the frequency of the RO as part of the SINS.

TABLE L.
mens ot | onee | Ry | eame | Ry,
axis meas. T1, °C T2, °C
Heating if RO
1.1/x 2000 | 20.12-25.15 | 0.97 25.25-24.8 0.42
1.17y 2000 | 20.12-25.15 | 0.96 25.25-24.8 0.36
1.1/z 2000 | 20.12-25.15 | 0.97 25.25-24.8 0.38
1.2/x 1000 | 20.12-22.48 | 0.98 24.8-25.1 0.33
1.2y 1000 | 20.12-22.48 | 0.97 24.8-25.1 0.40
1.2/z 1000 | 20.12-22.48 | 0.97 24.8-25.1 0.38
Heating of accelerometers
2.1/x 864 21.4-21.6 0.09 25.17-28.11 | 0.28
2.1y 864 21.4-21.6 0.08 25.17-28.11 | 0.29
2.1/z 864 21.4-21.6 0.04 25.17-28.11 | 0.40
2.2/x 464 21.6-21.7 0.08 25.61-30.1 0.35
2.2y 464 21.6-21.7 0.05 25.61-30.1 0.15
2.2/z 464 21.6-21.7 0.03 25.61-30.1 0.33
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TABLE IL
Series of | Num. Range of R Interval estimation
meas./ of change SR (p=0.99) for R
axis meas. T,°C
1 Heating if RO
1.1/x 2000 | 20.12-25.15 | 0.93 0.008 0.91...0.95
1.1y 2000 | 20.12-25.15 | 0.95 0.007 0.93...0.97
1.1/z 2000 | 20.12-25.15 | 0.92 0.009 0.90...0.94
1.2/x 1000 | 20.12-22.48 | 0.97 0.008 0.95...0.99
1.2y 1000 | 20.12-22.48 | 0.97 0.008 0.95...0.99
1.2/z 1000 | 20.12-22.48 | 0.96 0.009 0.94...0.98
2 Heating of accelerometers
2.1/x 864 25.17-28.11 | 0.19 0.033 0.1...0.27
2.1y 864 25.17-28.11 | 0.09 0.034 0.02...0.18
2.1/z 864 25.17-28.11 | 0.16 0.034 0.07...0.25
2.2/x 464 25.61-30.1 0.26 0.045 0.14...0.38
2.2ly 464 25.61-30.1 0.026 0.046 0...0.14
2.2/z 464 25.61-30.1 0.23 0.045 0.11...0.31

A comparative analysis of the sample correlation
coefficients presented in Table 1 shows a significant
influence on the zero offset of the accelerometers of the
temperature RO of the SINS, and not the temperature of the
accelerometer block inside the thermostat.

Analysis of the results of measurement processing (Table
2), obtained in the Ist series of experiments, shows a strong
connection between the =zero offset of stationary
accelerometers and the change in the frequency of the RO of
the SINS, when the temperature of this generator changes.
On the other hand, heating only the stationary block of
accelerometers has virtually no effect on the zero offset of
the accelerometers, provided that the frequency of the built-
in reference oscillator (2 series) is stable.

It should be noted that if the zero offset of the
accelerometers (1st series of experiments) is interpreted due
only to changes in the temperature of the SINS as a whole,
then the observed zero offset of the ADXL320 type
accelerometer (see Fig. 3) correspond to the zero offset
versus temperature from the specification for this type
accelerometers [12].

CONCLUSION

Analysis of the results of both series of experiments has
shown that for silicon accelerometers ADXL320, a change in
the frequency of the RO as part of the SINS Javad with a
change in temperature has a stronger effect on the zero offset
of the accelerometer than a change in the temperature of the
sensitive elements alone.

It should be assumed that the discovered effect of
correlation between the zero offset of the sensitive elements
and the change in the frequency of the RO as part of the
SINS will be observed for other types of inertial sensors that
use ADCs and OR without stabilizing the frequency.

For sensitive elements with a discrete (digital) interface,
the models of systematic and noise errors of the SINS must
be supplemented with parameters that take into account the
change in the frequency value of the reference oscillator and
the shift in the time scale of the measuring unit. Without an
adequate model of SINS measurements and their errors in a
common time scale with GNSS signal receivers, the effect of
close integration cannot be obtained.
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Abstract — The problem of integrating a Strapdown Inertial
Navigation Systems (SINS) with a global navigation satellite
system (GNSS) and a Doppler speed sensor (DSS) for ground-
based mobile objects (GBO) has been solved. In order to
increase the noise immunity of the integrated navigation system
under interference conditions, a tightly coupled scheme was
chosen that does not impose a strict limit on the number of
visible satellites. A stochastic model of the navigation system in
the form of an "observer object" has been constructed for the
selected instrument composition and estimation algorithms have
been synthesized to ensure the required accuracy of GBO
navigation both in integrated mode and in the absence of GNSS
signals. The results of simulation modeling are presented.

Keywords — strapdown inertial navigation systems, global
navigation satellite system, Kalman filter

I. INTRODUCTION

The problem of creating GBO navigation systems that
ensure the required accuracy of determining all navigation
parameters in both autonomous and integrated modes (using
GNSS signals) is highly relevant [1, 2].

Solving this problem becomes significantly more difficult
under conditions of interference of various physical natures
and especially when GNSS signals disappear in conditions of
dense urban development, complex terrain, tunnels and
interference caused by the passage of the signal through the
ionosphere, troposphere [3].

The accuracy of GNSS also depends on the composition
of the satellite constellation, ephemeris support,
measurement noise of the GNSS receiver and GBO speed,
and possible re-reflections of the GNSS signal at the
receiving point [4]. The low rate of information output by
modern GNSS receivers also hinders the effective solution of
the GBO navigation task [5].

Intellectual interference is a separate problem [6-8]. To
date, a number of methods have been developed to simulate
true GNSS signals [9]:

e cemission of rangefinder codes similar to GNSS

signals, leading to incorrect estimates of the
consumer's location and time;

emission of signals from non-existent satellites;

overlapping of the visible satellite signal with noise
from the false satellite signal.

The existing disadvantages of GNSS and SINS lead to the
widespread use of integrated navigation systems. In well-
known practical applications, the following schemes for
integrating GNSS readings with SINS are usually used [10,
11]:

1) separate,
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2) loosely coupled,

3) strongly coupled;

4) a deep integration mode.

To solve the problem of GBO navigation, we will
consider a strongly coupled scheme, since it does not involve
significant modification of the instrument complex. In
addition, to implement it, it is enough to have the readings of
only one satellite [10-17]. Modern navigation algorithms
based on a strongly coupled scheme involve the use of linear
SINS error equations [10, 11]. Their application leads to
methodological errors due to the loss of nonlinear
relationships. This approach ensures the required accuracy of
solving the problem of navigation of a wide class of GBO
only for a limited time interval [10].

The purpose of the work. Based on a strongly coupled
scheme for integrating stochastic readings of GNSS, INS and
DSS, to work out a new algorithm for solving the GBO
navigation problem that does not require linearization of its
state equations.

II. CONSTRUCTION OF STOCHASTIC EQUATIONS OF THE
STATE VECTOR OF THE GBO NAVIGATION SYSTEM IN THE
FORM OF AN "OBJECT"

We will introduce into consideration the following
coordinate systems (CS): the instrument CS (ICS) J Oxyz,
Earth-centered inertial (ECI), the Earth-centered earth-fixed
(ECEF) and the accompanying CS (ACS) OXYZ. The
orientation of the entered CS is given in [18].

The GBO navigation system includes SINS, built on the
basis of three orthogonal accelerometers and three orthogonal
angular velocity sensors (AVS), a two-axis DSS, and a GNSS
signal receiver.

The interference of inertial and non-inertial sensing
elements will be approximated by white Gaussian noise with
zero mean and known intensity. Next we will use Euler
angles as kinematic parameters. Their application is not a
fundamental limitation for the proposed approach. If
necessary, other kinematic parameters can be used instead of
Euler angles, for example, the Rodrigue-Hamilton
parameters, the matrices of guide cosines, the Cayley-Klein
parameters, the Lushe numbers, the vector of final rotation,
etc. [18]

The orientation of the instrument trihedron relative to the
inertial one is described by a system of kinematic Euler
equations [18]
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& cosy  —siny 0fg
Bl S GOV 0, F0, (010, )
coso.  cosol
Y] | sinytga cosytga 1 | @z
where a B, Y - Euler angles,
cosy —siny 0

(I)a((l,’Y)Z siny cosy. 0], ‘”J:[(Dx o, Q)Z]T — the
CosQL  COosa.
sinytgo. cosyrga. 1

vector of the angular velocity of rotation ICS relative to ECI..
To determine, oy we will use the indications

ZaAZae Zay 2] AVS.
Following [19], the AVS output signals are represented as
(O} :Zd —md—Wd 5 (2)

where md:[md)C Mgy, mdz]T— the expectation vector of the

zero offset AVS; Wdz[de Way WdZ]T — the AVS

interference vector approximated by NW with zero mean and
intensity matrix Dy .
Taking into account (2), the Euler equations (1) take the
form (3)
a
B =0 (0,y)Zg—myq-Wy). ®)
¥
The orientation of ACS relative to ECI can also be found
by integrating the Euler equations:
@] | —cosxy  -sinxy O T

)
il —siny, cosy, xS

0 Oyg :q)(p((PsX)mSa 4)
cosp  cosQ
X | -sinyige cosyige —1] ©ZS

where @ — GBO latitude, A — GBO longitude, y — azimuth

—cosy ~ —siny 0
—siny, cosy

of axis ¥ in ACS, ®,(px)

>

cosQ cosQ
| —sinyzgp cosyigp -1

g :[(DXS wyg Ozg ]T— angular velocity vector in ACS.
To build the projection oxg and wyg angular velocity
of ACS, we will use the DSS readings Z, = and ZDy .

Projections V., V,, , expressed in terms of DSS readings

have the form:
Ve=Zpy Wpy » ()

Vy =7 D y _WD y 5
Measurement interference included in (5) DSS WDx , WDy

can be described by a system of differential equations (6)
Wp.=/p, (WDx 't )“‘f Dyo (WDx |t )‘mx . (6)
WDy =/, (WDy)f}Fnyo (WDy JkDy ,
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where fp.../p v Jox0 /Dy — known functions, Ep, & Dy
— NW with zero average and known intensities Dp —and

Dp, .

For the final definition of the Oxg and Oyg projections we

will use projection V', , which is not known yet. As a result,
we will have:

Zp,Wp
® —Cyy ~Cyy —C x ' Dy
¥s =(r+h)_1[ 11 21 31} Zp Wy |, ()
Oxg Cip Cpn C3 yV Y
z

where Ci/' — Ij - the matrix component C(a,B,y,(p,K,x),

determining the orientation of the instrument trihedron
relative to the maintainer

C(a’B’Ya(Pa;WX):D(aaBaY)BT ((p,Qt,X) )
sinfsinasiny+cosfcosy cosasiny cosfsinasiny-sinfcosy
D=| sinf3sinc.cosy—cosPsiny cosocosy cosfsinocosy+sinfPsiny |,
sinffcosa —sina. cosfcosa
B=D(-0,Q1+1,)) .
From the basic equation of inertial navigation, written for the
rotating Earth, we determine the ® 73 and V, projections in

the form of:

a, =V, +2C()R54C s V. -2C(3) 25 +Cippos I, +Cjgs.
ay =7, ~2CRs +Cpos P H2C(Rs +Clos Vi Cigs®
a.=V-+2CRs+Cayos I, H2C(0)2s +Cps e rCirjes.

where a=[a xdya; ]T — acceleration vector in ICS,

QS:[Q ¥ QyQ, ]T — the vector of the angular velocity of
the Earth rotation, which projections for the selected
orientation of the ACS axes can be represented as:
Q y =—Qcosesiny, ,
Qy=Qcospcosy, , )
Q,=Qsing,
gsz[g x8v 87 ]T — the gravity acceleration vector in ACS,

which projections for the selected ACS orientation have the
form:

gx =02 (r+h)cos<psin(psinx s
gy =0? (r+h)cos<psin(p , (10)
g7=0Q%(r +h)0052 o-go(rh0),
C(i) ,i=1,_3 , —1i - the row of the matrix C.
From the second equation (8) we find the projection ® 73
Accelerometer output signal Z), has the form:
a,=Z,-my,-W,, (11)
where Z,, — the output signal of the accelerometer, which

sensitivity axis is directed along the axis y ICS,
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my,— mathematical expectation of accelerometer zero offset Zp,Wp,
-1
Z,, W, — interference at the output of an accelerometer +(2C(2)QS+(’” +h) [CZZCT(I)—C21CT(2)] ZDy _WDy +
which sensitivity axis is directed along the axis y ICS. v
Taking into account the DSS readings Z Dy Z D, and w,
o +Cp3I +C310, £ (ZDX —Wp, %C(s)gs : (15)
(6), projections V.V, can be written as (12) Dy

Combining the equations (1-15), we write the SINS state

Vx=Zpy~fpx ~/Dx0%px > (12) equations in the form:
Vy=ZDy—ny—ny()§Dy- o . ()2 W)
The performed constructions allow us to record the angular B ~PaBYAEa™Ma"Wa )
velocity projection ACS ® 73 in the form of: : ¥
oz, ~cslzn, o o, 1o - L —Cy =y ] 2P T
VAN 137z 33\&Dy Dy Dy Dy (P (r+h)1|: Cll C21 c 31:| ZDy _WDy
—nyO éDy —Zy+my+Wy— (13) 7\‘ :(I)(p _________ 1_2___2_2__33 ______ I{ . ,
y w
. Zp ~Wp, x I+, {g g }
- 2C(I)QS +(}”+h) (CIZCT(I)_CIICT(Z)) ZDy _WDy Vz + L Dy ]
VZ VZ =ZZ —-m, _WZ —(2C(1)QS +(I"+h)71 lC12CT(1) _Cl ICT(z) }<
1 ( ) ZDx _WDx ZDx _WDX w.
_ B _ 2
20 4] CaxCy ~CaiCry | 2o, Foy [z, fecir s, [é D(ZDy W,
V. Dy,
z VZ
w
y Zp W,
X(ZDx _WDx )'N'C(z)gs }:FZ +F0Z [éD ‘|, (2C [ ] Dy Dy
y ( )Qs+ V+h C22CT )_CZICT( ) ZD _WDy +
where v,
1).
F:(CV—C(Z W )T{Z —fp.—Z,+m,— W,
V4 13 33\&#D D D D
z x x y y Ty Y +CysT, +C23FOZ £n (ZDx _WDx )»C(3)gs >
L Zp,Wp, y
=] 2C(1)QS +(I"+l’l) (CIZCT(I) _CIICT(Z) ) ZDy _WDy VZ + ]’l C13 (ZD _WD )‘FC23 (ZD _WD )‘FC33
14
= Wp,=/p, (WDx ! )‘*f Dyo (WDX ! )@Dx ;
Zp,Wp ;
x " Dy Wp =fo Wp b fon WD
—1 D D D, > Dy, D, * <D
+ 2C(3)QS+(}”+h) (C32CT(1) —C31CT(2)) ZDy _WDy X ) y y y )+ 0 y k y
y Or in vector-matrix form
z .
. Y=F(Y,t HF, (Yt (16)
(20, -, JCpes} (Yt)efiy (Yt
where
r, v, -clzo, o ' -fovg ETl=or, | T
0y V1372 733D, T Dy Dyg Dyg 1> &=|W4 WyWZE_,Dx éDy R
CT(i) =13, — i -the row of the matrix CT . [—®,l 0 10} 0 | 0
RN & R N S PR
Using the DSS readings, we obtain the equation for 0 ®@,I0, 0 (@,
determining the height 4 (14) . (Y ): ) 'i'ﬁ'i_’f:"()"i'ﬁ"
. t -1
0 9 >
h=Vz7=C3 (ZDx Wby )*C23 (ZDy by, j+C33V2 . (14) __O__E__O__igl:__(_)_J:__O__
To construct the GBO equations in a closed form, we find __0_ _i_ _0__i9]lf_D_x_0_l[__O -
the projection ¥, from the third equation (8) | 010000 /Dy

. 1 ~
V,=Z.—m,-W, (2C(1)9s+(r+h) lC12CT(1) C11CT(2)}’< H:CBF(ZD);_WDyj"‘CBF(ZDx_WDx)~
Zp, W,

o, o,
X ZDy _WDy +C13FZ+C13FOZ |:§Dy }J ZDy _WDy
Vz
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A w
_1] =C11-C21 —C3y D™ Dx
(r+h) Zp,~Wp,
Cip €y C3p
Qo Y]
Wy
T,+I'
A 07 E_»D

,,,,,,,,,,,,,,,,,,, S U N SRR B B
Z,-m,—2C(1)Qs+(r+h) [clch(l)—chT(Z) }Z
Zp,—Wp, -

W,
e X ZDy _WDy +C131"Z +C13roz (E,D ](ZDy _WDy )‘F
- v, 150, |
1
+(2C(2)QS +(}’+h) [CZZCT(I)_CZICT(Z)] ZDy _WDy +
VZ
W,
+Cp3l,+Cp30, tp (ZDX ~Wp, )’C(s)gs
y
Ci3 (ZDX “Wp, CZS(ZDy Wp, fC33V2
fDxiK”Dx” ,,,,,,,,,,,,,,,,,
I, Wp,

From the first equation (8) we obtain the equation of the
“observer’:

; -1
ZXZZDX _fDx +(2C(2)QS +(}”+h) (CZZCT(I) _CZICT(Z) )X
Zp,Wp,
X ZDy _WDy +C23FZ VZ_
V.

z

—(2C(3)QS +(}”+h)71 (C32CT(1) -C 31CT(2) }<

)

Or in a vector-matrix form
Z=7,~Zp ~m=H(Y, j}H(Yt),
where
H(Y.0)=fp, +(2C(2)QS +Hr+h) (CnCT(l) ~C3Cryy )x
_ZDX Wy, _
Z D, _WDy
V

z

Zp.“Wp,

X ZDy _WDy +C33FZ (ZDy _WDy
V.

z

+C)8s+my+ W= fpyyEp, +

W,
+(C23Vz —C33 (ZDy Wb, ))Foz {

y
E;Dy

(a7

X

+Co3l7 V2
-1

—(ZC(3)QS +(l"+l’l) (C32CT(1) —C3 ICT(Z) }<

_ZDx _WDx .

Zp,Wp,

y

z

+C33l7 (ZDy Wp, )FC(Ugs,

H, (YJ)=[13 (C;3VZ—C33 (ZDy Wb, ))l"S—fon 5

~/Dy |Cas7.-C33 (ZD), Wb, ))r|

prowmen e, -

III. SYNTHESIS OF A NONLINEAR STOCHASTIC FILTER OF THE

AUTONOMOUS

SINS,

TAKING INTO ACCOUNT THE

CORRELATION OF THE "OBJECT" AND THE "OBSERVER" NOISE

Since in the

considered autonomous GBO SINS, the

"object" and the "observer" noises are correlated, we
represent (16) for the autonomous evaluation of the SINS
state vector as (18)

Y=F(Y,t}+Fo; (Y,t )61 +Fpp (Y, ), (18)
0]
—_——
o0
0 -l r
where Fy, (Y,t)= Tl sEWa L]
|
———
00
| 0 lO_
(000! 0} 0
g B A
0@, 0 '@,
0T T
Foa (Vo) =t
00010
0 0 Vby; O
00 0 1 0 Iy,
Let's introduce intermediate variables
v1 (Yot EFor (Y.)F0x (Yot)} 72 (Yat){0H o (Yt)],
n=[§1TCTr. (19)

Taking into account (18) and (19), the equations of state
of the autonomous SINS, written in the form of "object" (16)
and "observer" (17), take the canonical form (20)

Y=F(Y,thyy(Y,th, (20)

Z=H(Y.t}ry2 (Yot

And the equations of nonlinear stochastic filtering of
autonomous SINS take the form (21) [20]

V=RV hx (Ve [z-m(71]),

21

I A [

il el P o -
KV, oy (T ()

where

Yo=M(Yy), R0=M{(Y0 Yy XYo Yy )T} ,

D; 0 0
D= 0D, 0
0 0 Dp

The application of equations (21) solves the problem of
autonomous estimation of angular and linear phase variables
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of the SINS state vector. However, during over a long period
of time, the use of (21) leads to an increase in estimation
errors of all the components of the SINS state vector. In this
regard, in order to solve the problem of navigation over a long
time interval, it becomes necessary to use the readings of the
GNSS signals receiver [21].

IV. SYNTHESIS OF A STOCHASTIC MODEL OF SATELLITE
MEASUREMENTS

In order to construct an observation equation that provides
the required accuracy of estimating the entire state vector of
the GBO navigation system, we will use GNSS code and
Doppler measurements.

According to [4], the equations of code measurements
have the form:

e e S S ez T
where &.1., .— satellite coordinates in ECEF, &m,(—

GBO coordinates in ECEF, W,,— interference of code
measurements described by NW with zero mean and variance

D t).
And for Doppler measurements Zj :

Zy =W eeVe e )Wne =V o=t WVee Ve )i (23)
{flecePetrnPoceP | o

where Ve VeV = projections of the satellite velocity

vector on the ECEF axis, V¢,V .,V ¢ = projections of the

GBA velocity vector on the ECEF axis.
To express the phase variables SINS through GNSS
readings, we express the orientation of ACS through ECI [20]

Z;:(r+h)c03(psin7», n=(r+hking, C=(r+h)cospcosh (24)
and substitute the result in (22). As a result, we get:
Zp =\/ (& o= (r+h)cos<psin k)z +(n ¢ —(r+h)sin(p)2 + (25)

& .~(r+h)cospcos X)z Wog .

The vector Vg =[V§ " VC]T can be expressed in terms of

a vector Vg =[VX Vy VZ]T as:

Vs=B(0,hx)Ve - (26)
It follows from (26) that
Ve =BT (¢,h2)Vg - (27)

Taking into account (27), the information model of
Doppler measurements takes the form (28):

Zy{eArshososini v, B (ok)Vs )
+(n~(r+nin o)V B (030,)Vs J

& ~(r+h)cos @ cos k)(VCc—B(g)( At )Vs )}x (28)
%) (£ (r+h)eosgsin )2 +(n,—(r-+h)sing)? +

+((; ¢ —(r+h)cos<pcos k)z Wy,
or in a compact form
Zp=Hg(@hxh Wz » (29)

Zy=Hy (0t Vx Vy Vi } Wy
where B(];) (@yhyy )~ i- the row of the matrix BT ((p,l,x)

or in vector-matrix form

Z(c):|:ZR :|:|: HR ((pa}“ax’h) :|
Zy | | Hy(@1hVx Vy Vz) 30)
{ Wi }ZH(C)(YJH@)
Wzy
In a compact form (30) takes the form (31):
2-n (v k)l 31)
where k=1,2...

The constructed observer (31) allows, following [22], to
write down the equations of stochastic filtering of the

integrated navigation system
T~
. . oH )" (Y0 k )
Y(t) +0 =Y +R(t) +0 D x
( k ): kO ( k oy c (32)

x[zﬁf)—H(“)(?ko,k)]

i o oH9 (k) o) (¥ k)
R 1 t 0 R 1= L k0> D 1 AkO’ )
( kT )= K0 oY c oy

The filter (21) is used in the sections of the SINS
autonomous traffic when there is no GPS signal, and the filter
(32) when there is a GNSS receiver reading. At the same
time, the final estimates (21) were the initial conditions (32).
Accordingly, after the GNSS signals disappeared, the final
conditions (32) were the initial conditions for (21).

The use of stochastic filters (21) and (32) makes it
possible to solve the problem of integrating SINS with GNSS
using a strongly coupled scheme.

V. SIMULATION RESULTS

In order to test the effectiveness of the proposed approach
to the construction of an integrated navigation system,
simulation modeling of equations (21) and (32) in the
ENGEE environment was carried out over a time interval of
te[O;ZOOO] seconds.

The ENGINE program is specially designed for
simulation modeling of dynamic systems using the
methodology of model-oriented design [23].

The initial conditions for modeling an instrument
trihedron relative to an inertial one were defined as:

P By = T T
0=32P0 5,“/0 4

The initial conditions for modeling the accompanying

trihedron relative to the inertial one were set as follows:
PRI S
0 5>(P0 4>X0 3

The parameters of the linear motion of the GBO were set

by differential equations in projections on the ASC axis

V y=200exp(=0,1¢ }+10cos(0,25¢) ,
Vy=100exp(~z J+5sin(0.25¢)
V,=1 Oexp(—t)+sin (0. It) .
The noise intensities included in the stochastic filtering

equations (21), (32) were determined based on the achieved
level of instrumentation and were calculated for:
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accelerometers — (IO_Sm/sz)2 , DSS - (O.Sm/s)2 , AVS —

(10_71/s)2 , GNSS code measurements — (Sm)2 , Doppler

measurements of GNSS - (0.2m/s)2

During simulation GNSS signals were absent on the
100th, 300th, 700th, 1200th and 1500th seconds in a time
interval of 10 — 30 seconds.

The fourth-order Runge-Kutta method was used to
integrate the filtering equations (21). The integration step was
chosen Ar=0.01s equal as quite sufficient for navigation and

control of most GBOs.

The solution (32) was implemented in steps of 1 sec. This
step corresponds to the rate of information output by most
modern GNSS receivers.

The estimation errors were calculated as the difference
between the GBO model motion (obtained without taking
into account the noise of the sensitive elements) and the
estimates obtained at the output of the filtering algorithm. At
the end of the modeling interval, the estimation errors were:
by orientation angles — 0.1%, according to the projections of

the GBO velocity vector V,— 7%, Vy—5,8%, Vy—5%,

by longitude — 3*10~ radian, by latitude — 3,510 radian.

Thus, the results of simulation modeling indicate the
possibility of effective use of the algorithm described in the
article for integrating inertial and radio engineering sensing
elements according to a strongly coupled scheme in GBO
navigation systems for various purposes.

VL

Based on the use of continuous and discrete stochastic
filters, the problem of integrating SINS with GNSS using a
strongly coupled scheme is solved. The proposed algorithm
provides an assessment of all phase variables of the GPS
navigation system both in the presence of GNSS signals and
in their absence.

The application of the proposed algorithm in existing and
promising GBO navigation systems will, on the one hand,
improve the accuracy of their positioning in conditions of
internal and external disturbances, and, on the other hand, it
can be implemented with minimal modifications to the
measuring complex of the integrated navigation system under
study.

CONCLUSION
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Abstract— The paper considers the free attitude motion of
a gyrostat satellite under the action of periodic piecewise
continuous perturbations. The chaotic dynamics of the satellite
is analyzed using the analytical Melnikov method. The fact of
occurrence of chaotic modes of the gyrostat satellite motion
using Poincaré sections is proved. And an algorithm for
numerical analysis of chaotic dynamics is also developed.

Keywords— gyrostat-satellite, separatrix, Melnikov method,
Poincaré section, chaotic dynamics.

I. INTRODUCTION

Chaotic modes of motion are among the important and
under-researched phenomena in the perturbed dynamics of
gyrostat-satellites. These regimes can cause unforeseen
situations during space missions or lead to their complete
failure. Therefore, it is important to consider such regimes in
the design of real space systems.

The main reason for the emergence of chaotic dynamics
is the complication of the phase space structure in the
neighborhood of wunperturbed separatrix. The chaotic
behavior of the system can be detected using the Melnikov
method [1]. It is based on obtaining a function whose zeros
indicate the fact of multiple crossing of split separatrix. The
research of a symmetric gyrostat satellite with internal
harmonic perturbations using the classical Melnikov method
is considered in [2]. In [3,4] a formalism for computing the
Melnikov function for multidimensional systems taking into
account different types of perturbations was constructed.
Melnikov-Wiggins method was applied in [5-7]. For
example, a case with small dynamic asymmetry of the rotor
is considered in [5]. In [6] the models of the dynamics of
angular motion of a spacecraft with a rotor under different
types of perturbations and asymmetry are considered in
detail. The work [7] is a continuation of [6], an overview of
chaotic dynamics is given and the Melnikov-Wiggins
formalism is applied. In [8] a modified Melnikov method is
used to research the dynamics of nanosatellite orientation
with perturbation dissipation.

Also, various numerical methods are used to analyze
chaotic dynamics, in addition to analytical study. In [2,5,8],
the method of Poincaré sections is used to detect chaotic
layers near unperturbed separatrix. In [9], a method for
numerical and analytical computation of perturbed separatrix
based on the application of Matrizant theory was developed.
That allows numerically to construct the decoupled forms of
separatrix with accuracy up to the first order of smallness of
the perturbation.

147

In this paper, a multivariate analysis of chaotic modes of
motion under the action of internal piecewise continuous
perturbations is carried out. Such interference may occur in
the internal motor circuit of the system due to errors in the
angular velocity sensor. A comparison of approaches to the
realization of the Melnikov method when approximating the
perturbation by Fourier series and representing it as a
piecewise continuous function is given. A numerically-
graphical algorithm for determining the chaotisation of the
dynamics has developed.

Il. MATHEMATICAL MODEL

The free attitude motion of a gyrostat satellite relative to
the center of mass consisting of a carrier body and a rotor is
considered. The carrier body has a triaxial inertia tensor and
the rotor is a dynamically symmetric body. We introduce the
following coordinate systems:

OXYZ is an inertial coordinate system; Ox,y,z, the

connected principal system of coordinates of the carrier
body; Ox,y,z, the connected principal system of coordinates

of the rotor. The Oz, and Oz, axes coincide.

Using Euler's dynamic equations, the motion with respect
to the center of mass is described for a system with four
degree-of-freedom [2]:

Ap+(C, - B)qr —qA =0,
Bg+(4A-C,)pr—pA=0,
Cr+A+(B-A)pq =0,
A=M,.

@)

where p,q,r are components of angular velocity of the
carrying body in the coordinate system; ¢ -the rotor angular
velocity relative the carrier body; I, = diag[4,,B,,C,] -
inertia tensors of the supporting body in the connected
coordinate system Ox, y,z,; I, = diag[A,, B,, C,] -rotor inertia
tensors in the coupled coordinate system Ox,y,z,
A=A +A4,B=4+B,C=C+C, are the principal
moments of inertia of the system of coaxial bodies in the
coordinate system connected with the carrier body; M, - is

the internal torque of the coaxial bodies interaction;
A =C,(r+o) the longitudinal angular moment of the rotor.

The satellite-gyrostat is a dynamically symmetric body
hence the moments of inertia 4, = B, . Suppose that there is
no interaction between the two bodies, then there exist
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explicit analytic heteroclinic solutions [2], which are
necessary to apply the classical Melnikov method:

p() =+ [28-C) AE i B))y(r)q(r) £ Js? K2 () + ABY

iM—t]
4a,E(yp)e ©

)

With a set of constants that depend only on the initial
conditions of motion and moments of inertia:

(1) = y(0) + () =

A
(B_Cz)

_Ma
+ kz

E(J’g )e[ —a, |—4a,a,

A =const > 0;a, = —kz;a1 = —ZABkZ;aO =’ —kZAZBZ;

i :iéfAB;H = 2T(A- D)+ A%B;
D= (A_Cz)

G, (B-0).
B A(A-B)’
(2ay +a,y, + 2\/%\]“2 (J’o)zaLVo +ay);

_ Cicz +(B_Cz)(C1 _B) - Clcz + (A_CZ)(C:L _A) .
(B_Cz)C1 (A_Cz)c1

For the purpose of further analysis and numerical
modeling in order to apply Melnikov's method [1], we will
pass to the Hamiltonian form of writing down the equations
in  Andoyer—Deprit variables [10]. This will allow the
transition from a system with four degrees-of-freedom to a
system with one degree-of-freedom, which is necessary to
apply the classical Melnikov method. The motion of the
system is described by the angles /, ¢,, @, which characterize
the rotations with respect to the axis OZ in the directions of
the kinetic momentum of the system and the axis Oz, ,

respectively, and their generalized impulses L,I,,1, . Then

the equation of the system in Andoyer—Deprit variables looks
as follows:

+BM =

Na
2

N 1
E(yy)=—
)

. oH
L:_E:fl(l,L)-i-SgL(l‘),
oH @
=—a—:j,(l L) +eg, ().
with functions
fL(l,L)=—aZ° =a(I? - L)sinlcosl,
2 2
rpy=Ho | L sl _cosTl) A
oL Cc, 4 B C,
_.oH _od
ST T T

where o =L .
B

I1l. MELNIKOV METHOD

Consider the perturbed motion of the system at the
moment when the spinning of the rotor is completed and it
has assumed a constant angular velocity and a constant
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angular momentum corresponding to it. A perturbing internal
moment occurs in the engine control system:
M, ®)

when 4 - small parameter, v is the frequency of the
disturbance.

= parcsin(sin{vz))

A. Approximation of the perturbation by Fourier series

Since the perturbation (3) is a piecewise continuous
periodic function, it is decomposable in Fourier series. After
substituting the perturbation into the last equation of the
system (1), the analytical solution for the rotor kinetic
momentum is obtained:

N
A=A, +53 b, cos[(2n+1) v ] )
A% n=0
where b, :—4(_—1)3 - Fourier series coefficient, A. is
n(2n+1) '

the constant of integration.
The Melnikov function for the considered system with
account of the perturbation (4) takes the form:

M(t,) 7svaJ'(12 Lz)smlcoleb cos[ (2n+1)v(t+1,) |dr =

—o

= svaABZ b, {J" cos[ (2n+1) vty |- sin[ (2n+1) v, ]}
n=0

= jg(l cos[(2n+1)vt, |, 3" = jg(l sin[(2n+1)ve, |,

80 =070 =+ “E=C [T (06 06 =

A(A—B)

where 7

Figure 1 shows the integrals J” and J{”, represented as
areas of curvilinear trapezes bounded by integrand functions.
The function g(z) (Fig. 1a) is odd and decays rapidly to

zero value. The integrals J{" as seen in Fig.1b tend to zero,
and the integrals J{" (Fig.1c) tend to some constant R, .

g(t)

a)

glt) cos({2n+1)vt) g(t) sin((2n+1)vt)

b)

Fig. 1. Improper integrals

Then the Melnikov function takes the next form:
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N
M (t,) = evadBY R b, sin[ (2n+1)vt, | (5)
n=0
Function (5) has a simple polyharmonic form, which
implies the presence of an infinite number of simple zeros.
This proves the fact of splitting of separatrix at the presence
of a small periodic perturbing internal momentum and hence
the appearance of a chaotic layer near separatrix.

B. The representation of the perturbation as a piecewise
continuous function

In additional to the analysis of the perturbation by Fourier
series approximation, we can consider the perturbation (3) as
a piecewise continuous function. And then (3) can be written
in the form:

M, =p(=1)""(mn —1v),—(@2n-1) <t < —(2n +1),
2v 2v

where neR.

The Melnikov function after transformations looks as

follows:

M(t,) =evadB {Jl (n(—l)"*l n—vi, (_1)n+1)+

J_

I @n-1)<t< = (2n+1).
2v 2v

2
+J, [Tcto (-1)" n—(-2)"" tOTV

where J, = Ig(t)tdt,Jz = j g(ndt,J, = j g()dt.

The function g(¢) , as it was said earlier, is odd and decays
rapidly to zero, hence the integral J, tends to zero. The
integral J, as the area of a curvilinear trapezoid bounded by
the integrand tends to some constant R , and the integral
Jyas the area of a curvilinear trapezoid bounded by the
integrand tends to zero.

Finally, the Melnikov function assumes the form:

M(t,) = evad BR(m(<1)"" n—viy (1)),

] o ©)
E(Zn—l) <t _E(Zn "rl)

where neR.

Function (6) has an infinite number of simple zeros, which,
as it was said earlier, shows the fact of separatrix splitting
and the appearance of the chaotic layer.

1V. NUMERICAL ANALYSIS

In addition to the analytical study, numerical tools are
used to detect the chaotic behavior of the system. Numerical
integration of system (2) under the action of perturbation of
the form (3), was carried out with the given parameters of the
system:
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A =5K2-M2,C1 :41<2~M2,A2 :151<2~M2,32 =8ke- M°,

KZ".M2

C, =6xe-M*, 1, =20 ,£=0,05.

C

The chaotic layer can be illustrated using Poincaré cross
sections. Poincaré sections show the phase space of the
system at times with integer perturbation period. Comparing
the Poincaré sections in the Andoyer—Deprit variable space
for unperturbed (Fig. 2) and perturbed (Fig. 3) systems, one
can observe the appearance of a chaotic layer near the
separatrix.

Fig. 2. Poincaré section of the unperturbed system

Fig. 3.

Poincaré section of the perturbed system

The chaotic nature of the system, is also illustrated using
the perturbed phase trajectory. In Fig. 4 shows a change in
the behavior of the phase trajectory near the separatrix in the
presence of perturbations, expressed in a chaotic change of
phase zones from oscillation to rotation.
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0.6

0.4 4

il

0.2 4

0.0

Fig. 4. Phase trajectories, 1 - unperturbed motion, 2 - perturbed motion

To analyze chaotic dynamics, an algorithm is developed
to plot the evolution of the phase trajectory near the
separatrix in the presence of perturbations. The numerical
solution of the system of differential equations (2) in the
absence of perturbations is obtained. Each point of the
obtained phase trajectory serves as a set of initial conditions
for further integration of system (2) with perturbation (3) on

the time interval ¢ €[0,7]. After integration in the forward

time direction we obtain an unstable manifold of the phase
trajectory, and in the reverse direction we obtain a stable
manifold. The obtained solutions allow us to determine all
possible intersections of the split manifold. Figure 5 shows
the multiple intersection of the stable and unstable manifolds
of the perturbed trajectory taken near the separatrix.

0.6

0.4

0.2 4

0.0 15 2.0 2.5 3.0

33

Fig. 5. Split phase trajectory, 1 - unstable manifold, 2 - stable manifold
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CONCLUSION

In this research the dynamics of gyrostat satellite motion
under the action of piecewise continuous perturbations has
been considered. The emergence of chaotic modes of motion
under the action of internal periodic piecewise continuous
perturbations is shown analytically using the Melnikov
method. The analysis when describing the perturbations in
the form of Fourier series and representing them as piecewise
defined functions gave the same result, the presence of zeros
of the Melnikov function, but the analysis when
decomposing the perturbations into Fourier series is simpler
to implement, since the representation of such functions as
piecewise continuous functions is not always possible. The
chaotic motion was also confirmed numerically using
Poincaré cross sections and phase trajectories. A numerical
algorithm for the construction of split phase trajectories was
developed.
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Abstract—The paper develops a technique for intercepting
targets moving along prescribed trajectories in the field of
attraction of a single attracting center in space. The problem is
considered in a pulse formulation. The interception is
performed by a single controlled object. The problem
formulation is taken from 9th global trajectory optimization
competition. The problem of bypassing a group of targets is
considered as a dynamic traveling salesman problem.

Keywords—flight chain, Lambert problem, dynamic traveling
salesman problem, impulsive formulation, Kessler syndrome,
trajectory optimization, spacecraft flight optimization

I. INTRODUCTION

The problem of alternating traversal of a set of targets by a
group of guided objects — interceptors is currently topical.
Controlled objects can be both manned and unmanned. A visit
to one target may consist of servicing it, such as making
repairs, or delivering cargo to the target, such as refueling. In
the space it is also possible to extract resources, collect samples
or install special equipment, see [1] for problem statements.

Such tasks involve the development of rather
cumbersome missions in which the order of interceptors to
targets and the trajectories themselves must be determined,
and they can be broken down into subtasks:

1) building an elementary operation — servicing one
regular target with one interceptor;

2) planning of individual bypass plans — construction of
flight chains for one controlled object;

3) implementation of the entire mission by the
interceptor team — planning a set of plans to bypass the
entire set of targets.

Various merit functions or ordered vector criteria may be
considered in different problem statements, e.g., it may be
necessary to visit all targets at least once or to visit the
maximum number of targets (it is not always possible to
intercept all targets), each target may be necessary to visit at
most once or at least twice [1].

This paper investigates the problem from the O9th
international Global Trajectory Optimization Competition
(GTOC) [2].

The work was financially supported by the RNF grant, project
no. 23-19-00134.
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It is believed that the safety of low-Earth orbit operation
is undermined by the possibility of the Kessler syndrome.

In this case, we consider a set of 123 orbital objects —
space debris whose removal will restore the possibility of
safe operation in this orbital environment and reliably
prevent the Kessler syndrome.

The competition required planning a series of missions
capable of removing all specified critical debris in sun-
synchronous orbits while minimizing total cumulative cost.
The point of servicing the target in the context of the
competition was to deliver a special package to the debris,
taking it later automatically out of the orbit of an artificial
Earth satellite.

The study develops the construction of an elementary
operation and flight chain for a single guided object.

II. PROBLEM STATEMENT

The orbits of the 123 debris to be intercepted are given in
osculating elements. This makes it possible to calculate the
coordinates and velocities of the debris analytically after
numerically solving the Kepler equation for any moment in
time.

The orbits of the debris themselves are close to circular,
and differ little in altitude and inclination, but have
significantly different longitudes of the ascending node.

All debris must be intercepted. Any number of
spacecrafts can be used to intercept, but it is mostly
advantageous to use as few as possible. If some debris is not
part of the series of missions built, it is assumed to be
eliminated by a separate single mission, which is inefficient
according to the task optimization criterion. The maximum
fuel reserve of a single spacecraft is limited, and it is
impossible for one spacecraft to fly around all the debris.

Each spacecraft is a material point, the equations of
motion take into account the 2nd zonal harmonic,
responsible for the non-sphericity of the Earth.

The system of differential equations describing the passive
motion of the spacecraft between control actions is as follows:

2
I 22
I | 2| [1=5= |,

l+3

r 2

_HX

%
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where X, Y, Z — spacecraft coordinates, r — distance to
the Earth's center, x4 — gravitational parameter of the Earth,

feq

coefficient of the second zonal harmonic of the Earth's
gravitational potential.

— average equatorial radius of the Earth, J, — given

The spacecraft is controlled by pulse actions, after each
pulse the mass of the spacecraft changes according to
Tsiolkovsky's formula.

The merit function of the problem J :

J= Z?_l{wa(m@ ~ Mgy )2}

reflects the final cumulative cost of all missions and is
MEUR

kg?

of mass of each i -th spacecraft for the mission Mo, — Mary »

subject to a fixed multiplier & =2.0-107° , the cost

the number of the spacecrafts n and the bonus coefficient C,
which responds for the time of finding a solution to the
problem.

A minimum of 5 days must be spent on each debris to
install the special package. After leaving one debris, the
spacecraft must fly to the next one within 30 days. The total
mission duration is limited to 8 years.

The current research considers the construction of chains
of consecutive flights to the debris by a single spacecraft.

III. SOLUTION METHOD

The described problem is NP-hard and it was considered
as a dynamic traveling salesman problem (MT-TSP) [3].
Finding the trajectory between two debris was chosen as an
elementary operation, which was determined in 2 stages:

1) Fast calculation of the transition between two debris
in a simplified formulation in the central Newtonian force
field.

2) Trajectory refinement by the shooting method taking
into account the 2nd zonal harmonic using the modified
Newton method and the Runge-Kutta method of order 8
based on the Dorman-Prince calculation formulas with
automatic step selection. External optimization based on the
gradient method can be used to refine the start and finish
moments of time.

The first stage is necessary to gain an understanding of
which debris is feasible to fly between at all, since highly
energy disadvantageous flights will not yield an acceptable
aggregate solution.

Two possibilities for implementing the stage 1 maneuver
were considered in this work. First, a discrete enumeration of
start and finish points in the orbits of the debris, between
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Fig. 1. Schematic of a 3-pulse maneuver. Here 0g — start orbit, 0¢

— finish orbit, | — line of nodes, A — first maneuver impulse, taking
the spacecraft from the orbit of the first debris, A; — second impulse,
turning angle of the orbit plane, A, — third impulse, equalizing the

spacecraft speed with the speed of the second debris, two elliptical
pieces of the flight path between the debris are shown in red and
orange.

which the flight was planned, was performed with a given
time step.

Then, based on the obtained points, the corresponding
Lambert problems were formed and solved on the basis of
the wuniversal Kepler equation to obtain two-pulse
trajectories. This approach turns out to be justified when the
transition is close to coplanar. And, secondly, the
construction of a three-pulse transition with an additional
impulse on the line of nodes for orbital rotation,
schematically depicted in Fig. 1.

Lambert problems are convenient because they have
solutions for any correct set of parameters, their solving can
be reduced to finding the root of a nonlinear function from
one variable, and do not produce any computational
difficulties. In this paper, the Lambert problems were solved
numerically by a modified Newton method based on the
universal Kepler equation [4].

The first stage of the elementary operation construction
was used to construct the flight chains, while the second
stage was used to refine the resulting trajectories so that they
satisfy the complicated mathematical model of the original
problem.

MT-TSP problem of the intercept chain construction was
solved by beam search, which is some combination of depth
and width search, as it was necessary to reduce the search
considerably. It is not possible to solve the problem by a
complete search of all possible combinations in a reasonable
time.

For the selected first debris, a tree of possible further
flights was built based on the calculation of the
corresponding elementary operations, but only a limited
number of branches promising in terms of local and total
characteristic costs of flights were unfolded.
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The tree is completed when the spacecraft's fuel supply is
depleted. After that, the elementary operations that make up
the flight chain are recalculated in the original more accurate
mathematical model.

IV. RESULTS

The paper develops a method of elementary operation
construction in the conditions of the considered problem
formulation and flight chain for one spacecraft.

At first, elementary operations are calculated as fast as
possible in a simplified mathematical model for performing
the global optimization. After that the beam search is used to
reduce the enumeration.

As a result, for each launching debris, promising flight
chains are calculated in terms of the cost of characteristic
speed, which are further recalculated taking into account the
second zonal harmonic.

The authors have implemented the program complex in C
language for the problem solving.

V. FURTHER INVESTIGATIONS

The development of the study is the construction of a
database of successful target overflight chains from which a
series of single missions can be developed to eliminate all
123 dangerous debris. This requires combining successful
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chains of debris overflights by different spacecrafts so that
none are visited twice, but all are visited at least once.

One of the options could be a sequential application of
the algorithm developed in this paper with consideration
among the set of targets each time only those objects that are
not yet involved in the already constructed chains.

Also, the idea of exchanging debris between spacecraft is
promising, for example, it can be realized on the basis of a
genetic algorithm, in order to find the best functional
solution to the problem. In this case, it is possible to remove
duplicate objects from the constructed chains and add to the
already constructed chains inconvenient debris that have not
been visited in the course of the solution.
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Abstract—The paper considers the problem of classifying
the evasive detection paths of a controlled object in a threat
environment. The threat environment is represented by several
stationary sensors. The goal of the object is to get to the
perimeter defined by a circle as stealthily as possible. The
problem is formalized as an optimal control problem. The
Pontryagin extremals are constructed numerically by the
shooting method.

Keywords—threat environment, detection risk functional,
trajectory optimization, optimal control, perimeter breach.

I. INTRODUCTION

The relevance of the work is related to the recent
widespread use of autonomous vehicles in the tasks of
breaching the protected perimeter, the continuing
development of this field and the corresponding
improvement of security systems.

We consider a conflict environment [1] represented by
fixed sensors (detectors) and a moving controlled mobile
object (CMO).

It is assumed that the location of the sensors, which form
a threat map, is known to the CMO [2]. The evasive mobile
object route and movement parameters are chosen in such a
way as to maximize the stealth of movement, so the CMO
minimizes the integral functional of the detection risk [3-4].

The problem in a continuous formulation for CMO
transition between given points is considered in [5], the idea
of its discretization is presented in [6]. The inverse problem
of deploying sensors to counteract the covert movement of
the CMO is investigated in [7]-[8].

II. PROBLEM STATEMENT

The formulation is a development of the problem
considered in [5].

There are some known number N =1 of fixed sensors —
points S, on the plane. The detection fields of the sensors are

considered circular. The problem consists in controlling the
CMO, which is a material point that must move at a distance
not less than a given distance R <oo from its known initial
position for a fixed time T < o, the motion scheme is shown
in Fig. 1 (a)-(b).

We consider a motion model in which the CMO is
controlled by the modulus and direction of the velocity
vector. The material point is controlled so as to minimize the
integral functional of the detection risk:

The work was financially supported by the RNF grant, project Ne 23-19-00134.
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T 2
j[iqi Vz—(t)jdt—nnin, (1)
oL ()

where v(t) — modulus of CMO velocity vector, r,(t) —
distances to points S, at the moment of time t; values
g, >0 — weight coefficients of points S; influence. The
location of the points S; and their corresponding values g,

are given and known to the CMO.

We introduce a Cartesian coordinate system (CS) in the
plane so that its origin coincides with the CMO start point.
Let the points — sensors S have coordinates

(a,b,), i=1,...,N in the introduced coordinate system.

Then the motion of the CMO can be described by the
system:

{)’( =Vcos o,
(2)

y =Vsing,
where (X,y) — CMO coordinates in the introduced CS.

The problem is considered in two formulations. In the
first one the control angle (p(t) in (2) is selected from the

half-interval [0,27) at any given time t €[0,T]. And in the

second one the angle (p(t) is chosen fixed on the whole

trajectory, which means that the angle
o(t)=const Vte[0,T] on each trajectory, and the motion

is along a straight line.

The velocity of the material point is bounded:

oO<vsv .. 3)

At some point of time no later than T the CMO must
reach the boundary of the region — the perimeter, which is a
circle of radius R centered at the origin. The point at which
the perimeter is reached is optimized.

III. SOLVING METHOD

Both problems are formalized as optimal control
problems and L.S. Pontryagin's maximum principle is
applied to them. It is assumed that at no moment of time the
coordinates of the material point coincide with the
coordinates of the sensors.

Conjugate variables p,, P, are introduced. The system

of necessary optimality conditions is written out and
analyzed.
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a) CMO trajectories, first formulation.
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b) CMO trajectories, second formulation.
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Fig. 1. Solutions of the problem of path classification in a threat

environment. In figures a), b), a black square marks point where the CMO
movement starts, a black circle marks the circular perimeter, red points
correspond to sensors, and colored curves show the trajectories of the CMO
movement. The velocity graphs in figure ¢) correspond to the trajectories in
figure b).

For the first formulation with a variable @(t) on the

trajectory, we obtain the following boundary value problem

X =Vcos (,
y =Vsin ¢,
N VAZ
P, =—20 ((X—a), 4
% (-ay +(y-b)) @
N A2
py:_Zqi kL 2'(y_bi)s
T ((x-a) +(y-b)’)
where:
V=min| — I qu Noax |» &)
izz;(x—al)2+(y—b,)2
control ¢ is determined from the relations
COS¢:||F:JX||’Sin¢:||F;y| , and ||pll=yp>+p,> #0
Boundary conditions:
{X(0)=0, X(T)p, (T)=y(T)p.(T) =0, -
y(0)=0, X (T)+y?(T) =R

To investigate the second formulation with a constant
@(t) on the trajectory, we pass to the polar CS. Let us

denote the distance from the origin to the CMO by r. Then
the boundary value problem has the following form:

r=V,
, N V*(r—d, cos(p—o,
b - SqLUdesoa)
il (r —2rd; cos(¢p—a;) +d, )
oy Vrsin(d-a;)
W:‘ qi 5 N N 20
i=1 (r —2rd; cos(¢p—a,)+d, )

where d; — distance from the origin to the i -th sensor,

o; — angular position of i -th sensor,

P
G
r* —2rd; cos(p—a;)+d;’

V= min (®)

> Vmax >

>

i=1

moreover, new conjugate variable p, >0 . Boundary
conditions:
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r@)=0,

r(T)=R,
w(0) =0,

{W(T):O.

The variable W is introduced in (7), (9) to determine the
value of the unknown parameter ¢ , which is found from the

integral condition W(T)=0:

V’rsin(¢—o;)

- |dt =0.
(r2 —-2rd, cos((p—oci)+di2)

>

T
oL =0 j
a(p ol i=1
The obtained boundary value problems of the maximum
principle (4)-(6) and (7)-(9) are solved by the shooting
method with 2 shooting parameters. The series of arising
Cauchy problems are solved numerically by the explicit
Runge-Kutta method with automatic step selection.

The problem under consideration is multi-extremal. In
order to obtain all possible trajectories, the shooting
parameters are enumerated on a grid from the set of their
admissible values with successive chopping.

IV. RESULTS

The calculations were performed for both problem
formulations with different number of sensors. As a result of
numerical modeling, maps of optimal paths for different
sensor locations are constructed, and then the best in terms of
functionality are selected among them.

Fig. 1 shows the results for solving the problem of
breaking through a circular perimeter of radius R =1 under
the restrictions v =0.5, T =10 for the case of 10

sensors located at the points: (0.1, 0.3), (0.2, -0.6),
(0.7, 0.7), (0.3, 0.2), (-0.7, -0.3) (-0.4, 0.5), (-0.3, -0.9), (-0.2,
0.9), (-0.3, -0.3), (-0.8, 0.0) with equal impacts
g =Li=1.10.

Bolder trajectories correspond to solutions with better
value of the functional (1). It may be noted that on the best
trajectory in Fig. 1 b) the speed increases monotonically. At
the same time, on many other trajectories, the CMO slows
down as it approaches the sensors and accelerates as it moves
away from them.

In Fig. 1 a) one can see the trajectories crossing the
perimeter. The following statement is true.

Theorem. The trajectories (X,Y,V,) on which the
CMO crosses the perimeter and does not complete its
movement yet are not optimal.

Proof. Let the first intersection of the perimeter occur at
the moment of time t<T: r(r)=R . Consider the CMO
control coinciding with the (V,p) on [0,7], and then put
v=0 , ¢ — arbitrary on (t,T], i.e. the CMO stands still just

after reaching the perimeter. Then such a controlled process
satisfies constraints (2)-(3), so it is admissible in the original
optimal control problem, but the corresponding functional
(1) value better (less) on the new constructed trajectory.

)
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V. CONCLUSION

The investigated problem of optimal control of a mobile
object in a threat environment has been solved in two
formulations. The authors have implemented the
corresponding program complex in C language. The paper
presents Pontryagin extremals for the problem of circular
perimeter breakthrough for the case of 10 sensors.

The conducted research admits development. It is
possible to consider the problem in which the perimeter is a
curve rather than a circle, as well as the problem in which the
boundary of the perimeter is not stationary in time. Also, it is
possible to take into account the restriction on the path
length, to add moving detectors, and to search for analytical
solutions for special cases of the problem.

REFERENCES

T. G. Abramyants, A. A. Galyaev, E.P. Maslov, I. M. Rudko, V. P.
Yakhno, “Evasion of a moving object in a conflict environment from
detection by the system of heterogeneous observers,” Management
and navigation of moving objects, no. 2, pp. 31-37, 2015.

(1]

[2] A. Dogan, U. Zengin, “Unmanned Aerial Vehicle Dynamic-Target
Pursuit by Using Probabilistic Threat Exposure Map,” Journal of
Guidance, Control and Dynamics, vol. 29, no. 4, pp. 723732, 2006,

doi: 10.2514/1.18386.

L. P. Sysoev, “Kriteriy veroyatnosti obnaruzheniya na traektorii v
zadache upravleniya dvizheniem obyekta v konfliktnoy srede [The
probability criterion for detection on the trajectory in the task of
controlling the movement of an object in a conflict environment],”
Problemy upravleniya — Control Sciences, no. 6, pp. 64-70, 2010.

B3]

[4] A. A. Galyaev, E. P. Maslov, “Optimization of laws of mobile object
evasion from detection,” Izv. RAS. Theory and Control Systems,

no. 4, pp. 52-62, 2010, doi: 10.1134/S1064230710040064.

M. A. Samokhina, A. A. Galyaev, “Constructing a Map of Locally
Optimal Paths for a Controlled Moving Object in a Threat
Environment,” Control Sciences, no. 1, pp. 75-85, 2024, doi:
10.25728/cs.2024.1.8.

A. A. Galyaev, A. S. Samokhin, M. A. Samokhina, “O reshenii
zadachi postroeniya traektorii upravlyaemogo podvizhnogo obyekta v
konfliktnoj srede pri pomoshchi diskretizacii [On solving the problem
of constructing the trajectory of a controlled moving object in a
conflict environment using discretization],” Matematicheskaya
teoriya upravleniya i ee prilozheniya: MTUIP-2022. Materialy 15-0j
multikonferencii  konferencii po problemam upravleniya
Mathematical Control Theory and Its Applications: ICINS-2022.
Proceedings of the 15th multi-conference conference on management
problems, St. Petersburg, pp. 63—65, 2022.

A. A. Galyaev, A. S. Samokhin, M. A. Samokhina, “On the problem
of optimal placement of sensors on the plane,” Mathematical control
theory and its applications Conference proceedings, St. Petersburg,
Concern CSRI Elektropribor, JSC, pp. 372-375, 2020, doi:
10.1088/1742-6596/1864/1/012075.

A. Galyaev, A. Samokhin, M. Samokhina, “Application of the
gradient projection method to the problem of sensors arrangement for
counteraction to the evasive object,” 28th Saint Petersburg
International Conference on Integrated Navigation Systems (ICINS),
Saint Petersburg, Russia, pp- 1-3, 2021, doi:
10.23919/ICINS43216.2021.9470857.

(3]

(6]

(7]

(8]



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

Application of Artificial Intelligence to Prevent
Aircraft Collisions on the Airfield Surface

V.I1. Baburov

JSC Navigator
St. Petersburg, Russia
info@navigat.ru

N.V. Ivantsevich

JSC Navigator
St. Petersburg, Russia
info@navigat.ru,

K.V. Koshelev

JSC Navigator
St. Petersburg, Russia
info@navigat.ru

Baltic State Technical University

S.V. Baburov

JSC Navigator
St. Petersburg, Russia
info@navigat.ru

Abstract—The paper describes traffic observation at the
airfield for the aircraft collision prevention system. Application
of neural network is shown to be effective for aircraft collision
prevention during taking off, landing, and moving on the
runway and taxiway.

Key words — algorithm, collision prevention, airfield surface,
neural network

I. INTRODUCTION

Convenient and safe piloting of the modern aircraft
strongly depends on the performance of avionics and the
onboard software. Now, advanced electronics allows
designing high-performance multifunctional radioelectronic
systems.

An example of this avionics system is a Russian airborne
collision avoidance system [1]. It is intended to enhance the
flight safety by avoiding the midair collision risk, warning on
ground proximity and reactive windshear, improving the crew
air situation awareness, and to provide safe landing and
driving on the airfield surface.

The appearance of the collision prevention system is
shown in Fig. 1.

Under highly intensive traffic, the collision risk during
taking off, landing, driving on the runway and taxiway is
increased, even in international airports equipped with the
required air traffic monitoring and control systems. A tragic
incident in Tokyo, Japan, in January 2024 [2] highlights the
significance of using additional systems to warn the crew on
threats on the airfield surface.

Fig. 1.

Airborne collision avoidance system Kkit.
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Figure 2 shows the map of the airport, where the accident
took place.

Runway B A350-841
‘ wreckage

Video footage shows Japan
Airlines flight 516, an Airbus
A350-941, colliding witha
Coast Guard plane as it
lands on runway C

Tokyo Haneda Airport

Ruriway A —

Tarminal 1

&, Intetnational
X, terminal

Airplane size comparison

A<

Airbus 350-941

>, N
S

[

2191t 2in | 66.8m
De Havilland Canada Dash 8
0 [ =N

841t 3in | 25.7m J

L

Fig. 2 Scheme of collision in Haneda airport.

To avoid these accidents, it is proposed to use the
systems warning the pilots on hazards on the airfield surface,
such as Surface Indications and Alert System (SURF IA)
within the Automatic Dependent Surveillance Broadcast
(ADS-B) technology [3].

Figure 3 shows the navigation screen with the active SURF
IA. The screen displays a map of the airfield with runways and
taxiways. The relative positions of aircraft are shown with
graphic symbols with color gradation depending on the degree
of danger to the own aircraft. If a dangerous situation occurs,
an information message is displayed.
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Fig. 3.

Cockpit screen with active SURF IA.

II. PROBLEM STATEMENT

The input data for SURF IA are the position and velocity
of own aircraft and all other air vehicles at the airport, and the
airport map. Based on these data the algorithm generates
several types of messages alerting the pilots on possible
collision with the other aircraft. The messages are displayed
on the indicator screen in the cockpit.

It should be mentioned that the message generation mode
depends on the airport topology. In Fig. 4, the own aircraft is
shown with the blue symbol, and the intruder, with the red
one.

> >

Fig. 4. Mutual positions of the air vehicles.

Two cases of mutual positions of air vehicles moving at
the airfield are shown. In both cases, A and B, own aircraft
moves along the runway and intruder moves along the taxiway
with the same directions and speeds. The difference is that in
case B the taxiway does not merge with the runway. In
accordance with SURF IA logic, in case A the pilots should
see an alert message on the collision threat, and in case B,
should not, because in this case the mutual positions of the
runway and taxiway excludes the possibility of aircraft
physical contact.

III. ALGORITHM IMPLEMENTATION

Analyzing the requirements to the application algorithm
[3] suggests that two algorithmic procedures should be
developed to provide its good performance. The first
procedure uses the point coordinates on the airfield surface as
an input and outputs the number of an object in the airfield
area the point belongs to. By the objects we mean the runways
and taxiways. The input data for the second procedure are the
vector describing the geometrical segment in the airfield plane
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and the number of object in the airport area. The procedure
outputs the answer to the question if all the segment points
belong to the particular object. The second procedure reduces
to the first one, so it would be sufficient to describe the
implementation of the first procedure only.

The procedure algorithm can be implemented using a
neural network consisting of six neurons shown in Fig. 5.
Input neurons have two inputs corresponding to Cartesian
coordinates on the plane. Hidden neurons have three inputs.
Below we will denote each artificial neuron with the number
of its parameters. For example, the output neuron of the
network shown in Fig. 5 is assigned number 3 (two inputs plus
the activation coefficient).

Fig. 5. Neural network configuration.

The specific configuration of the neural network is written
as a string of numbers (each being the number of parameters
for particular neuron), written layerwise from the input layer
to the output layer. Thus, the network shown in Fig. 5 is
denoted as {3,3,3,4,4,3}.

We chose the hyperbolic tangent as an activation function.
For example, the signal of the output neuron is determined by

(1):

th(wg + wix; + wyxy), (1)
where x;, x; are the input signals, and wy, w;, w; are the
weight coefficients of the artificial neuron.

To detail the neural network parameters optimization, we
introduce the airfield model shown in Fig. 6. The model
contains three objects, and the neural network should be able
to recognize the airfield field itself in addition to these three
objects.

Fig. 6. Airfield model containing three objects.

The problem is therefore formulated as follows. For the
airfield map in Fig. 6, it is needed to find a configuration of
the neural network and optimize its parameters so that it
accepts the Cartesian coordinates of the point on the airport
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surface as an input and outputs the number of the object the
point belongs to.

For convenience, we divide the problem into two parts,
namely, we design neural networks of the first and second
types. The mission of the first type network is to produce the
number of an object (1, 2, or 3) on the airfield surface from
the inputted coordinates of the point belonging to one of these
objects. The second type network answers the question if the
point belongs to one of the objects 1, 2, or 3, or to object 4.
In other words, it provides a yes or no answer to the question
if the point with particular coordinates belongs to one of the
circles. It can be easily seen that both networks jointly solve
the common problem formulated earlier. First, we ask the
second type network if the point belongs to any circle, and if
the answer is positive, we input the point coordinates to the
first type network, which, in its turn, answers the question,
which particular circle (object 1, 2, or 3) the point belongs to.

To create the artificial neural network of the first and
second types we wrote scripts in the software environment
for statistical computing R [4]. The network parameters were
optimized with the function optim(..., method = "BFGS"),
included in one of R standard libraries. The graphic images
generated by the optimized neural networks have also been
designed in R. The network training is performed as follows.
The airport area is uniformly covered with the grid of points.
Each point belongs to some airport object. Thus, a set of
examples for training the artificial neural networks is formed.
An example of product of optimized first type network is
shown in Fig. 7. Interestingly, the efficiency (probability) of
this network is 100%.

Fig. 7. Airfield model built by neural network of the first type.

The parameters of the neural network are optimized by
minimizing some function. These functions are different for
the networks of the first and second types. For the first type
network, the function to be minimized looks like (2):

F(W} = Zpeyy(NN — ) + (NN — c2)* + (NN = c5)%,  (2)
where {w/ is a set of network parameters to be optimized,
NN is the network output at a certain point on the plane,
coefficients ¢, ¢, ¢3 being (-0.5, 0.0, 0.5), respectively,
are the centers of attraction for the points belonging to the
objects. The sum refers to the coordinates of all points of
the grid covering the surface of the airport, with only the
points belonging to the object contributing to the term of
the attraction center. The diagram shown in Fig. 6 is
constructed for all the plane points based on the proximity
of the optimized network output to the particular
attraction point. In other words, if the output is within € =
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0.2 vicinity of particular attraction center, the point is
considered to belong to the object.

The function for optimizing the second type network
is constructed in similar way and has two centers of
attraction (-1, /) for the plane points belonging and non-
belonging to the circles, respectively. Thus, all the plane
points providing negative signal at the network output are
considered to belong to the circles. The results provided
by the optimized second type networks are demonstrated
in Figs. 8, 9, and 10.

Fig. 8.  Airfield model constructed by the second type neural

network with configuration {3,3,3,4}.

Fig. 9.  Airfield model constructed by the second type neural
network with configuration {3,3,3,3,3,3,3,3,3,3,3,3,13}.

Fig. 10.  Airfield model constructed by the second type neural
network with configuration
{3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3.3,3,3,3,3,3,3,26}.

Efficiencies of the neural networks with these

configurations are 84%, 90%, and 94%, respectively.
Generally, the efficiency of optimization is determined by the
probability that the point with random coordinates on the
plane falls within the specified area. For the first type
network, the efficiency is the limiting ratio of the points on
the plane correctly identified by the network to all the points
falling within the circles. For the second type network, the
efficiency is the limiting ratio of the correctly identified
points to all the points.
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It can be easily seen that that the functional of the second
type neural network can be implemented with a bit map,
where ones correspond, for example, to the airfield objects,
and zeros, to the rest part. The option is selected in the
product based on the resource consumption.

IV. CONCLUSIONS

The function realization in the form of a trained artificial
neural network provides higher speed of subroutine
performance. Additional advantage is an economy of
machine memory, because a set of network coefficients
occupies less memory space than aviation database
containing the airport maps and control tools.

It is proposed to build artificial neural networks for all the
airports, that is, about ten thousand totally. The database
containing all the required topographic data on the airports
should be provided for network training. The topographic
data in the database should be updated. In case of changes in
the database, the neural networks should be retrained with
account for the relevant corrections. The software producer is
responsible for the database relevance and regular updates.

Recommendations of SURF IA are not mandatory for the
pilots. The messages generated by the application are
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information messages, unlike the instructions provided by
Traffic Collision Avoidance System (TCAS), and don’t
exclude the need for the pilots to observe the air situation
using the standard observation tools.

Storing the map information in the form of neural network
coefficients corresponds to NoSQL style of database
management. In other words, this database is not a relational
one. It produces both pros and cons. This data store will
produce a faster response to query, but will require more
efforts to enter or correct the data as compared to relational
database.
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The modern GNSS consumer requires more accurate and
reliable navigation. To meet such needs, there are several different
solutions, one of which is Space Based Augmentation Systems
(SBAS). The purpose of this work is an estimation of
characteristics for the following currently operating SBAS
systems: ANGA (Africa - Europe), BDSBAS (China), EGNOS
(Europe), GAGAN (India), MSAS (Japan), SouthPAN (Australia
— New Zealand), UKSBAS (Great Britain), WAAS (USA).

I. INTRODUCTION

Calculations were made on the selected daily interval on
December 15, 2023 in accordance with the documentation
[1]. A similar work on the assessment of the System for
Differential Corrections and Monitoring (SDCM) was
previously published by the IAC PNT [3]. The current study
is a continuation of the started work with more systems. The
IAC PNT processes arrays of SBAS corrections in SISNeT
(Signal-in-Space through Internet) format. On its basis files
with ephemeris and clock offsets, and ionosphere maps of
Total Electron Content (TEC) in standard GNSS format files
(SP3 and IONEX) are generated. Using these SP3 files,
spatial distribution maps of visible space vehicles (SV)
number, position and horizontal Dilution of Precision (PDOP
and HDOP) over the daily interval were estimated. Based on
the calculated IONEX files, SBAS ionosphere accuracy was
evaluated by pairwise comparison method using global
ionosphere maps (GIM) from IAC PNT [2, 4] and four other
analysis centers (CODE, ESOC, JPL, WHU). Also, as a
reference the accuracy of the GPS broadcasted Klobuchar
ionosphere model was estimated. Since SBAS coverage
areas are different, for the ionosphere assessment common
zones from 40 to 50 degrees north latitude were selected for
seven SBAS systems and for SouthPan (Australia) from 40
to 50 degrees south latitude.

II. RESEARCH RESULTS

Based on the research results, it was found that the
considered SBAS systems augment 30-32 GPS space
vehicles. The average simultaneously broadcasted
augmented SV number was 16-18, the average observed SV
number was 9-10, the average PDOP value was 1.6-1.7, the
average HDOP value was 0.8-0.9.

The RMS pairwise comparison results of the SBAS
ionosphere models and global ionosphere maps are presented
in Tables 1, 2 in TEC units (1 TECu is 10'® electrons/m?,
which corresponds to 0.16 m for the L1 navigation signal).
Tables shows three values: RMS value relative to the IAC
PNT ionosphere map, the minimum and maximum RMS
values relative to one of ionosphere maps from different
analysis centers (IAC PNT, CODE, ESOC, JPL, WHU).

TABLE L. RMS PAIRWISE VALUES OF THE SBAS IONOSPHERE MAPS
RELATIVE TO GLOBAL IONOSPHERE MAPS (IN TECU), NORTH
North (from +40 to +50 degrees)
Type Map
IAC PNT MIN MAX
CODE 1,95 1,57 2,63
ESOC 1,63 1,63 2,27
GIM IAC PNT 1,63 2,16
JPL 1,94 1,79 2,45
WHU 2,04 1,57 2,73
ANGA 2,16 2,16 2,73
BDSBAS 2,20 2,15 2,43
EGNOS 1,48 1,48 2,10
SBAS | GAGAN 2,80 2,80 4,02
MSAS 3,20 3,10 3,54
UKSBAS 3,55 3,49 4,14
WAAS 2,11 2,11 2,80
Klobuchar | GPS 7,16 6,71 7,70
TABLE I RMS PAIRWISE VALUES OF THE SBAS IONOSPHERE MAPS
RELATIVE TO GLOBAL IONOSPHERE MAPS (IN TECU), SOUTH
South (from -50 to -40 degrees
Type Map

IAC PNT MIN MAX
CODE 3,57 2,02 4,00
ESOC 3,61 2,02 3,82
GIM | JACPNT 3,57 4,44
JPL 3,71 2,86 3,71
WHU 3,67 2,24 4,35
SBAS | SouthPAN 4,44 3,48 4,44
Klobuchar | GPS 6,57 5,36 6,57
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III. CONCLUSION

As noted earlier, SBAS systems differ from each other
and have different coverage areas. The above assessment is
limited and requires further additions. The comparison
results show that the SBAS ionosphere maps accuracy is
comparable to the accuracy of global ionosphere maps made
by the TAC PNT and other analysis centers, and is
significantly better than the GPS broadcasted Klobuchar
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model. On considered latitudes the value of global
ionosphere maps RMS ranged from 1.6 to 2.7 TECu (from
0.25 to 0.43 m) in the northern hemisphere and from 2.0 to
4.4 TECu (0.32 to 0.71 m) in the southern. The RMS value
of seven SBAS systems in the northern hemisphere ranged
from 1.5 to 4.1 TECu (0.24 to 0.66 m) and for SouthPan
(Australia) the range was from 3.5 to 4.4 TECu (0.55 to 0.71
m) in the southern. For comparison, the RMS value of GPS
broadcasted Klobuchar ionosphere model ranged from 5.3 to
7.7 TECu (0.85 to 1.23 m).

Accomplished work allows us to assert that the selected
SBAS systems parameters are within acceptable values.
Obtained results open the way for further research on SBAS
systems.
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Activities on information support based on Internet
technologies for users of global navigation satellite systems
(GNSS) began at the Information and Analytical Center for
Coordinate-Time and Navigation Support (IAC PNT, Korolev)
in the 1997. Currently this work is carried out within the
Roscosmos  Space State  Corporation contract via
https://glonass-iac.ru website, which has first positions in
search engines (Yandex and Russian-language segment of
Google) for GLONASS requests in Russian and English
languages.

L

At the same time IAC PNT exercise powers of
Roscosmos Space State Corporation specified in Decree of
the Russian Federation government of April 30, 2008 Ne
323:

- providing civilian (including foreign) users information
about the current and predicted state of the GLONASS
system orbital constellation spacecraft;

- introduction of the GLONASS system navigation
technologies and augmentations in the interests of the socio-
economic development of the Russian Federation and in the
interests of civilian and scientific purposes (including
foreign);

- informational support for navigation activities by
posting on its official website information about navigation
services provided in accordance with the standards of public
services and these standards.

IAC PNT provides continuous online information
support for Russian and foreign civilian users of the
GLONASS system in five languages. Information support is
based on the principle of providing up-to-date information
for users of any level of competence - from reference
materials to detailed precision estimates of the accuracy of
ephemeris and time information of all GLONASS and GPS
spacecraft within the framework of the service based on the
performance monitoring and verification system [1] created
by order of Roscosmos Space State Corporation

GENERAL INFORMATION

II. GNSS PERFORMANCE MONITORING

Performance monitoring and verification system service
provides users with the results of evaluation of the main

JSC «TsNIIMash»
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functional characteristics that determine the potential user
accuracy of GLONASS and GPS systems: transformation
parameters of terrestrial reference frames and time scales of
GLONASS and GPS, errors of clock corrections and
ephemeris information for all spacecraft of the systems,
errors of location and time determination due to the error of
the space segment of the systems, estimates of the accuracy
of ephemeris information IAC PNT, including relative to
foreign centers of analysis on the interval of three months.

The service based on a mobile measuring and diagnostic
laboratory provides testing of navigation equipment samples
in real operating conditions, monitoring of the radio-
navigation situation in a given area of Russia, detection and
localization interference sources for GNSS signals. The
navigation equipment test bench in kinematic mode using a
robot manipulator allows to determine millimeter errors of
navigation equipment positioning in dynamic mode,
including the use of high-precision augmentations.

III. DEVELOPMENT DIRECTIONS

IAC PNT is developing its own analytical products,
including a global ionospheric map [2] of world-class
accuracy that can be used to assess the accuracy of
ionospheric models transmitted as part of the signals of all
GNSS and space-based functional augmentation systems
(SBAS).

One of the promising of IAC PNT service developments
is the assessment of characteristics of correction information
dataflow of Russian and foreign functional augmentation
services based on high-precision technologies such as SBAS
and PPP (Precise Point Positioning). In addition, IAC PNT
is currently developing and experimentally testing the
service of testing multi-system navigation equipment on the
basis of all operating satellite navigation systems:
GLONASS, GPS, Beidou, Galileo, QZSS.

IV. ACCESS TO INFORMATION

Access to information on IAC PNT service capabilities
and results is organized using IAC PNT website and FTP-
server, which contains data on current status, health flags
and almanacs of all GNSS, final and preliminary
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characterization estimates based on ephemeris-time
accuracy analysis as well as on IAC PNT own analytical
products.

In addition to that, IAC PNT website provides access to
the test reports of the mobile measurement and diagnostic
laboratory evaluations of GNSS user characteristics in real
operating conditions, and also provides access to a wide
range of tools for testing of GNSS, monitoring of GNSS
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user characteristics, including the wuse of corrective
information of augmentations.
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Abstract— The paper presented a method of estimating the
performance characteristics of the GLONASS system, in terms
of estimating the coordinate error, which takes into account
the time and space correlation of the systematic components of
the pseudorange errors. The comparison of three methods of
coordinate error estimation is carried out, including the
methodology of the GLONASS open service performance
standard. The possibility of using simulation model of
GLONASS system for reproduction of current values of errors
of coordinates estimation and estimation of characteristics of
errors of navigation estimations is shown.

Keywords— GLONASS, position navigation and time error,
dilution of precision

I. INTRODUCTION

With increasing accuracy of ephemerides and clock
support of the orbital constellation (OC), the greatest
contribution to the error of navigation support is made by the
environment of propagation of radionavigation signals from
navigation space vehicles (SV) to the user equipment (UE).
The complexity of the processes in various GLONASS
subsystems, the dependence of measurements on a large
number of factors does not allow for the required studies of
the accuracy characteristics of the system based on certain
analytical ratios.

An effective way is the application of methods of
mathematical modelling of individual elements of the
GLONASS system, which are used to solve a variety of
problems. The existing models do not always take into
account the interrelationships between individual GLONASS
subsystems and elements, leading to distorted results, in
particular when assessing the characteristics of navigation
estimations. Therefore, it seems relevant to develop a full-
scale simulation model of the GLONASS.

The key characteristic of the GLONASS system for the
user is the error of position navigation and time (PNT)
estimations. However, in a number of reports [1-4] and
regulatory documents [5], the error of PNT is interpreted as
an error of positioning due to the space segment (hereinafter
referred to as SISRE), depending on the dilution of precision,
determined by the composition of the OC.

The purpose of this work is to validate the simulation
model of the GLONASS as an alternative option for
estimating the error of the PNT, and to compare the proposed
method with the methods used to assess the quality of the
basic navigation service of the GLONASS system.

To approve the work of the simulation model we used the
method of comparing the errors of PNT results reproduced
by the model and obtained from the results of processing real
measurements from the IGS IRKJOORUS [6] station.
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II. THE DATA USED AND THE METHODS OF
PROCESSING

A.  The data used

To reproduce the errors of PNT in the simulation model
of the GLONASS system on the day of 10.01.2024, the
following data were used:

Individual SISRE SV’s visible at the selected
simulation interval in BRDC-IAC 240110.etd file [7];

raw measurement files in RINEX format for UE in
Irkutsk irkj0100.240 [6];

broadcast GLONASS ephemerides summarized in
the Information and Analytical Center (IAC) for a given
date in RINEX .*g [7] brdc0100.24¢.;

file for a’ posteriori processing of coordinates and
clock shifts of SV’s Sta30s22963.sp3 [7];
global ionospheric map file
format [7].

in the IONEX

B. Estimation of PNT errors based on real and model data

To validate the accuracy of the simulation model, it was
tested by comparing it with the errors in coordinate
estimation derived from real data using the RTKLib
software [8].

On the day of January 10, 2024, for the IRKJOORUS
station in Irkutsk, the simulation was run under the following
conditions:

- 24 GNSS SV’s positioned according to the GLONASS
almanac;

- UE operating on standard precision signals in the L1
frequency band,

- pseudorange measurement error due to multipath
propagation of radionavigation signals is not modelled;

- reproduction of tropospheric and ionospheric refraction
effects based on established algorithms [9];

- least squares algorithm used for navigation solutions
[10];

- the errors in navigation solutions were assessed relative
to the known coordinates of the station.

The pseudorange measurement error due to OC for
the i-th observed SV's was reproduced in the simulation
model as follows:

AR = (ASi 1 rz’,ENU )

+A7, -c,
[ v

(M

where ASi - current difference in coordinates of the SV

center of mass in the topocentric coordinates system (ENU)
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obtained from *.sp3 and .*24g files using known algorithms

[10,11]; F - vector of the true range to the i-th SV in

i, ENU

ENU, AT . - the current clock difference of the i-th SV

according to the data in the *.sp3 and *.24g files using the
known algorithms [11, 12]; ¢ - speed of light.

In order to synchronize the simulated measurement errors
with the real data, they were reproduced only for those SV’s
for which measurements were available in the irkj0100.240
observation file at the specified points in time.

To compare the degree of coincidence of the obtained
realizations of errors in estimating coordinates from real
measurements and using the simulation model of the
GLONASS system, a sample correlation coefficient was
used [12]:

PACEDRCEID
B D 0s

X, - the value of one of the coordinates in the TCS, obtained

from the simulation model at the i-th moment in time;

X - the mean error value of one of the coordinates,
calculated for the given sample.; ), - The error value of one
of the coordinates, obtained using real measurements at

the i-th moment in time; y - The average error of one of the

coordinates, obtained using real measurements, calculated
for a given sample.

C. Options for converting SISRE the error of navigation
and time support

At present, the GLONASS Open Service Performance
Standard (OS PS) has been adopted as the main document
approving the methodology for assessing the PNT
support [5]. In this document, the focus is on such a
characteristic as SISRE, which characterizes only errors for
the OC. For the users, data on SISRE are published on the
website of the Information and Analytical Center (IAC) for
PNT support [14]. However, these data are not enough to
assess the error of the user’s coordinates. For the correct
assessment of this error, data on atmospheric refraction (in
the troposphere and ionosphere) are required, which are
specified in Appendix B of the GLONASS Open Service
Performance Standard [5].

However, there are no official data on refractive values,
including troposphere, which makes it difficult to
comprehensively assess the errors of the PNT support ,
according to section B.6 in Appendix B of the the
GLONASS OS PS [5]. For this reason, in order to compare
the errors in estimating coordinates obtained using the the
GLONASS OS PS method and using the simulation model,
we used data only for SISRE from the
BRDC-IAC 240110.etd file at the selected interval without
taking into account other components of the total
pseudorange error budget. Thus, the current estimate of
coordinate errors according to the IAC data, in this paper,
was calculated for the following two options:

@)

1) Using data from IAC according to the following
formula:

=H"-H)"-H"-Ayq,, 3)

where Axl - the vector of the error in the user’s coordinates
in the ENU; H - matrix of direct cosines of the lines of sight
user — SV [10]; A gsge - vector obtained by interpolating

values equivalent to the pseudorange error from the
BRDC-IAC 240110.etd file for all observed SV’s at a given
time.

2) Using the SISRE averaging over the entire OC.

AEz r EDOP
AX, =| AN, | =| Iypop | Osisres )
AUz I yDOP
1 N
Ogsre = NZASISRE,V (5)

where I ops L ypops> L ypop - the value of the delusion of

precision based on the coordinates in the ENU; O - - the
average SISRE value for the entire exhaust gas at the current
moment, determined by the formula (5); A g, - the value

of the pseudorange equivalent error from the
BRDC-IAC 240110.etd file for the i-th NSA from the OG.

To compare the degree of coincidence of the obtained
realizations of the errors in the estimated coordinates only
due to SISRE according to the data of the IAC and the
simulation model of the GLONASS system, a sample
correlation coefficient (2) was also used.

III. RESULTS

To assess the correctness of the GLONASS simulation
model, comparative results obtained using real
measurements and modeling are presented below.

To illustrate the change of PNT errors over time, the
values in Figure 1 show the implementations of estimating
the altitude error over an interval of four hours from the
selected day, obtained using a simulation model (blue line)
and based on real data (red line).

70

¥ Madel
i ~—~ Real data|

Up error,m

0000 00:30 01:00 0130 0200 0230 03.00 0330
Jan 10, 2024

Fig. 1. Implementation of current values of altitude estimation error..
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To illustrate the change of PNT errors only due to the
influence of SISRE over time, Figure 2 shows the
realisations of altitude error over a four-hour interval of the
selected day, obtained using a simulation model (blue line),
using individual (3) and average (4,5) SISRE values (red and
yellow lines, respectively).

100
80|
60 |

40

Up error,m

20

¥ &> o V. . A . ]
[i] e e &~
T NS N
v\ '
-20
00:00 04:00 08:00 12:00 16:00 20:00
Jan 10, 2024

Fig. 2. Current implementation of altitude estimation error values (UP).

Distribution of errors only due to the effect of SISRE on
the daily interval of the selected date, obtained using the
simulation model (blue) and using individual and average
SISRE values (red and blue, respectively) are shown in
Figure 3.
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Fig. 3. Distribution of coordinate estimation errors along the East axis.

Distribution of coordinate errors along the East axis are
shown in Figure 4. Similarly, distribution of coordinate
errors along the North axis are shown in Figure 4.
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Fig. 4. Distribution of coordinate estimation errors along the North axis.
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Fig. 5. Distribution of coordinate estimation errors along the Altitude axis.

Table 1 shows the values of the sampling correlation
coefficients obtained by (2) for three processing options:

1) Between the realisations of coordinate errors
obtained through simulation model and with the use of real
GNSS measurements;

2) Between the realisations of coordinate errors obtained
through simulation considering only the errors of the
SISRE, calculated using formula (3);

3) Between the realisations of coordinate errors obtained
through simulation considering only the errors of the
SISRE, calculated using formula (4,5).

TABLE 1. THE VALUE OF THE CORRELATION COEFFICIENT
Option of Correlation coefficient Number of
processing E N U measurements

1 0.87 0.84 0.95 2880
2 0.47 0.48 0.90 2880
3 -0.47 0.00 0.04 2880

IV. DISCUSSION OF RESULTS

A comparative analysis of the coordinate errors
reproduced by the simulation model and obtained from real
data showed a high degree of correlation between these
errors (Table 1, option 1), which can be seen in Figure 1.

These data characterize a sufficient degree of adequacy
of the GLONASS simulation model to reproduce the
coordinate errors at the selected modeling interval, as well as
the completeness of the accepted budget components of the
errors used in the modeling.

However, the degree of correlation of the error results
only due to SISRE (Figures 2-5), as a result of modeling and
using the the GLONASS OS PS methodology, turned out to
be not so high compared to the degree of correlation of total
errors relative to real measurements (Table 1, options 2
and 3).

In comparison with the simulation results of errors
obtained by the the GLONASS OS PS method alone, the
average value of the coordinates shifts to the range of
positive values, especially when using the average values for
the EG SISRE obtained by formulas (4,5).
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The analysis of distributions in Figures 3-5 shows the
presence of a shift to the positive values for the distribution
of PNT errors obtained by GLONASS OS PS methodology
(4, 5). This can be explained by the peculiarities of the
expression used in GLONASS OS PS [5] to calculate the
pseudorange error in Appendix B.6

CONCLUSION

The possibility of using a simulation model of the
GLONASS system to reproduce the current values of errors
in the estimation of coordinates is shown.

A high degree of correspondence between the PNT errors
obtained by modeling and real data makes it possible to use a
simulation model to assess the quality of navigation support
based on GLONASS signals.

The comparative analysis of the obtained results showed
a significant discrepancy between the values of estimation of
IEE errors obtained by GLONASS OS PS methodology and
with the use of the simulation model of the GLONASS.

REFERENCES

S.N. Karutin, A.N. Kuzenkov, Scientific and Technical Problems of
GLONASS Development in Modern Conditions,

A.E. Tyulin, V.V. Betanov, Guaranteed Coordinate-Time and
Navigation Support of Satellite System Information Consumers,
Legal Informatics No 2, pp. 1-11. 4-16, 2020.

Boyarkeeva O.V. Application of Simulation Modeling Methods for
Studying the Accuracy of Unsolicited Trajectory Measurements on
GLONASS Navigation Satellites. diss. Novosibirsk. FSUE "SNIIM",
2011. 125.

A.A. Arzhannikov, V.D. Glotov, A.L. Kozhinov, V.V. Mitrikas, S.A.
Panov, 1.0. Skakun, V.V. Yanishevsky, On the ways to improve the

168

[3]
(6]

(7]

(8]

]

[10]

[11]

[12]

[13]

[14]

accuracy characteristics of the GLONASS system, Cosmonautics and
rocket engineering, 2 (125), pp. 1. 25-37, 2022.

Open Service Performance Standard (OS PS) Revision 2.2 (6.2020)
Korolev 2020

International GNSS Service (IGS). Odunmanbnas crpanuna. URL:
https:/network.igs.org/ (date of access: 25.04.2024). - Text:
electronic.

FTP archive Applied Consumer Center GLONASS Information and
Analytical Center for Coordinate-Time and Navigation Support -
ftp:/ftp.glonass-iac.ru (date of access: 25.04.2024). - Text: electronic.

System of Differential Correction and Monitoring of SDKM.
Interface control document. Radio signals and digital information
composition of the functional complement of the GLONASS
Differential Correction and Monitoring System, Revision 2.0
MOSCOW 2020

RTKLIB: An Open Source Program Package for GNSS Positioning.
URL: https://rtklib.com/ (mata obpamenus: 25.04.2024). - Tekct:
3JIEKTPOHHBIN.

GLONASS. Modernization and development prospects. Monograph /
Edited by A.I. Perov. Moscow, Radiotekhnika Publ., 2020. — 1072 p.:
ill. ISBN 978-5-93108-198-4

Global Navigation Satellite System GLONASS. Interface control
document. Radio navigation signal in the L1, L2 bands (version 5.1).
Moscow: OAO "Russian Space Systems", 2008.

J. Sanz Subirana, J.M. Juan Zornoza and M. Hernandez-Pajares.
GNSS Data Processing, Vol. I: Fundamentals and Algorithms (ESA
TM-23/1, May 2013). ISBN 978-92-9221-886-7.

GOST R ISO 3534-1-2019 Statistical methods. Dictionary and
symbols. Part 1. General statistical terms and terms used in
probability theory.

Applied Consumer Center GLONASS Information and Analytical
Center for Coordinate-Time and Navigation Support: official site. -
2022. - URL: https://glonass-iac.ru/ (accessed 20.04.2024). - Text:
electronic.



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

Ionospheric model for navigational
GLONASS-definitions

Dmitrii Trofimov

Saint Petersburg State University
Saint Petersburg, Russia
d.trofimov(@spbu.ru

Abstract—The article describes an approach to solving the
problem of the absence of data on the state of the ionosphere in
the GLONASS navigation almanac. This leads to the fact that
in the case of single-frequency observations, the ionospheric
delay is not corrected, for which makes single-frequency
GLONASS measurements obviously less accurate than single-
frequency observations of other systems, primarily GPS. It is
proposed to construct a fully autonomous model of the
ionosphere based on the decomposition of global maps of the
total electron content of the ionosphere into spherical
functions. The optimal depth of decomposition and methods
for modeling decomposition coefficients are determined.

Keywords—— ionosphere, total electron content, GLONASS,
spherical functions

L.

One of the main requirements for global navigation
satellite systems (GNSS) is their ability to make accurate and
reliable measurements based on the received navigation
signal, without a source of additional information. In this
part, the domestic GLONASS system has disadvantages
compared to other GNSS. The reason for this is the absence
of ionospheric data in the GLONASS navigation almanac,
which is transmitted as part of the navigation signal. All
systems are built on a similar principle; coordinates are
determined based on rangefinder measurements of distances
to navigation spacecraft. The influence of the ionosphere is
removed by transmitting the ranging signal at two
frequencies. However, a receiver that handles signals at two
frequencies is an expensive equipment; there is a class of
cheap, single-frequency receivers. Due to its price, which
may not exceed hundreds of rubles or several dollars, this
equipment is extremely widespread and is actively used in
unmanned vehicles and other applications. In the GPS
system, ionospheric correction of single-frequency
observations is performed based on information transmitted
in the almanac, which contains the parameters of the
ionospheric model. As stated above, there is no such
information in the GLONASS navigation almanac. In multi-
system receivers that operate on the signal of several GNSS,
information from the GPS navigation almanac is used to
obtain a GLONASS navigation solution in the case of single-
frequency observations to take into account the ionospheric
delay. However, such a solution leads to some vulnerability,
since the unavailability of a GPS signal, for example due to
the use of electronic warfare, directly affects the accuracy of
navigation determinations based on single-frequency
GLONASS observations. Thus, there is no independence of
single-frequency GLONASS observations, which reduces the
suitability and competitiveness of the GLONASS system in
the field of low-cost equipment. It should be noted that errors
in determining the ionospheric delay are the main source of
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errors in navigation and coordinate determinations from
single-frequency GNSS observations and can reach values of
the order of 30-40 meters.

This situation needs a solution. Let us consider possible
approaches to solving the problem. The most radical and sure
way to solve the problem is to include data on the ionosphere
in the navigation message. However, this solution seems at
the same time the most unlikely. Changing the navigation
message format will disrupt the continuity of the system; old
equipment will either become useless or will require a
software update. This is a decision that affects the
fundamental foundations of the system. Other approaches are
either to create a special autonomous model of the total
electron content (TEC) of the ionosphere, which can be used
as part of additional software for processing GLONASS
navigation definitions, or to create a special service for
determining the ionospheric delay. It seems most relevant
and necessary to develop an autonomous TEC model, since it
is this path that will allow solving the problem of precise
determination of coordinates solely on the basis of the
received GLONASS signal. A special service for
determining delay is also necessary, but its use requires a
connection with it, which is not always possible.

At the moment, one of the frequently used methods for
determining the ionospheric delay in the conditions of post
processing of observations is the use of global TEC maps
provided by various GNSS data processing centers, for
example, the Russian Information and Analysis Center for
Positioning, Navigation and Timing (IAC PNT) or others, for
example, the European Center for Orbit Determination in
Europe (CODE). Numerous software designed for
processing observations usually read standard map data
storage formats without any problems. Thus, a possible result
of creating a TEC model may be a technique for
autonomously constructing a global TEC map of the
ionosphere. The most promising approach seems to be the
following. Decompose global ionospheric TEC maps into
spherical functions, thus, at any time, the spatial distribution
of TEC (with a certain accuracy) can be specified by a finite
set of coefficients for the corresponding spherical functions.
Since we already have a fairly long accumulated array of
data on the ionosphere (CODE has been providing its data
since 1999), for each of these coefficients, in principle, it is
possible to build a model that, based on date and time and
11-year cycle of solar activity, will allow adequately predict
it. Thus, to solve our problem, it is necessary to determine
the approximate accuracy of the model, based on it,
determine the optimal depth of decomposition and,
accordingly, the number of decomposition coefficients. The
Klobuchar model used in GPS can be used as a guide to the
accuracy of which to take as a basis, so it seems necessary to
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consider it in detail. But first, let's look at global TEC maps
and the basic mathematical principles of our approach.

II. GLOBAL TEC MAPS

The main data on which we build our model are global
TEC maps of the ionosphere. Currently, map data is
provided by various GNSS data processing centers. In
addition to the above-mentioned IAC PNT and CODE, these
maps are also built by Wuhan University (PRC) or the Jet
Propulsion Laboratory (NASA JPL) in the USA. All these
maps are built on the same principle. A single-layer
ionosphere model is assumed, that is, it is assumed that all
free electrons are located in a thin layer at a certain height
above the Earth's surface. As a rule, the height of this thin
layer is assumed to be 450 km (in the IAC PNT and CODE
maps). On the grid, with a step of 5° in longitude (longitude
from -180° to 180°) and 2.5° in latitude (from -87.5° to §7.5°),
TEC values are given for each point in units of 0.1 TECU
(Total electron content unit).
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Fig. 1. An example of a global TEC map reconstructed from spherical
expansion coefficients up to degree 15 (top). The original map from the
IAC PNT is in the center. Below is a TEC map constructed based on the
Klobuchar model by the Astronomical Institute of the University of Bern.
The maps represent the spatial distribution of TEC in TECU at 12:00 UTC
on January 10, 2024.)

These maps are based on observations from a global
network of GNSS stations. It is necessary to understand that
the distribution of these stations is uneven, far from optimal,
which, accordingly, affects the accuracy of the constructed
TEC maps. According to [1-4], the root mean square error of
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TEC maps reaches 3 TECU over continents and over oceans
it can be even greater. This value gives us a certain lower
limit of accuracy. It is hardly possible to construct a
mathematical model of the ionosphere that will be more
accurate than the provided global ionospheric TEC maps, so
it is built on their basis. On the other hand, the different
accuracy of maps over continents and over oceans
theoretically makes it possible to build local models of the
ionosphere that work in some selected continental zones.

III. SPHERICAL ANALYSIS OF GLOBAL TEC MAPS

We decompose global TEC maps into spherical functions
based on the standard mathematical apparatus described in
[5]. However, let us briefly outline the main essence of the
method.

Any value ¥{A,@)on the surface of a sphere, with
coordinates A- longitude and ¢ - latitude, can be represented
as a sum:

Mmax

vl @) = Z Z B, sing(apy cosma -+

n=q0 m=0

m

(1
+Bpm sinma)

whereE,,,, - are normalized Legendre polynomials of degree
n and order m, @y, and by, are decomposition coefficients.
In turn, the normalized Legendre polynomials are defined as:

Bon = NomBam, 2

Where Ny, is the normalizing function and B, are the
Legendre polynomials.

The decomposition was carried out up to degree 15 and
order 15 inclusive. This decomposition is complete; the
difference between the maps reconstructed by the
coefficients of decomposition by spherical functions and the
original ones is minimal, and is on the order of 0.1 TECU.
These degrees and order of decomposition are also specified
by the procedures for constructing global TEC maps. Thus,
we can set an upper bound for the decimposition in terms of
spherical functions. However, this upper limit seems
excessive. Already, to a large extent, the coefficients for
functions of degree 15 have near-zero values and a chaotic,
noisy behavior. It most likely makes sense to set the degree
of decomposition used in the offline model to a lower value.
Modeling all degrees of decomposition may make sense for
another task, namely creating a service for accurate TEC
forecast. An example of the original TEC map and the map
reconstructed based on the decomposition performed is
shown in Fig. 1. To develop the methodology, we used data
from the domestic center IAC PNT. However, unfortunately,
IAC PNT data are available only starting from 2018, and to
build a model it is desirable to use the longest data series
possible. Given the obvious influence of solar activity on the
state of the ionosphere, it is desirable that the processing
period covers several cycles of solar activity. Therefore,
further work was carried out on the basis of CODE data
available since 1999, thus analyzing data for the last full 25
years. To set the optimal decomposition depth for
constructing an autonomous ionospheric delay model, it is
necessary to consider the Klobuchar model, which we rely
on in terms of accuracy
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IV. KLOBUCHAR MODEL

The Klobuchar model was proposed [6] in the 1980s, and
as mentioned above, is a working model of the ionosphere
for single-frequency GPS observations. This model refers to
single-layer models of the ionosphere, that is, it is believed
that all free electrons are located in a thin layer, at an altitude
of 350 km above the Earth's surface. This model is focused
on directly calculating the delay, so the parameters that are
set there are not the electron concentration, but the delay
itself. It is believed that the night, unexcited ionosphere gives
a signal delay of 5 ns. An area of increased ionization, which
is caused by solar radiation, moves along the day side. This
area, or rather the delay caused by the passage of a signal
through this area, is modeled as a bell-shaped profile,
described as part of a sinusoid (from 0 to m). The parameters
of this profile are included in the transmitted navigation
message. On the one hand, this model is simple, has a clear
and understandable physical meaning; long-term experience
shows that for single-frequency GPS observations, this
model makes it possible to halve the error caused by the
delay in the ionosphere.

It should also be noted that the results of the Klobuchar
model can be recalculated into a global ionospheric TEC
map provided in a standard format. International processing
centers such as IGS make such maps publicly available. An
example of such a map is shown in Fig. 1. Let us try to
estimate what depth of expansion (the maximum degree of
the spherical function) will be optimal compared to the
Klobuchar model. Let us compare the ionospheric delay at
the zenith for a point with coordinates 60° north latitude and
30° east longitude, which corresponds to St. Petersburg (the
coast of the Gulf of Finland in the Lisiy Nos area). On the
one hand, we will compare the delay obtained from the
Klobuchar model, on the other hand, the delay obtained from
the synthesized map, depending on the maximum degree of
decomposition used. This comparison is made in Table 1,
delays are given at 12:00 UTC January 10, 2024.

TABLE L. DELAY COMPARISION
Degree RMD, Zenith ionospheric delay, in mCODE

m Synthesized map Klobuchar map

0 3.16 478

1 2.19 5.36

2 1.31 4.85

3 1.01 4.10

4 0.96 3.92

5 0.80 3.95

6 0.77 4.11

7 0.73 4.18

8 0.63 4.51 742 07

9 0.55 4.75

10 0.51 5.22

11 0.45 5.22

12 0.35 5.06

13 0.31 5.23

14 0.20 5.17

15 0.07 5.07
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From Table 1 it can be seen that decomposition by any
degree, starting from the second, gives a more accurate value
than the Klobuchar model if we take the original TEC map as
a reference value. The maximum deviation from the reference
value is 1.15 m for the degree of decomposition 4, for degrees
of decomposition starting from 9 it does not exceed 0.5 m.
The root mean square deviations (RMD) of the synthesized
maps from the original one are also given. The standard
deviation of the Klobuchar model from the TEC map is 2.17
m for the given date. That is, even synthetic maps with very
limited degree of decomposition give a standard deviation
almost twice as good as the Klobuchar model. Thus, we can
assume that the ionosphere model, built on the basis of the
decomposition of global TEC maps into spherical functions,
even at low degrees of expansion (n = 7 - 8), will have
potential accuracy no worse than the Klobuchar model, and
subject to the development of an adequate model of the
spherical coefficients decomposition may even surpass it.

V. MODELING THE IONOSPHERE BASED ON SPHERICAL
DECOMPOSITION COEFFICIENTS
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Fig.2. TEC map built on the basis of an autoregressive model for
expansion up to degree 15 (top) to degree 9 (in the center) and the original
TEC map from CODE at 12:00 UTC January 10, 2024 (bottom).

Lets try to model the -coefficients of spherical
decomposition. To begin with, we will resort to purely
mathematical modeling. Let us assume that the process of
changing coefficients can be described by an autoregressive
process model. Based on the original CODE data for the
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period from 1999 to 2023 (109572 source maps), an
autoregressive model of spherical decomposition coefficients
was built using the Burg method [7]. The model order is p =
600. Since the time resolution of our initial data is 2 hours, it
turns out that when calculating the coefficients, data for the
last 50 days are used. It is of interest to check the adequacy
of this model.

Based on this model and initial data ending on December
31, 2023, the ionospheric TEC map was predicted for 12:00
UTC on January 10 2024. The results are presented in Fig. 2.
Maps were constructed for decomposition up to degree 15,
up to degree 9, and a map for January 10 from CODE, built
on the basis of observations, is also shown.

The RMD of the predicted maps was 1.55 m for a map
constructed using decomposition up to degree 9 and 1.48 m
for a map constructed using decomposition up to degree 15.
The delay value itself at the zenith was 2.80 m in 1 case, 2.76
m in the second. The RMD of the map constructed based on
the Klobuchar model is 2.17 m. It can be seen that the data
predicted on the basis of the autoregressive model for the
spherical decomposition coefficients more accurate than
according to the Klobuchar model, there are fewer standard
deviations of such maps, these maps better reflect the spatial
features of the TEC distribution.

The further direction of improving the model is to replace
the coefficient model from autoregressive to trigonometric
and to select the optimal degree of decomposition. Such a
model will be quite suitable for autonomous use.

VI. CONCLUSION

A model of the ionosphere was constructed based on the
decomposition of global TEC maps into spherical functions.
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Even a limited decomposition gives a zenith delay value that
is more than 2 times more accurate than the Klobuchar
model. A forecast model for the global TEC map has been
constructed, which makes it possible to predict the vertical
ionospheric delay 10 days ahead with an accuracy of
approximately 1.5 times more accurate than the Klobuchar
model. It is planned to create an improved model suitable for
use in embedded receiver software.
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Abstract — The report outlines the means and methods for The relative bearing of radio station measured by the

assessing radio navigation systems as part of modern ADEF is determined as the angle between the longitudinal
integrated aircraft flight and navigation equipment. The  axis of the aircraft and the direction to a ground-based
report gives examples of assessment results based on flight  radio station (RS). The angle is measured in the clockwise
test data for each system under consideration. direction and changes from 0 to 360° (Fig. 1).

Key words — radio navigation equipment, flight tests, means
and methods for assessing equipment characteristics.

I.  INTRODUCTION RB
To assess radio navigation equipment for compliance “o
with specified requirements, M.M. Gromov Flight Research ;
Institute has developed special methods and means [1-4]. 3\7/ | RS

The onboard trajectory measurement complex (OTMC)
developed by the Flight Research Institute is employed for
recording radio navigation data and determining actual
trajectory parameters. The OTMC determines highly
accurate trajectory parameters using the differential mode

Fig. 1. Relative bearing of radio station.

The ADF requirements define distances from a radio
station for RB calculations by the system as well as the RB
£ satell; I parameter measurement accuracy. The ADF range at
of satellite navigation systems. altitude of 1000 m shall not be less than 150 km. In flight

Flight and navigation equipment of modern aircraft  inbound the station (RB values in the neighbourhood of 0°)
comprises different radio navigation systems (RNS). RNS  or outbound the station (RB values in the neighbourhood
functioning is based on measurements of parameters of  of 180°), the RB absolute error shall not exceed 3° with the
electromagnetic signals that are emitted by special airborne ~ probability of 0.95. For other RB values, the error shall be
or ground-based equipment. Most aircraft use the  within £5°.

following radio navigation and landing equipment: Flight testing of the ADF shall be performed within the
— automatic direction finder (ADF); coverage area of a homing station with known operating
— short-range radio navigation (SRNAV) system: charactgristics. Figqre 2 shqws an example. of ADF
domestic SRNAV system, VOR system (Very High  ¢valuation for an aircraft flying over the radio station.
Frequency Omni-Directional Range) and DME system Time values expressed in seconds from the beginning of

(Distance Measuring Equipment) standardized by ICAO; the day are plotted on the abscissa axis. RB Valqes in
— Doppler navigation system (DNS); degrees and actual value RB, are plotted on the left side on

. Do the ordinate axis. Error values ARB and tolerance in
— long-range radio navigation system (LRNAV). . .
degrees are plotted on the right side. Actual values RB4
For now, the DNS and LRNAYV systems are mostly . . o
din state aviati were calculated after flight, based on aircraft position
used in stafe aviation. coordinates, ground-based radio station coordinates and

II.  AUTOMATIC DIRECTION FINDER true aircraft heac.iing..The tolerance ig equal to £3°. .The test
o ) flight was the flight inbound the station. When flying over
Automatic Direction Finder (ADF) serves as stand-  the station, the RB signal was emitted with an uncertainty

alone angle measurement equipment integrated into  atribute. After flyover, the RB was in the neighborhood of
airborne radio navigation systems. The ADF receives 180°. The moment of RS flyover is marked with a green
signals from medium-frequency locators and broadcasting  vertical line as shown in Fig. 2. Within the entire flight

radio stations and continuously measures the relative segment at RB values near 0 and 180°, the error ARB
bearing (RB) of radio station. Aircraft crew uses the ADF  shown as a red line was in the range of —3° to 3° while less

to handle piloting tasks, including approach maneuvers.
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than 5 % of the total amount of errors ARB obtained was
beyond tolerance.
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Fig. 2. Example of RB parameter assessment during RS flyover.

III.

The short-range radio navigation system (SRNAV) is
designed for measuring the aircraft azimuth and slant range
referenced to ground-based radio beacons located at points
with known coordinates. Therefore, the SRNAV comprises
azimuth and distance measuring channels, each including
the ground-based radio beacons and related avionics.
Radio beacons are deployed along air routes and at
aerodromes. Since the SRNAYV operates in the VHF band,
its maximum range depends on the line-of-sight range

(Fig. 3).

SHORT-RANGE RADIO NAVIGATION SYSTEM

Fig. 3. Graphical representation of the aircraft flight at altitude H
and distance D from a ground-based radio beacon.

The domestic short-range UHF radio navigation
system and VHF and UHF VOR/DME systems
standardized by ICAO are the most common systems. The
VOR system determines the aircraft azimuth referenced to
a ground-based radio beacon while DME is intended to
measure the distance to a radio beacon. Ground-based
VOR u DME radio beacons may be deployed separately
or co-located.

The SRNAV azimuth channel is based on time or
phase methods. A VOR station generates an azimuth
signal whose informative parameter depends on the
azimuth of the receiver point. Airborne equipment
determines the moment of azimuth reference by the
reference signal transmitted from a radio beacon. Azimuth
information is indicated by the time or phase shift of the
received signal relative to the reference signal. Domestic
SRNAYV systems use the time method. The phase method
is used in foreign systems (VOR).

The distance measuring channel in domestic
(SRNAV) and foreign (DME) short-range navigation
systems operates on the basis of the time method.
Distance information is indicated by the difference
between the moment of measurement of an interrogation
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signal and the moment of reception of a return signal by
airborne equipment.

Flight tests of SRNAV and VOR/DME equipment
involve ground-based radio beacons adjusted as
appropriate. With its role as the onboard measurement
system, the OTMC records VOR/DME information. As
part of the OTMC, the SNS receiver and the ground base
station are used to obtain actual values of trajectory
parameters in the differential mode. Based on flight tests
of VOR/DME equipment, the following problems can be
solved:

determining the range from a ground-based radio
beacon;

assessment of radio beacon distance measurement
error;

assessment of azimuth measurement error;

determination of functional capabilities
elevations;

at large

assessment of VOR/DME signals for the presence of
signal failures and overshooting.

VOR/DME is assessed using the developed flight test
practice. For distance determination, a test flight is at the
cruise altitude is conducted inbound and outbound the
radio beacon. Distances from the radio beacon, within
which the equipment starts or stops determining the
azimuth and distance, are recorded as the system range.

Errors of VOR/DME parameters are assessed at a
distance of around 20 to 350 km from the radio beacon to
flight altitudes of around 10,000 m. Post-flight data
processing includes the preprocessing procedure to obtain
physical values of azimuth and range represented in from
of tables and diagrams, conduct a quick analysis and select
flight segments for secondary processing. During
secondary processing, azimuth and distance values
measured by the equipment are compared with their actual
values. Azimuth and distance measurement errors are
determined at a frequency of at least 1 Hz.

AAi = A,‘ — A,*,A, . ADI‘ = Dl‘ - Di,A.

Figures 4 and 5 show examples of the flight test results
for estimating azimuth error VOR and range error DME,
respectively. Depending on the distance to the VOR
beacon, the VOR azimuth values and the actual azimuth
values are shown. The tolerance for the azimuth error A4
does not depend on the range and is shown in Fig. 4 in the
form of two parallel blue lines. The estimation of
expectation M for 38 values of azimuth error in the
example under consideration is equal to 1.16°; the
estimation of the standard deviation ¢ is equal to 1.38°.
Therefore, M + 20 < 5°, which meets the specified
requirements.
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Fig. 5. Example of assessment of DME distance error AD.

All values of DME distance error AD shown in Fig. 5,
remain within the tolerable margin. The estimation of
expectation is 0.054 km, and the estimation of RMS o is
equal to 0.053 km. That is why the value of |M| + 2¢
equal to 0.16 km is not greater than the required value of
0.37 km.

In the scanning mode, the applicable airborne DME
system can determine the distance to several ground-based
beacons. If the number N of radio beacons, relative
distances to which are D;, i = 1, ... , N, is not less than 2,
the current aircraft position coordinates (¢, A) can be
determined by distances only. Calculations include flight
altitude H and coordinates of radio beacons (Qui, Avi, Hbi).
Before calculations, all measured distances D; shall be
normalized to the fixed moment of time 7 of coordinate
calculation. Cartesian coordinates of the radio beacon (xv,
W, zv) and the aircraft (x, y, z) are calculated by the
following formulas:

x, = (a&, + H,)cos @, cos 4,

vy =(a&, + H,)cosg, sin 4, ©)
Zy = (a/;‘b(l - e2)+ H, )singob
x=(a&+H)cospcos A

y=(a&+ H)cos psin A (2)

z= (af(l - e2)+ H)sin 1)
1

\/1 —e’sin’ @,

B 1
\/l—e2 sinzgz)’

e is the Earth ellipsoid eccentricity.

where c_fh =

¥4

The relationship between relative distances D; and
aircraft position coordinates is as follows:

(x_xbi)2 +(y_ybi)2 +(Z_Zbi)2 :Dizai

L...N 3
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In conjunction with the equations (1), (2), the
equations (3) constitute a system for unknown coordinates
(¢, ). If N =2, the number of unknown quantities (x, y, z,
¢, A) matches the number of equations. As a rule,
unknown quantities can be found using the system of
equations with the iterative method applied. The aircraft
position coordinates calculated at the previous moment of
time are selected as initial estimate. If the number of
known distances to beacons is greater than 2, the number
of equations becomes greater than the number of
unknown quantities, and the solution is found using the
least square method.

Since relative distances D; contain errors, calculated
current coordinates also contain a random error. Let us
determine the characteristics of the measurement error of
the current aircraft position calculated by two DME
distances (NV = 2). To simplify calculations, we will handle
the problem in plane and assume that distances D; are
much greater than their errors AD.;.

D. =D’ +AD,, AD, <<D;?, i=1,2.

Assuming that random errors AD; and AD, are
independent, RMS errors oap of distance are taken as
identical values for each of two beacons. If DME meets the
requirements, cap does not exceed 0.185 km. RMS errors
oar of current position determination by two distances are
calculated by the following approximation formula:

Oy =2 280
sin B

“)

In the equation (4), B is the angle between the
directions of beams from the current aircraft position to
two ground-based radio beacons, which provide
information. If DME meets the requirements, 6ap does not
exceed 0.185 km.

Thus, the position determination error is proportional
to the radio beacon distance measurement error and
depends on the angle of intersection of lines of position B.
The RMS position determination error is minimal when
the directions of lines from the aircraft to radio beacons
are perpendicular (B = 90°). If we limit the interval of
values of the angle B and determine the aircraft position
by two DME distances when the value of sin B is near 1,
the RMS error AR is relatively small. Let us assess the
error 6ap = 0.185 km. At B =90°, we will get car = 0.262
km from the equation (4). Therefore, with the probability
of 0.95, the error of position determination by two DME
distances will not exceed 264z = 0.52 km. The method of
position determination by two and more distances can be
used for navigation and as the corrector in the flight
management system, even in those flight segments where
the requirements for navigation and flight management
are sufficiently tough, for example, in the aerodrome zone
when executing letdown procedures.

As an example, Fig. 6 shows the position error in the
flight management system when using two DME distances
as the corrector after post-flight test data processing.
Within the entire flight segment under consideration,
absolute values of coordinate error values do not exceed
270 m.
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Fig. 6. Position errors (A@, AL) of the flight management system in
the mode of position correction by two DME distances.

IV. DOPPLER NAVIGATION SYSTEM

Airplane and helicopter flight and navigation
equipment includes the Doppler navigation system (DNS)
or the airborne radar based on the Doppler effect. The
DNS is designed for continuous automatic calculation of
the components of the ground speed vector and drift angle.
Drift angle (DA) is determined as the angle between the
longitudinal axis of the aircraft and its flight direction
relative to the ground surface. Drift angle is the result of
sideslip motion and cross wind. Fig. 7 shows DA without
sideslip.

Airspeed
vector

‘Wind speed vector

Flight direction

Ground
speed veclor

Fig. 7. Drift angle without sideslip.

The DNS system uses the Doppler effect for its
operation. The Doppler effect is the difference between
the received frequency of the ground reflected signal
compared to the emitted signal frequency, and the
difference depends on the aircraft ground velocity. To
measure the ground speed, the DNS system is equipped
with a pencil-beam antenna system that uses three or four
beams for its operation. The reflected signal in each beam
is Doppler-shifted with the shift value being directly
proportional to the projection of the aircraft speed vector
onto this beam. To measure the speed vector, only three
noncoplanar beams may be used. The use of four beams
provides certain redundancy without significant
complication of the design.

DNS errors depend on the surface background. DNS
requirements usually differentiate overland and oversea
flights. According to the requirements, the DNS shall
measure the ground speed with the probability of 0.95 and
the measurement error shall not exceed 0.5 % of the actual
speed; the drift angle measurement error shall not exceed
0.2° over land and 0.3° over sea. DNS switching to the
Memory mode is allowed at roll angles over 30°.

To assess measured components of ground speed and
drift angle, we should know actual values of the aircraft
ground speed vector and the angular position, i. . heading
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angle P, roll angle y and pitch angle v, as well as DNS
antenna setting angles. Based on flight test data, DNS
errors are assessed on the basis of satellite-based trajectory
measurement aids using the OTMC. Based on the data of
SNS differential mode, we can determine three speed
components (Vy, Vg, Vi) within the axes of the geographic
moving trithedral. Assumed to be actual values, ground
speed Va, track angle TKa, drift angle DA, are calculated.

V,=\Ve+V7,

v
tg TK 4= —, )
VN
DA, =TK, -y,

In the equation (5), Wa is the true heading value
calculated with the help of integrated processing of data
from the SNS receiver and inertial navigation system
based on the Kalman filter. DNS errors in determination
of ground speed and drift angle are calculated with the
help of the differences

AV =NV -V,
ADA=ADA™ - DA,,

where all the right-hand members of equation (6) are
normalized to the same time value. To assess the
components of DNS speed, the speed vector projections
(Vna, Vea, Vua) taken as actual values are recalculated
with the help of actual values of heading angle W4, roll
angle ya and pitch angle va in the projection of (Vxa, Vya,
Vza) within the coordinate system bound to the aircraft
construction lines. DNS errors in determination of ground
speed vector components are calculated as follows:

AV, =V, =V,
AV, =V,-V,,.

Let us give an example of assessment of DNS output
parameters in one of straight-line overland flight segment

at a constant speed. Fig. 8 depicts the resulted DNS errors
of drift angle ground speed projections Vy and V.

(6)
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Fig. 8. DNS parameter errors in the flight segment.

The segment duration is around 1.5 hour. Time values
are plotted on the abscissa axis. The figure shows DNS
parameter error graphs and true heading values. In the
flight segment under consideration, the expected value M
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of the drift angle error is equal to —0.25°, the RMS
deviation o of error is equal to 0.30°, the value of |M| + 2¢
is equal to 0.85°.

V.

Long-range radio navigation systems (LRNAV) are
designed for determining aircraft current coordinates by
signals from reference ground stations.

LONG-RANGE RADIO NAVIGATION SYSTEMS

The main mode of operation of long-range radio
navigation systems is the time-difference mode.
Measurements of distance difference are based on an
airborne receiver which determines the time difference in
propagation of radio waves from two ground stations
(master and slave). The master station signal is received
by an aircraft at the certain moment of time 7}, (Fig. 9).

Hyperhola
s

|
|

5 Ty

Master ~ Slave

l
|
|

Fig. 9. Aircraft position determination using LRNAYV stations

The slave station signal reaches an aircraft at the
moment of time 7y. The baseline delay By and the delay
T, being constant for this station are selected in such a
way that T is less than 7y for any receiver point. The
difference between time values 7y and Ty defines the
difference in distances between the master station with
number N and the aircraft Dy.

Dy —DM:C(TN—TM).
Here c is the radio wave propagation speed.

The line of equal differences in distance is the
hyperbolic line and the point of intersection of two
hyperbolic lines of equal differences in distances matches
the aircraft position. Aviation currently uses pulse-phase
and phase LRNAYV systems. Pulse-phase radio navigation
systems (PPRNS) are widely used for solving flight
navigation problems. Such systems include domestic
Tropik-2 and Tropik-2P LRNAV systems and foreign
Loran-C system. PPRNS operate in the long-wave range
with the radiated signal frequency of 100 kHz
(wavelength of ~ 3 km).

For a few years, domestic radio industry has
developed the following navigation user equipment
operating by PPRNS signals: article A-711 (Kremniy)
with coordinate converter (article A-713), articles A-723,
A-727 and A-737U (Kvitok), as well as equipment PPA-
S/V (jam-resistant airborne receiver for airplanes and
helicopters) and PNAP-PLA (jam-resistant navigation
user equipment of manned aircraft). The RMS position
error in the PPRNS time-difference mode is 100-800 m
depending on the geometry factor and known conditions
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of radio wave propagation. Implementation of the
differential mode can significantly increase the position
determination accuracy that can reach 10-50 m. Phase
radio navigation systems (PRNS) operate in the very low
frequency (VLF) band. Such systems include the domestic
Marshrut system and the foreign Omega system (currently
not used). To resolve the phase ambiguity, phase radio
navigation systems emit signals at three frequencies. For
example, the foreign-made Omega PRNS employed VLF
band frequencies of 10.2 kHz, 11.33 kHz, and 13.6 kHz.
The domestic PRNS uses frequencies close to these
values. As examples of domestic airborne navigation
PRNS signal user equipment, we can mention articles A-
723, A-727, A-722, PPA-S/V, PNAP-PLA. According to
PRNS data, the RMS position error can be 1+4 km.
Implementation of the differential mode can improve
accuracy characteristics.

The characteristics of radio navigation systems are
assessed during flight tests using the methods and means
developed by Research Unit NIO-9 at JSC Flight
Research Institute n.a. M. M. Gromov. These methods
and means are presented in proceedings of the
International Conference on Integrated Navigation
Systems (MKINS) for the period of 2005-2023. Flight
research and testing of long-range radio navigation
systems was conducted by means of flying laboratories at
the Flight Research Institute n.a. M. M. Gromov and
prototype aircraft. Tests were conducted in LRNAV
operational areas during flights in the Flight Research
Institute’s aerodrome area and during en-route flights.
Onboard LRNAV equipment information was recorded by
the onboard trajectory measurement complex (OTMC).
The data in standard and differential SNS modes were
taken as actual aircraft position coordinates.

Fig. 10 shows graphs illustrating the in-flight errors of
PPRNS A-723 equipment onboard a Tu-154M flying
laboratory in the aerodrome zone operated by the Flight
Research Institute n.a. M. M. Gromov. The obtained
errors have constant components. With consideration
given to these components and implementation of the
differential mode of operation of article A-723, errors can
be significantly decreased.
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Fig. 10. LRNAYV coordinate measurement errors.
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The developed flight test technology with the use of
the onboard trajectory measurement complex allows

CONCLUSIONS
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evaluation of performance characteristics of flight and
navigation equipment and their systems.

Technology implementation allows running flight tests
and research of radio navigation systems such as ADF,
SRNAV, VOR/DME, DNS, LRNAV and other radio
navigation aids.

The application of developed means and methods for
flight testing of radio navigation and landing equipment
makes it possible to reduce manpower and time
expenditures required for flight tests.
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Abstract—The possibility of wusing the information
redundancy of the combined constellation of two satellite
systems to increase the accuracy of relative positioning of
aircraft moving each with an arbitrary roll is studied.

Keywords—global navigation satellite systems, accuracy of
relative positioning, rolls of the first and the second aircraft,
simulation modeling.

L.

Global satellite navigation systems are currently used on
all types of modern vehicles to determine the coordinates and
speed of their change due to the globality and accessibility of
the navigation field they create anywhere in the globe and
surface space. At the same time, in order to ensure high
performance of these characteristics, certain requirements
must be met for the navigation receivers and the surrounding
space, the absence of interference and other factors. These
conditions are listed in the interface control documents for
the systems. Further, we will call such conditions standard or
regular. However, these conditions are not met for all vehicle
modes of moving. In such cases, the accuracy of GNSS
positioning or positioning in general may not be guaranteed,
for example, when each of the aircraft is moving with a roll
or pitch. To increase the positioning accuracy in emergency
situations to the values guaranteed by a single GNSS under
standard conditions, methods can be used to increase the
information redundancy of the working satellite
constellations. One of these methods is based on the joint
processing of navigation measurements from two GNSS, for
example, GLONASS and GPS. In this case the satellites
number of a working constellation increases, the information
of the constellation increases, the entropy decreases, and the
information capacity of each satellite decreases.

INTRODUCTION

The report studies the possibility of using the information
redundancy of the working constellation formed by two
satellite systems to increase the accuracy of relative
positioning of aircraft moving each with an arbitrary roll to
values corresponding to the standard GLONASS positioning,
as indicated in the interface control document for the satellite
navigation system [1].

11

INFORMATION CRITERION FOR THE QUALITY OF THE
WORKING SATELLITE CONSTELLATION

There are well-known publications in which the criterion
of the number of navigation satellites in a working
constellation is taken as an information criterion of the
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possibility of using data from navigation satellite systems.
According to this criterion, the maximum permissible value
of the entropy increase is set, considering the number of
satellites in the working constellation as a "cyber-physical
parameter" [2]. However, this criterion does not define the
positioning accuracy, characterized by the size of the
uncertainty zone of the measured navigation parameters, and
it is not suitable for absolute and relative positioning.
Therefore, we will use the criterion accuracy of positioning.

The navigation satellite information received by users
spaced apart for relative positioning will be characterized by
the amount of information and Shannon entropy. These
information characteristics will change when the rolls of the
first and/or the second user occurred. A change in these
characteristics uniquely determines a change in the accuracy
of navigation definitions. It can be shown [3,4] that, under
certain conditions, the accuracy of relative positioning is
determined by the geometric factor of the simultaneously
visible satellites constellation. The change in the entropy of
the working constellations of navigation satellites when user
has roll will be equal to the change in the entropy of the
geometric factors of these working constellations.

III. A METHOD FOR STUDYING GNSS WORKING
SATELLITE CONSTELLATIONS FOR TWO USERS WITH
INDEPENDENT ROLLS

The research of information characteristics of relative
positioning was carried out by the method of mathematical
simulation using the Monte Carlo method. When relative
positioning, it is necessary to use navigation satellites located
in the joint radio visibility zone of two users. When
determining the visible simultaneously satellites, one of the
users was randomly located on the Earth's surface, and the
time of its positioning was chosen equiprobably from the
repeatability interval of the satellite configuration. The
second user was located at some distance AL from the first
one in an randomly direction. The time of navigation
definitions on the second user could differ from the time of
the first user by the value AT. In addition, each of the users
had their own given roll. The roll direction of each user was
chosen equally probable from the interval [0°, 360°].
Positioning by both users were carried out using the
combined GPS+GLONASS constellation [5]. The minimum
permissible elevation angle of the navigation satellites was
5°. The sample size was 100,000.

Geometric factors were calculated based on constellation
included the visible simultaneously satellites by two users.
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Based on the data obtained, probabilistic distributions of
geometric factors were constructed for different values of the
roll angles of users, with simultaneous and time- and space-
shifted measurements. In addition, the number of tests in
which the calculated value of the geometric factor PDOP
exceeded the permissible value of six was recorded. The
statistical characteristics of the obtained distributions were
determined: the mean and maximum values, the standard
deviation.

IV. THE COMPOSITION OF THE GLONASS+GPS
WORKING CONSTELLATION FOE RELATIVE POSITIONING
DEPENDING ON THE USER ROLLS

In the work, the number of satellites from the joint radio
visibility zone of two users was determined, depending on
the values of their roll angles B; and B,. Figure 1 shows the
probability distributions of the visible satellites number in
the GLONASS+GPS working constellation with the roll of
the first user B equal to 20° and four values of the roll angles
of the second user: B, = 5°, 10°, 15°, 20°. The distance
between users was AL = 0 km.
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Fig. 1. Probability distribution of the number of visible satellites for two

users with roll ($;=20°, AL=0 km)

Figure 2 shows the probability distributions of the
number of visible satellites with the same roll of the first user
B1 equal to 20° for the distance between users AL = 50 km.
As follows from Figs. 1 and 2, the distance between users of
50 km practically does not change the probabilistic
characteristics of the distributions.
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Fig. 2. Probability distribution of the number of visible satellites for two
users with roll (B;=20°, AL=50 km)

For comparison, Fig. 3 shows similar characteristics of
visible satellites for cases where for AL = 50 km and the roll
B of the first user is twice less and equal 10°.
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Fig. 3. Probability distribution of the number of visible satellites for two
users with roll (B;=10°, AL=50 km)

Comparing the distributions of the number of
simultaneously visible satellites for two users shown in
Figs. 1-3, it can be concluded that the influence of the roll
has a more significant effect on the probabilistic
characteristics of the distributions than the distance between
users.

V. GEOMETRIC FACTORS OF GLONASS+GPS WORKING
CONSTELLATIONS FOR RELATIVE POSITIONING DEPENDING
ON THE USER ROLLS

For the situations listed above, the geometric factors of
the GLONASS+GPS working constellations were calculated
depending on the rolls and the spatial and temporal
discrepancy between the measurements of the two users in
relative positioning. Statistical distributions of geometric
factors were constructed and statistical characteristics of the
distributions were determined. Due to the large volume of
the data obtained, only the most interesting of them are
graphically presented. Figure 4 shows the PDOP
distributions of the GLONASS+GPS working constellations
for relative positioning of two users with a roll equal 20°. At
the same time, in the first case, both users were spaced 100
km apart and carried out navigation definitions with a time
shift of 100 seconds, and in the second case, the spatial
separation was 1 km and navigation measurements were
carried out simultaneously. For comparison, Fig. 4 shows the
distribution of geometric factors calculated for users having
the same spatial and temporal shift as in the first case, but in
the absence of user rolls.
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Fig. 4. Probability distribution of PDOP for relative positioning of two
aircraft under rolls

Statistical characteristics of the distributions of geometric
factors of the GLONASS+GPS working constellations were
obtained with relative navigation definitions of two aircraft
with a roll. PDOP statistics calculated for different values of



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

the roll angles of the aircraft B and B, are presented in the
table 1 and 2. The roll angles B; and B, corresponded to the
practical tasks of approach and landing of various types of
aircraft. The data from the table 1 correspond to the case
when users spaced 100 km apart (AL=100 km) performed
navigation determinations with a time shift of 100 seconds
(AT=100 s). The last column of the table shows the number
of tests n* in which the calculated value of the geometric
factor PDOP exceeded the maximum value allowed for
navigational determinations, equal to six, n*{PDOP>6}.

TABLE L. PDOP STATISTICS FOR RELATIVE POSITIONING OF TWO
AIRCRAFT UNDER A ROLL AT AL =100, AT =100
B1 B2 Mean RMS n*
0° 0° 1.171 0.125 0
20° 20° 1.721 0.358 19

The PDOP statistics calculated for different values of the
roll angles of the aircraft 1 and B, for the case of AL=0 and
AT=0 is presented in Table 2

TABLE II. PDOP STATISTICS FOR RELATIVE POSITIONING OF TWO
AIRCRAFT UNDER A ROLL AT AL=0,AT=0
B1 B2 Mean RMS n*

0° 0° 1.159 0.122 0
5° 5° 1.261 0.146 0
5° 20° 1.492 0.225 1
10° 20° 1.551 0.257 4
15° 20° 1.624 0.302 6

Based on the simulation results shown in Fig. 4 and in
Tables 1 and 2, it can be concluded that with the considered
values of the parameters AL, AT, B and B,, the space-time
parameters have significantly less influence on the
distributions of geometric factors than the rolls of the first
and second users.

Let's introduce a notation for the geometric factor:
PDOP = PDOP (X;; X5 Xs; Xs), where X, X, Xs, X, are AL, km;
AT, c; Bi, deg; P, deg, respectively. Then the space-time
equivalent of changing the geometric factor in the absence of
user rolls has the form:

PDOP (100; 0; 0; 0) ~ PDOP (0; 100; 0; 0).

Changes in the user’s roll angle from 0° to 20° increase
the average PDOP value by no more than 1.5 times, and the
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standard deviation by 3 times. The number of rejected
working constellations according to the criterion {PDOP>6}
is no more than 20 out of 100,000, i.e. no more than 0.02 %.

VL

Based on the simulation results, the permissible values of
deviations of the parameters characterizing the relative
positioning of aircraft in difficult conditions using two GNSS
have been determined. These parameters include the distance
between two users, the roll of the first user, the roll of the
second user, and the time shift between user's moments of
positioning. The spatial-temporal-angular equivalent of the
deterioration in the accuracy of relative navigation satellite
definitions during user’s rolls has been determined.

These studies of the structural and information
characteristics of the global navigation field created by two
satellite radio navigation systems make it possible to expand
the range of tasks solved during navigation of various classes
of users, including the relative positioning of aircraft in
difficult flight conditions. Modeling of possible situations
confirms the conclusion that the information criterion used in
this work is more effective for estimating information losses
under abnormal conditions of satellite navigation definitions
using two GNSS than the criterion based on the analysis of
the number of navigation satellites in the working
constellation. This criterion is directly related to the main
parameter of navigation equipment — the accuracy of
navigation definitions.

CONCLUSION
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Abstract—This paper is about research of neural network
model used for monitoring telemetry data of space
nanosatellite. There are two main tasks: prediction of the
telemetry parameters of nanosatellite subsystems and
anomalies detection by an example of power supply system.
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Space telemetry is a set of techniques allowing inspecting
the state of spacecraft onboard subsystems [1] and it is very
important for their operation. Space telemetry data are as
usual multivariate time series. As a rule, a telemetry system
contains a data source, which is usually a sensor that
converts the measured parameters into electrical signals. The
paper considers the telemetry of a nano spacecraft of the
Cubesat type. An important characteristic of any space
system, particularly its orbital part, is reliability and
resilience to failures and abnormal situations and the
possibility of recovery. The main difficulties in solving
diagnostic problems are noisy signals as well as stochastic
nature of sensor signals. Some sensors can filter noise. The
forecasting problem of telemetry data is difficult, but not a
new one [1-2]. And new monitoring methods are needed to
detect abnormal situations in telemetry data. Forecasting a
multivariate time series based on the known history of
sequence can predict or estimate the new number in the
sequence. Recently, neural network (NN) models [3-§],
statistical models and ML models have been widely used to
solve the problem of forecasting a multivariate time series.
There are various types of models such as the regression
model, autoregressive model (AR), artificial neural network
(ANN), exponential smoothing (ES), Markov chain,
classification and regression trees (CART), support vector
machine (SVM), genetic algorithm (GA), transfer function
(TF), fuzzy logic (FL), and fundamental basic models. To
improve the accuracy of the forecast, several models are used
in parallel or sequentially. In a state-of-art survey for
forecasting researchers, we can find the following
classifications of models: univariate models (PatchTST
(2023), NHits (2022), NLinear (2022), NBeats (2020));
multivariate time series forecasting (TSMixer (2023),
AutoFormer (2021), TFT (2020), DeepAR (2018));
probabilistic forecasting (D3VAE (2023), TimeGrad (2021),
Transformer MAF (2021), Quantile Networks (2021), spatio-
temporal forecasting STDMAE (2023), STEP (2022), A3T-
GCN (2021), and Evolve GCN (2019). Neural network
models utilize a framework for organizing complex
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algorithms for transformation of data. The precision of the
analysis is enhanced by incorporating the characteristics of
spacecraft subsystems within the NN structure, which
includes the creation of specialized hybrid NN architectures,
that merge two well-known models to efficiently address
ectively solve a real-life manufacturing process. The initial
architecture is designed for data preprocessing and feature
extraction; the subsequent architecture is for decision-
making based on specific task at a hand (segmentation,
identification,  classification,  forecasting).  Different
configurations of neural networks for this purpose include:
multilayer perceptron, convolutional neural network (CNN),
self-organizing map, long-term memory, SVM, recurrent
NN, etc. Additionally it is possible to create ensembles of
neural networks (ENN), which are groups of NNs that
collectively make decisions by averaging the outputs of
individual NNs, thereby enhancing the overall quality of the
results. A model that is trained at a specific moment in time
- and the decision line created by this model - might not
accurately represent the resent condition of nature because
of shifts in fundamental surroundings. This type of
environment is known as a nonstationary environment, and
the problem of learning in such an environment is often
called the challenge of concept drift. Concept drift issues
are typically linked to learning in a step-by-step manner, as
new information is introduced over time. And the accuracy
of the timeseries multivariate forecasting increases if we
have good time series data quality.

II. DATA PREPARATION AND ANALYSIS

The training sample must be representative. A
representative set determines the ability to generalize the
results of a research of a certain sample on the entire
population from which it was collected. In analysis, it is
important to understand how representative the data is. This
means having enough varied examples during training that
accurately show the rules and patterns the model needs to
identify as it learns. The following principles must be
observed: sufficiency, diversity, and uniformity of class
representation [8-10]. At the stage of preprocessing, scaling,
transformation of nominal variables, removal of outliers, and
analysis of correlation matrices are carried out. Variables
must be converted to the values from -1 to 1. Outliers are
removed. Often, the initial step in the analysis is to compute
the correlation matrix of all variables and check for
significant correlations. Perform an analysis of correlation
matrix for Cubesat telemetry values with the call sign
RS20S. This Cubesat is developed using the Geoscan 3U
satellite base and this platform consist of power supply
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system, communication system and control of the spacecraft  the problem of data processing, consider the time series of
payload, also provides conditions for the equipment  voltage values for the one month, Fig. 4. The horizontal lines
operation during the flight. Telemetry data for this Cubesat  in Fig.4 indicate the upper and lower thresholds of
we download from the website of SatNOGS project. permissible voltage. To address the issue of data processing
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Fig.1. Correlations matrix between pairwise combinations of values from sensors related to the power supply system of CubeSat
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Fig.2. Correlations matrix between pairwise combinations of values from all sensors of CubeSat

Then construct correlations matrix between pairwise and forecasting, we use the apparatus of TensorFlow
combinations of values from sensors related to the power  library, for example, MinMaxScaler is applied. It scales the
supply system, Fig. 1. The values of the same nature  values within a given range because it preserves the relative
correlate, as you can see in Fig. 2. If you think that diagrams  proportions of feature values. Also, TensorFlow allows you
are more useful, you can see a correlation diagram of voltage  to explicitly create a training model using the Keras library,
values with the values from other sensors in Fig. 3. To solve  which is very convenient for both LSTM and deep LSTM.
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III. RESULTS OF TRAINING A NEURAL NETWORK MODEL

We use a dLSTM NN as a basic NN model [9-11] and
configure dLSTM with the ADAM optimizer. Then we
change the following hyperparameters: the number of
training cycles, the volume of the training dataset, and the
sequence length during the empirical research.
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Fig. 3. Example of correlation diagram of voltage sensor and signals from
other sensors
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Fig. 4. Example of graph of voltage in Cubesat power supply system and

Predicted value

We use mean squared error (MSE) and the number of
correctly identified abnormal situations as metric in our
research. The maximum correct prediction of abnormal
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situations — 83.7 % was achieved with the following
combinations of hyperparameters: the number of training
cycles — 5, the volume of the training dataset — 8§, the
sequence length — 8 and the MSE error value is 0.02864.The
graph of the obtained and predicted voltage in Fig. 4. A new
direction for further research is adaptation of the developed
neural network model to run on CPU or embedded devices
using the quantization mechanism for the considered model.

In conclusion: the dLSTM neural network model, like
other complex neural network models adapted for use in
forecasting, outperform simple models. Complex neural
network models are used successfully to solve problems in
computer vision and natural language processing.
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Abstract—The features of the algorithms construction for
three-dimensional reconstruction of electron concentration
fields in the ionosphere based on the data of the global
navigation satellite system are presented. The results of
measurements of the satellite precision positioning system of
the Republic of Belarus and navigation data of high-orbit
navigation satellites were used as input data and GPS
navigation data
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The ionosphere is a highly ionized layer of the Earth's
atmosphere, the state of which plays an important role in
radio communications, radio navigation and other systems
using electromagnetic waves [1]. Reliable information about
the three-dimensional structure of electron concentration in
the ionosphere makes it possible to improve the accuracy of
positioning and navigation, as well as to provide more
reliable radio communication under conditions of
ionospheric variability [2, 3]. The advent of global
navigation satellite systems (GNSS) has provided access to
an extensive network of satellites emitting signals at different
frequencies that interact with the ionosphere during their
passage through it [1, 2]. At present, many effective methods
for the three-dimensional reconstruction of electron
concentration fields in the ionosphere are known, primarily
based on the use of various modifications of the iterative
algebraic reconstruction algorithm [4, 5]. In spite of this, a
number of problems related to the reconstruction still remain
unsolved. Among them we should mention [3, 6, 7, 8]: the
choice of the optimal voxel size and geometry, the choice of
the method of smoothing the reconstructed data, the
justification of the input constraints and taking into account
the a priori information about the state of the ionosphere, the
multidimensional optimization of the parameters of the
developed reconstruction structure. The proposed paper
considers the developed algorithms and examples of three-
dimensional reconstruction of electron concentration fields in
the ionosphere based on the results of measurements of the
satellite precision positioning system of the Republic of
Belarus.

INTRODUCTION
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II.  THREE-DIMENSIONAL RECONSTRUCTION OF
ELECTRON CONCENTRATION FIELDS IN THE IONOSPHERE
USING DATA FROM THE GLOBAL NAVIGATION SATELLITE

SYSTEM

The GNSS-based ionospheric radio tomography process
requires image reconstruction in the region of interest by
analyzing a subset of integral projections (Figure 1).

GNSS
satellites

~

e

GNSS receivers

Fig. 1. Principle of ionosphere radio tomography based on data from
global navigation satellite systems

These projections are measured at different angles or ray
paths. The mathematical inverse problems associated with
image reconstruction by measurements within or around the
study area are difficult because the information sought, such
as the electron density distribution, is not directly available.
Instead, only certain transformations or projections of this
information are available. In practice, these measurements
are incomplete and noisy samples of information [1, 4, 5, 10,
11]. In the case of GNSS-based ionospheric tomography, the
presence of constraints such as a limited number of satellites
and ground stations and a limited reception aperture makes
this problem ill-posed and requires the consideration of
additional a priori information for its solution.

To reconstruct three-dimensional images of the
ionosphere electron density, it is necessary to carry out
observations of the linear integrals of its electron density at
different positions and orientations through the probed
region. These linear integrals are measured in the form of
total electron content (TEC), which can be written for an
arbitrary moment of time t as [1]:
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TEC(t) =] Ne(t,lydl 1)

where Ne(l, t) is the electron density of the ionosphere, and 1
specifies the ray path between the satellite and the receiver.
In detail, all the stages of determining the total electronic
content, including the calculation of TEC by code and phase
pseudo-distance, the elimination of cycle slip, and the
calculation of differential code delays, are described in the
authors' works [9, 10, 11].

Within the framework of the computed tomography
approach, and taking into account that the electron density
distribution is stable over a selected time period, the
ionosphere is partitioned into a regular grid of n voxels. In
the reconstruction, the electron density is assumed to be
constant in each voxel, so the continuous density distribution
Ne(l) is discretized by a column vector x of dimension nx1.
The set of TEC measurements is expressed by a column
vector y of dimension mx1. After discretization, expression
(1) reduces to the form:

2

where A is a matrix of dimension mxn, relating the
electron density distributions to the TEC measurements;

€ vector-column of observation noise of
dimension mx1.

The problem of radio tomography in this case is reduced
to determining the unknown distribution of electron density
in a given sensing area using the known values of TEC y
measurements and the coefficient matrix A.

As a result of comparative studies, the Landweber
reconstruction algorithm [6, 7], which is characterized by the
lowest computational complexity and high convergence rate,
was chosen as the basis for the developed reconstruction
algorithm. The developed algorithm was modified for the
initial data and is reduced to the calculation of the following
expression:

y=Ax+¢g,

xk+1=xk+BlkAT(y—Axk), 3)
where xX is the vector of electron concentration values in
the mxn grid nodes at the k-th iteration;

A - extended coefficient matrix consisting of
matrix A augmented by a constraint matrix accounting for
the smoothness of the electronic concentration;

y - extended observation vector;

Ak - relaxation coefficient, which takes into account
the a priori distribution of electron concentration;
B - weighting coefficient.
The realized algorithm is reduced to the following steps
(see Fig. 2):
- initialization of Ak with data on the a priori distribution
of electron concentration;
- calculation of the vector y for a given moment of time;
- calculation of the components of the matrix A;
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- calculation of the matrix with constraints B [7] and its
addition to the matrix A;

- setting initial values of x0 taking into account IRI-2016
data [13] and Chapman constraints for night conditions [1]
and exponential distribution [14] for day -conditions,
provided that there is no a priori information;

- execution of expression (3) until the required accuracy
is achieved.

y xk +1
P - » | E y >
ry <1 'y Y L o -
Decision to
MeA stop = \
A priori . | Precision fterations
data block unit
~ X, —
L + k
Ax,
Fig. 2. Structural diagram of the algorithm of simultaneous algebraic

reconstruction with input constraints

III. EXAMPLE OF RECONSTRUCTION OF ELECTRON
CONCENTRATION FIELDS OVER THE TERRITORY OF THE
REPUBLIC OF BELARUS DURING THE GEOMAGNETIC STORM
ON NOVEMBER 5, 2023

Figures 3-5 show examples of operation of the algorithm
for reconstruction of electron concentration fields in the
ionosphere over the territory of the Republic of Belarus
before, during and after the geomagnetic storm on November
5, 2023. The reconstruction was carried out at the time of
maximum electron concentration (at 11:40 UTC) for three
days: on the eve, during and one day after the geomagnetic
storm.

The three-dimensional reconstruction was performed
based on the results of the full electron content for 90 ground
stations. To ensure the necessary amount of data, the time
discretization step was chosen equal to 15 minutes. Figures
3-5 show examples of cross sections of the reconstructed
area in three planes (in the horizontal plane at altitudes of
200, 300, and 400 kilometers, in the plane with constant
latitude 54°, in the plane with constant longitude 27.5°), as
well as the total vertical total electron content obtained by
summing the reconstructed field by vertical columns.

It can be seen that the day before the geomagnetic storm,
inhomogeneities appear in the ionosphere - a positive
ionospheric storm (Fig. 3). On the day of the geomagnetic
storm, the TEC value increases significantly (up to 70
TECU, Fig. 4), and the next day, there is a significant
decrease of TEC (approximately by a factor of 3, Fig. 5),
which is referred to in the literature as a negative ionospheric
storm.
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IV. CONCLUSION

The features of the construction of algorithms for three-
dimensional reconstruction of electron concentration in the
ionosphere are considered. The main scientific problems that
arise in the implementation of this algorithm are: the choice
and justification of the size and geometry of the voxel; the
choice of the method of algebraic reconstruction and the used
method of stopping the reconstruction procedure; the choice
of the method of smoothing the reconstructed data; the
consideration of a priori information in the reconstruction
algorithms; the optimization of the parameters of the chosen
reconstruction structure.
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Abstract— The article is devoted to the implementation and
experimental study of the concept of collaborative positioning
with global navigation satellite systems intended to provide
global coverage of a high-precision navigation field while
significantly reducing the load on the telecommunications
network and ensuring the initialization time and accuracy of
determining coordinates characteristic of the RTK method for
satisfying modern requirements of new categories of high-
precision GNSS users.

Keywords—GNSS, PPP, collaborative positioning, extended
Kalman filter, moving-baseline

I. INTRODUCTION

The present study dwells upon a concept of collaborative
positioning with global navigation satellite systems (GNSS)
proposed by Chris Rizos, Joel van Cranenbroeck et al. [1].
The concept implied that each GNSS user could provide
corrections in real time to other users so that together they
would create a new ground-based dynamic infrastructure for
high-precision positioning. The concept can be developed
further and implemented differently, depending on the
particular ways the corrections are distributed and applied.

Implementation of the concept can be especially
promising in the context of combining Precise Point
Positioning (PPP) method and relative real-time positioning
method known as Real-Time Kinematic (RTK), comprising
the benefits of both methods, which is considered in the
present study.

The potential key benefits are global coverage of high-
precision seamless navigation field; reduction of PPP
convergence time to RTK initialization time, decreasing data
traffic in comparison with transmitting observations space
representation (OSR) corrections form  continuously
operating reference stations (CORS) to all users constantly
[3; 4].

Process of collaborative positioning must be fully
automatic to satisfy the needs of new categories of users and
applications, such as robots and users of mass market
positioning-based applications, described in [5]

Il. IMPLEMENTATION OF COLLABORATIVE POSITIONING

PPP is proposed to be used as the main method to
provide global coverage and minimize the data traffic, and
RTK corrections can be provided by one user to another on
demand for fast initialization or reinitialization of PPP
Kalman filter.
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Implementation of collaborative positioning implies
changing the way GNSS receivers interact with each other.
Thus “base” and “rover” are no longer considered as constant
receiver types but as receiver’s current role or status. Apart
from them a new “candidate” status has been added. The
following scheme of interaction between them is considered.

“Rover” is the default status. It is assigned to the user’s
navigation equipment (UNE) immediately after it is turned
on or when its positioning accuracy is poor or not known.
After getting this status, rover sends its approximate
coordinates and a request for RTK correction to the cloud
data center (CDC).

“Candidate” status is assigned to the UNE if standard
deviation of its coordinates is below a certain level (20 cm
for test purposes) and if the user has given consent to transfer
one’s high-precision coordinates to other users.

“Base” status is assigned to a candidate by CDC if there is
any rover nearby that require corrections. Base transmits a
stream of OSR corrections - measurement data and high-
precision coordinates in RTCM3 format to rover through the
CDC.

Refinement of the user's location is carried out by partial
substitution of a priori information in the extended Kalman
filter of the PPP method with values, obtained from RTK
solution in real time.

The scheme of interaction between UNE and CDC
implemented in a prototype as presented in Fig. 1.
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Fig. 1. Prototype service of collaborative positioning.

Platform as a service (PaaS) implementation has been
chosen to provide scalability and reliability. CDC in the
form of PaaS allows deploying system on different virtual
machines within one application, operating in one cloud
service. User acess is provided through dedicated public IP
adress. Automatic load balance is performed. Cloud
platform is scalable. Virtual machines are deployed in such
a way to eliminate a single point of failure.
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The CDC data base contains information about UNE
status, coordinates in ITRF, their standard deviations,
kinematic status (still or in motion), receiver type.

The decision if a UNE needs RTK correction to
(re)initialize PPP Kalman filter is made according to the
following criteria:

1) rover's PPP solution has not converged (approached
the highest level of precision),

2) available alternative (RTK solution) is significantly
more precise than PPP solution.

The first criterion is based on imperical observation that
in PPP Kkinematic mode the standard deviation of each
coordinate converge finally to a level of few centimeters and
do not change significantly after that. For that purpose the
rate of standard deviation decrease is compared to imperical
value L = 0.02 for data sampling interval 1s , as in (1):

[SMA,, — &
SMA,

where SMA, - simple moving average of average

>L Q)

standard deviations with the sampling width m at time

1 & -
t.SMAml = Z O-pppI ’
Minma
Cppp average standart deviation at moment t
— oy to, +o,
Oppp =— 5

3

If the result of the condition (1) holds, it is considered
that PPP solution has not converged. Then OSR corrections
are requested from the most apropriate candiate, turning it
into base, in order to calculate RTK solution for the rover as
an alternaitve to PPP solution.

OSR corrections from base include GNSS measurements
and precise coordinates in RTCM3 format, which are used
in relative real-time positioning based on double differrence
(DD) phase measurements model: regular RTK if the base ia
a CORS or in moving-baseline mode if the base is moving.
In either case coordinates or trajectory of the base in real
time are expected to be highly accurate. In both cases we
further refer the acquired solution as RTK solution.

The second criterion is applied to check if RTK solution
is more precise than previously acquired PPP solution, as in

(2):
)

average standart deviation of RTK

EPPP‘ . EDD[
where &, -
estimates of coordinates at time t :

Oy +0y +0.
oo, = X 3Y z :

Gppp — average standart deviation of PPP estimates of
coordinates at time t .
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When both criteria are met, PPP solution is recalculated
as follows. A priori coordinates and their variance at
prediction step for the current moment t are substituted with
values from RTK solution, after that PPP measurement
update is recalculated. This allows to draw PPP estimates of
coordinates closer to RTK solution at moment t, and, what is
more important, it facilitattes gaining weight of current
estimates of phase ambiguities and wet troposheric dealy, so
that PPP solution can converge faster and become stable.

I1l. EXPERIMENTS

To evaluate performance of the collaborative
positioning preliminary pseudo-kinematic and kinematic
tests were carried out. Pure RTK, PPP, and collaborative
positioning solutions were calculated simultaneously in real
time and then compared. For the PPP method, real-time
differential code biases from the SSR correction stream
were considered [1; 6].

Pseudo-kinematic tests were caried out using
International GNSS Service and EUREF CORS providing
real-time data streams as rovers. Pseudo-kinematic mode
means that though sites are Earth-fixed, processing is
carried out as they were mobile. Known positions at current
epoch were obtained from ITRF2020 catalogue and used in
accuracy evaluation for calculating root mean square error
using Gauss formula, as in (3):

[4°]

n

m=

)

Results of accuracy assessment for four ground
points are presented in Table 1. The duration of the
experiment was one day, including six four-hour sessions
for each station. Data sampling rate is one second.

TABLE I. ACCURACY ASSESSMENT FOR GROUND POINTS, M
Point / distance to _ Methads
“Candidate” (km) CO”?por?t'Ve PPP RTK
positioning
E: 0.17 E:0.16 E: 0.51
WGTN /320 km N: 0.14 N: 0.15 N: 0.40
U: 0.30 U: 0.45 U: 0.78
E: 0.12 E: 0.20 E: 0.09
BORJ /80 km N: 0.09 N: 0.22 N: 0.07
U:0.29 U: 0.51 U: 0.15
E: 0.12 E:0.19 E: 0.19
KARL /125 km N: 0.10 N: 0.14 N: 0.16
U:0.20 U: 0.38 U: 0.26
E: 0.17 E:0.18 E: 2.48
RDSD /550 km N: 0.17 N: 0.20 N: 1.40
U:0.37 U: 0.64 U: 3.90

Also, the preliminary kinematic experiments in urban
conditions were carried out with two receivers (UNE sets)
installed on a car roof as shown in Fig. 2. The first UNE set
capable of implementing collaborative positioning included
the u-Blox ZED F9P microcircuit [2] and the Harxon HX-
CSX601A dual-frequency survey antenna. The second UNE
set included a surveying grade receiver (Stonex S800A),
which was used for acquiring a reference trajectory.
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Fig. 2. Mobile installation

Based on the results of the test, a positive effect is
noted associated with fast reinitialization of the solution
after passing under bridges and within tunnels, as in Fig. 3

. —

Fig. 3. Restoration of the solution (White point: collaborative positioning;
Green point: reference track from relative method)

Results of accuracy assessment for mobile receiver
from collaborative positioning, PPP and RTK methods,
presented in table 2. RMS estimates also include 15.7 cm
shift in horizontal plane between the two antennae phase
centers. Vertical shift was corrected.

TABLE II. ACCURACY ASSESSMENT FOR MOBILE RECEIVER
Methods
T )
ype of accuracy CO||E_).k?OrE?.tlve PPP RTK
positioning
E: 0.40 E: 0.88 E: 0.39
RMSE (68,27%), m N: 0.56 N: 1.35 N: 0.60
U:1.03 U:1.39 U: 3.16
IV. RESULTS

Based on the results of the experiments, we should
recognize the positive effect with the reduction of the
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convergence time and improvement of accuracy to a level
comparable with RTK. And also, the effect of fast
reconvergence of the solution after the car passes under an
obstacle was noticed; the tracking is restored almost
instantly and the accuracy improves significantly if
compared to PPP. At the same collaborative positioning
time proved to be suitable for application at long distances
from base stations, unlike RTK. More kinematic tests is
planned.

V. DISCUSSIONS

The results of the preliminary tests of collaborative
positioning show that it may be used to achieve global
coverage of high-precision navigation field while reducing
the initialization time to same of RTK as well as for the case
of reinitialization of the solution after an interruption in the
first seconds of receiving new measurements. It also can be
fully automated such to be suitable for applications such as
precise navigation of robots and new mass-market
positioning-based applications.
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Abstract — The paper considers the task of identification
(detection, filtering and map-matching) of traffic lights on an
image sequence in tram driver assistance systems. The
solution of the problem is described from the formation of
3D measurements from the output of a neural network
(detections) for each camera to the comparison of the results
with the map and planning to pass the intersection. The
novelty of the work is the use of 3D measurements, the UKF
filter to process the results of detections, and the procedure
of combining the results of two cameras. The presented
algorithm and its modifications are evaluated on real data,
proving its effectiveness.
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I. INTRODUCTION

Progress in the development of unmanned technology
[1-3] has led to the introduction of these technologies and
on public transport, recently on the streets of St.
Petersburg began to operate systems to assist the driver of
the streetcar [4, 5].

Traffic light recognition system is an integral part of
autopilots. When driving on city streets, a car operating in
robot mode must recognize traffic lights when approaching
an intersection, classify their signals, and compare the
results with a map and plan. Thus, the system should
perform a complete stop of the tram (at the stop line) in
case the driver continues to move at a prohibited traffic
signal.

Despite the rapid development of deep learning
algorithms, the solution to the problem of recognizing
traffic lights is still fraught with many difficulties due to
changing weather conditions and traffic at different times
of the day, a wide variety of signals and types of traffic
lights, "heap" placement of traffic lights at intersections
and the presence of numerous "false" light sources
(lighting, car headlights, etc.), the location of traffic lights
in different parts of the road scene, a decrease in the
brightness of signals during prolonged operation.

The above circumstances require the development of
complex algorithms for recognizing traffic lights in the
image, filtering them and comparing them with the map.
The necessity of using a map is explained by the task of
selecting a traffic light or a group of traffic lights that
regulate the passage in a given direction at an intersection.
The information about traffic lights is usually stored in
digital maps. In this paper, it is assumed that a map of
traffic lights location, can be obtained by digitizing a
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satellite image and does not require expensive "lidar"
markup.

Unlike the known ones, in this paper, the
measurements are 3D detections of the neural network
obtained from the image of each camera. The cameras
used have significantly different internal parameters,
which leads to the need to process measurements with
different accuracy of their filtering and comparison with
the map.

The paper consists of several sections, which describe
the problem statement, the stages of its solution: detection
of traffic lights in the image, filtering of the obtained
measurements using UKF filter, comparison of
measurements from each camera, determination of the
signal class, comparison of the traffic light position with
the map, and evaluation of the accuracy of the proposed
approach.

II. ANALYSIS OF EXISTING APPROACHES

The traffic light detection problem 1is usually
formulated and solved on an image, and a priori map
information can be used. The information from the digital
map is used to constrain the search area of traffic lights in
the image. Detection and classification networks, which
are currently implemented based on deep neural networks,
are used to detect the position of a traffic light and
determine its signal.

The problem of traffic light detection can be solved for
both night [6] and daytime [7] conditions, to take into
account the features associated with the small size of the
traffic light in the image [7]. Use information from the
map [8], [9]. In addition, lidars [10], stereo cameras [6] or
multiple cameras [8] can be used to solve the problem of
map matching, data projection and reprojection. Problem
formulations can also consider different locations: urban
environment [11] or freeway [7]; types of traffic lights:
automobile or tram [9].

The overall solution of the problem is usually
composed of solving the following subproblems:

- detection and classification of traffic signals on the
available image;

- tracking of traffic lights between frames and between
Sensors;

- filtering of measurements and comparison of the
obtained measurements with the map.

A brief review of works on the proposed topic is presented
in Table 1.
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TABLE 1. ANALYSIS OF EXISTING WORKS

Source Sensors and features Detection Tracking and filtering Digital map
[8] Stereo camera, odometry and inertial | YOLO, traffic lights with | Based on a separate neural | Not used
module. The traffic lights in the | arrows, separate neural network | network
image are extremely small in size for classification
[9] Lidar and three cameras. Unmanned | SSD detector. Tram traffic | Hidden Markov model. Cross- | High definition lidar map,

tram. Suburban. lights

camera processing using lidar to generate

search areas

Lidar, one camera

YOLO, two types of traffic

Accumulation of detections in | High definition lidar map,

lights buffer, use of clustering using lidar to generate
search areas

[12] Multiple cameras with different focal | YOLOvS for each camera, | Hungarian  algorithm  and | Digital map to generate
lengths, GPS, inertial module, urban | automobile traffic lights hidden Markov model search areas

environment

[13] Stereocamera, GPS Neural network

Kalman filter and Hungarian | Not used
algorithm for traffic light map

formation

The analysis of works has shown that the solution of
the traffic light recognition problem is based on multistage
algorithms. In this case, the currently implemented
algorithms use information from two or more identical (to
form stereo) cameras or lidars, which significantly
facilitates and increases the accuracy of the problem
solution. At the detection stage, a priori information from
the digital map is most often used, which is also obtained
on the basis of high-precision measurements. However, the
known works do not include solutions using cameras with
significantly different focal lengths, new neural network
architectures capable of generating 3D information about
the road scene. In addition, the solutions are rarely tested
in urban environments (as the most difficult case), and are
not related to the task of passing an intersection based on
the detection of only relevant traffic lights.

III. PROBLEM STATEMENT AND STAGES OF ITS
SOLUTION

The tram driver assistance system consists of several
cameras installed in the tram driver's cabin. Each camera is
associated with a coordinate system xyz centered at the
point C. Cameras are considered calibrated, with known

internal K~““™""> and external RSC™V">, T cam/vr>
installation parameters relative to the tram coordinate
system, where m is the camera number, Figure 1. The
beginning of the tram coordinate system (hereinafter
vehicle related - VR) coincides with the center of the front
bumper and is on the ground. In the VR coordinate system
the primary analysis of the road scene is performed. In
addition, the tram's navigation system determines its
position and orientation in the global metric coordinate
system (GM). GM coordinate system allows to determine
the position of any object in space based on the vector
Sigm = [Xt, Ve, Ze, A, B Vi), Where xg, yi, z, object
coordinates, a;,f;,¥; — orientation angles. It is obvious
that for the transition from cam to GM coordinate system,
it is necessary to sequentially perform the transitions from
cam to VR and from VR to GM.

The coordinates of the traffic lights in the GM
coordinate system are known in advance. We denote them
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as a vector o) = [x,y,z,y], where b — traffic light index,
X, ¥,z — coordinates and y — yaw. At each intersection, the
traffic lights are grouped into groups. Under the group of
traffic lights is understood a set of traffic lights (main and
duplicate) that regulate traffic at the intersection and have
a common stop line for stopping a vehicle. To reduce the
designations we will not introduce an additional index of
the group of traffic lights.

Recognition of traffic lights is performed by a neural
network based on the images formed by each camera. The
network is multi-headed (multitasking). Each of the
network heads has its own purpose. We can distinguish:
solving the problem of segmentation, 3D detection,
embedding formation and others. Figure 2 shows the result
of the network. The architecture of such a network is
described in detail in [4], so it is not considered here.

Figure 1. Image of tram and VR coordinate system (a)

At each moment of time, the neural network receives
an image I[* as input. The neural network finds objects:
vehicles (including cars and trucks, public transport),
pedestrians, traffic signs and traffic lights and determines
their spatial position described by bounding boxes (further
3d detections or simply detections)
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=,
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Figure 2. Visualization of road scene recognition (3D detections - cars
(yellow), traffic lights (red), segmentation area - curbs (red), tramway
(turquoise))

We denote the detection of traffic light j at time t, for

¢, tm .
camera m as 7; ™ The measurement vector 7 ™ includes:

- coordinates (pixels) [u, v] of the traffic light center in
the image I[";

- depth of the traffic light center d in the camera
coordinate system, meters;

- orientation in euler angles (pitch, roll, yaw);

- physical dimensions of the object: width (w), length
(1) and height (h), meters;

- unique identifier of the traffic light area - embedding
(E).

All the above parameters except u, v are generated in
the cam coordinate system.

It is required to determine the correspondence between
the j-th detection and the ordinal number of the traffic light
b, based on the measurements T}-t'm. The following steps

are performed to solve the task:
Tracking - matching traffic light detections between
frames for each camera separately, i.e., finding the

1
correspondence between th,m and 7}-t2+ m

Combining detection results from different camera for
the same traffic light into a single measurement, i.e.,

: 1
finding a correspondence between 7;-§'m and 7;-2’7“ ;

Traffic light position filtering - determining the
coordinates of traffic lights in the GM coordinate system
by several measurements;

Comparison of the obtained coordinates based on the
filter results with the traffic lights available on the map;

Classification - determining the class of a traffic light
signal from the image to make a decision about the
possibility of passing;

Let's consider the above stages in more detail.

IV. TRACKING

In modern computer vision tasks tracking (tracking) of
objects is performed using embeddings. Embeddings are
understood as a vector of features stable in time and space,
which characterizes an object (region) in the image. The
neural network used in this paper generates an embedding
- E; - for each j-th detected object (traffic light). The
dimensionality of the embedding vector is 128. To
determine the fact of similarity of two areas in the images
at the moments of time t and t-1 a cosine similarity

i
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measure is used, given by the expression of the following
form
EE j
|Ei||Ej

where E;, E; - the embeddings of objects i and j at
times t and t-1.

The larger the value of C to one, the higher the
similarity between the embeddings and as a consequence
the more clearly the two traffic light regions in the image
sequence correspond to each other. To find the matching
pairs between i and j. We perform pairwise computation of
the cosine measure for all measurements obtained at time t
and t-1 and select pairs with maximum C values.

V. MERGING OF DETECTION RESULTS BETWEEN
CAMERAS

In order to solve the traffic light recognition problem
reliably, it is necessary to recognize both main and
duplicate traffic lights at the same time. In addition, it is
necessary to recognize traffic signals in advance to ensure
timely braking of the vehicle if necessary. To this end, the
project uses two cameras, with different focal lengths,
differing by a factor of about two. One of the cameras is
set to work with distant objects, the second with near
objects. Images from each camera are independently
processed by a neural network, so the results of
recognizing objects and traffic lights obtained from the
two cameras must be combined, i.e. find a match between
them. Since tracking is most often understood as a
procedure of inter-frame tracking rather than inter-camera
tracking, the term "merging" is used to avoid confusing the
reader. The data pooling problem is not trivial due to the
rather large number of variables and can be solved using
the following distance functions:

- Cosine embedding distance. This technique is widely
used in practice and does not depend on the camera
settings. However, embeddings may coincide for similar
objects that are in different parts of the image and the
embedding may change from frame to frame (e.g. due to
flashing traffic lights).

- A measure of Intersection over Union (IoU) 2D by
transferring the recognition results from one image to
another. An understandable and geometrically well
interpretable metric that is widely used in practice.
However, its use requires highly accurate calibration
parameters for both cameras and depth knowledge for
transferring detection regions.

- Computation of IoU for 3D detections. The neural
network outputs 3D detections, so it is possible to use this
information for intersection verification and not be tied to
the image. Obviously this reduces ambiguity when objects
in the frame are side by side. However, because the depth
of objects from different cameras may differ greatly (due
to the large difference in focal length), there may be no
intersection of cuboids in space at all, or on the contrary
there may be a false intersection.

- Euclidean distance (L2) between centers of objects
(in space). An understandable and popular approach, but
due to errors in predicted depth, objects may also not
coincide.
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- Mabhalanobis distance, which is similar to Euclidean
distance, but allows to take into account the error in the
depth of the objects for each camera. This approach allows
to take into account the covariance (noise) of depth
determination by the neural network.

- Distance between the centers of 2D detections by
transferring the coordinates of the centers of selected
regions to one image and calculating the distance. In some
cases it is difficult to take into account the difference in
pixels for distant objects, because the size of the boxes
changes greatly in one image relative to the second image.
In addition, the metric depends on the parameters of both
cameras.

As can be seen from the analysis, there are quite a lot
of ways to "combine" measurements. To choose the
optimal strategy of merging measurements or their
combinations it is necessary to proceed from the following
factors: metrics should produce normalized values in the
range from 0 to 1, when using several metrics it is
necessary to determine the coefficients of their influence..

Based on the experiments performed, a final metric
was created that combines data on the mutual location of
the centers of 2D objects, embeddings and IoU of 2D
objects. With the latter two components, weights are
introduced to adapt their contribution to the final metric.
Thus, the final correspondence metric (W) can be
calculated, based on a weighted sum of the cosine sum of
the distance between embeddings (d_emb) and the
inversion of the IoU index (1 - iou), with the importance of
each component determined by the weighting factors
(w_emb and w_iou, respectively). In doing so, the
equation takes into account a threshold value for the
distance in pixels between the centers of 2D boxes
(d_pixel) to screen out further false comparisons. Through
numerous experiments, the weights were found to be in the
range: weight w = 0.6...0.7 for embeddings, weight w =
0.3...0.4 for IoU.

VI. OPTIMAL FILTERING OF TRAFFIC LIGHTS
LOCATION COORDINATES

The results obtained directly from a neural network
often contain a significant level of random inaccuracies or
"noise", which requires additional filtering. The Kalman
filter is used for this purpose. The filtering of traffic light
positions can be performed using a UKF filter based on the
following equations.

The equation of state contains a constant model

gm _ _gm gm
Stp1 =S T W
m . m
where  wf model  noise, si™ =

[xgm, Ygms Zgm: W, Lh, yawgm] — state vector.
The measurement equation has the form
zlT = H(sI™) +vf"

where z{" = Gt = [Ucam: Veam> Aecam» Y AWy, W, L, h].
The transition from the state vector to the measurement
vector is performed using the internal camera calibration
parameters and matrices R;;gm/ > T;gm/ > determined
by the navigation system.

)
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VII. MAP MATCHING

Based on the results of the filter operation, a vector of
traffic lights coordinates is formed, which is further
compared with the information on the location of traffic
lights available in the digital map.

The digital map is a database that stores the
coordinates of traffic lights location, route sections they
regulate, classes of signals to allow passage of route
sections and other service information.

The comparison of the vectors of coordinates of traffic
lights locations with the calculated values is performed
using the Mahalanobis distance, which is determined by
the following equation

dyp = J (7™ = 0d™P1(sI™ — 09™)

where 0™~ coordinate vector for the b-th traffic light
from the map, s;™'- coordinate vector for the i-th detected
traffic light, P~! - covariance matrix for the detected
traffic light. A "cost" matrix with values of a metric
inversely proportional to the Mahalanobis distance is
compiled for the distances found. Next, the best
measurement-map pairs are determined using the
Hungarian algorithm.

CLASSIFICATION OF TRAFFIC LIGHT
SIGNALS

The classification problem is solved using a deep
neural network. The input of the network is a fragment of
traffic light image formed by the detector, and the output
of the network is the class of traffic light signal. The traffic
light signal classifier contains 25 classes. The network
architecture consists of two sequential blocks: feature
extraction and class prediction. A neural network of
RegNetY architecture [17] is used for feature extraction.
Since the data in the collected dataset is not balanced, the
following Focal Loss [18] is used in training such a
network, which allows dynamic scaling of the loss of the
cross-entropy function. The scaling factor decreases to
zero as the confidence of the neural network in the
correctness of the predicted class increases.

VIIL

Markup of image fragments containing traffic lights
uses a system of classes that takes into account: type of
traffic lights (automobile, tram, pedestrian), orientation
(direction), number of sections (5-section, 3-section, 2-
section), as well as special symbols and their combinations
(straight, left, straight and left, etc.).

Examples of traffic lights of different classes are
shown in the figure.
%2 O
»

Figure 3. Some classes of traffic light signals

IX. ACCURACY ASSESSMENT

The accuracy of the system operation is evaluated in
conjunction with the control system [14], [15]. Such
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experiments are primarily required for autopilot solutions,
as they determine the speed and safety of the robot car
movement on city streets. Usually, test routes containing
intersections are used for these purposes. In this case, the
result of correct recognition of traffic signals, stopping at
the intersection in case of a forbidden signal and driving
through a permissive traffic signal is evaluated.
Unfortunately, it is not possible to automatically evaluate
the accuracy of a driver assistance system with active
traffic signal control because drivers often stop the tram
before the stop line and start driving when the permissive
traffic signal is illuminated. Therefore, the accuracy of the
system was assessed using data recorded when the tram
was running on routes and manual checks of normal and
abnormal operation.

A comprehensive evaluation of the system can be
determined using the target and actual system actions as a
function of the traffic signal:

— STOP at stop signal;
—MOVING at permissive signal.

In the context of passing an intersection, the most
critical action is STOP, so it is taken as the basic
("positive" from the point of view of the inconsistency
matrix). These events allow us to form the following
matrix of situation correspondence, presented in Table 2.

TABLE 2. MATRIX OF EVENT CORRESPONDENCE

EVENT Target action Actual system action
TN MOVING MOVING

TP STOP STOP

FN STOP MOVING

FP MOVING STOP

Thus, the following events are generated: TP - stopping
at a forbidden signal; TN - moving at a permissive signal;
FP - stopping at a permissive signal, FN - moving at a
forbidden signal, the most critical error from the point of
view of traffic safety, since it allows moving at a red light.

The accuracy evaluation was performed by manually
analyzing the video data and the data attributed by the
telemetry system for the routes presented in Table 3. The
accuracy was evaluated for two algorithms:

— using one camera and UKF filter to filter and match
traffic lights (A1).

— using two cameras and a UKF filter to filter and
match traffic lights (A2).

TABLE 3. INFORMATION ON THE ROUTES USED FOR

ACCURACY ASSESSMENT
Routes Route length, km
36 route 8 runs, 17.43 km
24 route 3 runs, 14.67 km
27 route 1 run, 18.04 km
TABLE 4. ACCURACY EVALUATION OF THE ALGORITHMS
Algorithms
Events Ay A,
TP 181 192
TN 183 180
FP 57 60
FN 16 5
Precision 76.05 % 76.19 %
Recall 91.88 % 97.46 %
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Table 4 presents the results of the system accuracy
estimation. Both basic TP, TN, FP, FN and derived
parameters Precision, Recall are calculated. These
parameters are calculated using standard equations

TP
TP+ FP
TP
TP+ FN

Based on the logic of the problem being solved, the
Recall parameter is the highest priority, because passing
the intersection on a red traffic signal is critical. From the
presented analysis we can see that when using two
cameras, the quality of the system improves in terms of
completeness by 6%, which is explained by a better ability
to detect distant "duplicate" traffic lights.

Precision =

Recall =

Figure 4 shows the results of detection of traffic lights
in different locations of St. Petersburg. Bounding boxes
show all objects recognized by the neural network, with
cars in orange, traffic lights in red and green, blue dots -
position of traffic lights on the map. It can be seen that the
objects recognized by the neural network have a
connection with the points on the ground, which indicates
that the matching task has been successfully executed.

MAR _YELLOW_RED

Figure 4. Fragments of visualization of traffic lights recognition results

X. CONCLUSION

The problem of traffic light recognition has been
addressed for quite a long time, and there is currently no
absolutely reliable solution due to a large number of
external factors affecting the quality of recognition. The
use of multiple cameras/lidars, deep neural networks and
high-precision maps significantly improve the quality of
the problem. The paper describes an algorithm that solves
the problem of recognizing traffic lights in real time with
high accuracy in modern tram driver assistance systems.
The evaluation of the accuracy of the proposed
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identification algorithm together with the tram control
system using two cameras allows to achieve the
parameters of accuracy 76.19% and completeness 97.46%.
The existing errors of the system are currently associated
with the recognition of primarily tram traffic lights (due to
their low expressiveness and burnout during operation).
Implementation and use of this algorithm in practice
allows to reduce the requirements to the map markup and
provides high recognition accuracy in real time.
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Abstract—With the development of the logistics industry,
the operating scenarios for unmanned transport aircraft are
constantly expanding. Unmanned aircraft have put forward
higher demands for navigation technology in satellite-denied
environments and have become hot topics and challenges in
current research. Traditional navigation systems that combine
satellite navigation with inertial navigation require high
performance from satellite navigation. Once satellite signals
are blocked or interfered with, the navigation accuracy and
stability of unmanned aircraft will be severely affected.
Therefore, it is of great significance to research and develop
autonomous navigation technology for unmanned aircraft in
satellite-denied environments. Key technologies currently
being researched for autonomous navigation of unmanned
aircraft include positioning-attitude measurement and route
planning. This paper discusses the characteristics of navigation
technology requirements for large fixed-wing unmanned
transport aircraft. It analyzes the aforementioned key
technologies from the perspectives of technical implementation
system  architecture, the challenges of technical
implementation, characteristics of emerging technologies, and
the practical applications of autonomous navigation systems
that integrate new technologies in unmanned transport
aircraft. In terms of positioning and attitude measurement,
effective combinations of high-altitude image matching
technology, information extraction technology based on
elevation maps, and multi-source information fusion
navigation technology can effectively compensate for the
deficiencies of traditional navigation technologies and
gradually become the mainstream of research. In terms of
route planning, combining global static route planning with
local dynamic route planning algorithms can assist unmanned
transport aircraft in flying safely and efficiently in complex
environments. In the future, with the continuous advancement
of information technology and the development of intelligent
algorithms, autonomous navigation technology for unmanned
aircraft will evolve towards higher accuracy, stronger stability,
and better real-time performance, providing strong support
for the rapid development of unmanned aircraft logistics
transportation industry.

Keywords—Unmanned Transport Aircraft, Autonomous
Navigation Technology, Satellite Denied Environments,
Positioning-Attitude Measurement, Route Planning.
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I. INTRODUCTION

In recent years, the unmanned transportation industry
has been rapidly developing. According to the "Global
Unmanned Aerial Vehicle Logistics and Transportation
Market Report" released by the global market research
firm Markets and Markets, the global logistics UAV
market is projected to grow to $29.06 billion by 2027,
with a compound annual growth rate of 21.01% during
the forecast period [1]. Compared to traditional logistics
transportation methods, unmanned transport vehicles offer
advantages such as high efficiency, speed, flexibility,
safety, and low cost [2]. Additionally, the operating
environment of unmanned transport vehicles presents
characteristics such as large spatial coverage, variable
weather conditions, complex ground environments, and
complicated air traffic management. To ensure the safe
and efficient operation of UAVs, autonomous navigation
technology for UAVs has undergone rapid development,
with particular emphasis on autonomous navigation
technology in GNSS-denied.

Autonomous navigation technology for UAV can
estimate the position, velocity, attitude, and other state
information of UAVs in real-time without relying on
external support, using only the perception and
computational equipment carried onboard. It also enables
dynamic adjustments to flight paths. Traditional UAV
autonomous navigation is achieved through the fusion of
GNSS and Inertial Navigation Systems. Under GNSS
completely denied conditions, the positioning accuracy of
inertial navigation systems is high in the short term.
Cumulative errors over time can lead to decreased system
stability, making it difficult to ensure flight safety [3].

To address the aforementioned issues, this paper
introduces the development process of autonomous
navigation technology for UAVs, analyzes the
characteristics of navigation technology requirements for
large fixed-wing unmanned transport aircraft, and
comprehensively reviews the key technologies of
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autonomous navigation and path planning for UAVs under
satellite denial conditions. It also discusses solutions for
large fixed-wing unmanned transport aircraft based on
application scenarios, providing references for related
research and applications.

II. THE DEVELOPMENT STAGES OF UAV AUTONOMOUS
NAVIGATION TECHNOLOGY

The development of UAV autonomous navigation
technology has undergone several stages, gradually
evolving and improving with the continuous advancement
of technology.

A. Early Stage: Exploration and Initiation

During the early stage of UAV autonomous navigation
technology development, researchers primarily focused on
addressing how UAVs could navigate and locate
themselves without human intervention. During this
period , autonomous navigation technology heavily relied
on Inertial Navigation Systems (INS), which estimated the
speed and position of UAVs using sensors such as
gyroscopes and accelerometers. However, due to the
accumulation of errors over time, the positioning accuracy
of INS was limited.

B. Mid-stage: Integration of Multiple Technologies

As technology progressed, researchers began to
explore the integration of various navigation technologies
to enhance the accuracy and reliability of UAV
autonomous navigation. For example, the introduction of
the Global Positioning System (GPS) provided UAVs
with absolute positioning information, significantly
reducing the error accumulation of INS. Additionally,
visual navigation technology started to be applied in UAV
autonomous navigation, enabling UAVs to perceive and
locate their positions more accurately by identifying and
analyzing visual features in the environment.

C. Modern Stage: Intelligence and Deep Learning

Entering the modern stage, UAV autonomous
navigation technology has embraced the wave of
intelligence and deep learning. By equipping advanced
sensors and computational devices, UAVs can acquire and
process a large amount of environmental information in
real-time, thereby achieving higher-level autonomous
navigation functions. At the same time, the application of
deep learning enables UAVs to autonomously learn and
recognize obstacles and threats in the environment,
thereby better performing path planning and obstacle
avoidance.

D. Future Outlook: More Autonomous and Intelligent

Looking ahead, UAV autonomous navigation
technology will continue to evolve towards greater
autonomy and intelligence. On the one hand, with the
continuous improvement of sensor technology and
computational capabilities, UAVs will be able to acquire
richer environmental information and achieve higher
accuracy positioning and navigation. On the other hand,
through technologies such as deep learning and artificial
intelligence, UAVs will better understand and adapt to

199

complex and dynamic environments, enabling higher-
level autonomous decision-making and actions.

III. ANALYSIS OF NAVIGATION TECHNOLOGY
REQUIREMENTS FOR LARGE FIXED-WING UNMANNED
TRANSPORT AIRCRAFT

Large fixed-wing unmanned transport aircraft possess
several advantages, including high payload capacity, low
transportation costs, high transportation efficiency, and
short  transportation  times.  Additionally, their
requirements for takeoff and landing conditions are much
lower compared to those of civil cargo aircraft. In current
unmanned transport operations, large fixed-wing
unmanned transport aircraft typically carry payloads
exceeding 1000 kilograms, have a range of over 1000
kilometers, cruise at speeds exceeding 150 kilometers per
hour, require takeoff and landing distances of no more
than 500 meters, and are capable of meeting the demands
of inter-city logistics transportation, transportation of
agricultural and sideline products in remote areas, and
emergency delivery of supplies to islands.

=

d.Future Outlook
Fig. 1. The Development Stage of Auto-Navigation-Tech for UAV

c.Modern Stage

Due to the operational requirements of large fixed-
wing unmanned transport aircraft in various scenarios,
their operating environment is more complex than that of
civil cargo aircraft. This complexity includes:

A. Complex and variable weather conditions.

Large fixed-wing unmanned transport aircraft often
operate over long distances, traversing diverse weather
environments at takeoff and landing sites as well as
throughout flight paths. Therefore, these aircraft require
dynamic path planning capabilities and autonomous
landing capabilities to adapt to changing weather
conditions. As shown in Fig. 2, during UAV route
planning and flight operations, avoiding areas with
variable weather conditions needs to be considered.

Fig. 2. Setting flight routes for unmanned transport aircraft requires
consideration of complex and variable weather conditions
B. Diverse geographical environments.

Flight routes for large fixed-wing unmanned transport
aircraft often traverse diverse geographical environments.
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b.Simulating unmanned
aircraft flying in valleys

a. Simulating unmanned transport aircraft
flying in rainy and snowy weather

Fig. 3. Simulating unmanned transport aircraft flying in valleys.

Apart from regions with relatively flat terrain such as
plains and deserts, these routes typically also include
areas with varying elevations such as mountains and
plateaus, as shown in Fig. 3. Therefore, unmanned aircraft
need to possess terrain elevation sensing capabilities and
the ability to autonomously plan paths based on terrain
features.

C. Unpredictable electromagnetic environment.

Various electronic information systems operating in
frequency bands, such as ground-based radar systems,
communication radio stations, and electro-optical
equipment, as well as terrestrial and maritime clutter,
cloud and rain particles, and land-sea-air platforms, all
constitute the physical entities generating electromagnetic
interference signals for unmanned aircraft [4]. Due to
factors such as the distribution of electronic equipment,
operating frequencies, radiation power, radiation modes,

geographic and  meteorological  conditions, the
electromagnetic environment during the flight of large
fixed-wing unmanned aircraft exhibits complex

characteristics, manifesting as diverse, dynamic, and
adversarial electromagnetic interference [5]. Large fixed-
wing unmanned transport aircraft typically fly at altitudes
ranging from several thousand to tens of thousands of feet,
making satellite navigation, radio communication, and
other systems more susceptible to electromagnetic
interference.

%T.fU»L ;,

Fig. 4. During UAV flights, the satellite navigation status can be affected
by electromagnetic interference.

The electromagnetic environmental factors affecting
satellite navigation systems can be divided into
unintentional interference, intentional interference, and
disturbances caused by natural environmental factors [6].
Unintentional interference and disturbances from natural
environmental factors are unavoidable and often result in
signal loss and navigation state fluctuations. Intentional
interference mainly includes jamming and spoofing [7,8].
For instance, as shown in Fig. 4, during the flight of
unmanned aircraft, satellite navigation signals are
subjected to varying degrees of -electromagnetic
interference, leading to a decrease in the number of
satellites available for navigation to below 6, and a
significant increase in PDOP values, which can affect the
positioning accuracy of the unmanned aircraft. As
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depicted in Fig. 5, during the flight of unmanned aircraft,
the number of satellites available for navigation and
PDOP values deteriorate similarly. The baseline length of
the satellite navigation dual antennas experiences a
sudden change. More critically, there is a sudden change
in the output of the satellite navigation measurement for
attitude and heading angles, reducing the accuracy of the
unmanned aircraft's heading angle and posing a threat to
flight safety. Therefore, when satellite navigation is
affected by electromagnetic interference, it is necessary to
utilize scene matching technology to detect interference in
satellite navigation and to correct real-time deviations in
satellite navigation positions.

et

Fig. 5. The satellite navigation's measurement of attitude and heading can
be affected by electromagnetic interference during UAV flight.

IV. KEY TECHNOLOGIES FOR AUTONOMOUS NAVIGATION
OF UNMANNED AIRCRAFT UNDER SATELLITE NAVIGATION
DENIED CONDITIONS

Key Technologies for Autonomous Navigation of
Unmanned Aircraft in Satellite Navigation Denied
Environments mainly comprise two aspects: perception
and positioning technology, and path planning technology.
Among these, perception and positioning technology
primarily include information extraction based on
elevation maps, image matching navigation technology,
and multi-mode integrated navigation technology.

A. Information-Extraction-Tech Based on Elevation-

Maps

With the rapid advancement of drone technology, the
demand for navigation in various complex environments
is growing. Elevation maps, as important data sources
reflecting ground height information, provide crucial
support for drone navigation and decision-making.
Information extraction technology based on elevation
maps mainly consists of two aspects: the construction and
updating of elevation maps, and the extraction and
analysis of terrain features. By processing and analyzing
elevation data, key terrain features can be extracted,
providing important foundations for drone path planning,
positioning, and decision-making.

1) Construction and Updating of Elevation Maps

The construction of elevation maps is a crucial aspect
of UAV navigation technology. It provides detailed terrain
information to UAVs, including ground elevation, slope,
ridges, valleys, and other features, aiding UAVs in terrain
perception. Constructing elevation maps typically relies
on remote sensing technology and ground measurement
data. Remote sensing utilizes methods such as satellite
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imagery and radar scanning to obtain ground elevation
data, while ground measurement data is obtained through
precise measurements using ground equipment such as
LiDAR and total stations. After processing and analysis
through Geographic Information Systems (GIS) and other
methods, these data can generate high-precision elevation
maps. Additionally, UAVs themselves can carry elevation
measurement devices such as LiDAR or ultrasonic
sensors for real-time elevation data collection.

Reference [9] presents the design and implementation
of a rapid construction system for locally dense elevation
maps with feasible domain information, as well as an
online construction system for globally consistent dense
elevation maps over large areas. Reference [10], building
upon RTAB-Map visual odometry, implements the
construction of a 2.5D elevation grid map, extending the
elevation map construction module for RTAB-Map.
However, this form of environmental map is more suitable
for autonomous localization and navigation of robots or
other ground-based unmanned platforms. It is worth
mentioning that RTAB-Map is a classic solution in vision-
based SLAM, primarily comprising robust visual
odometry. It also provides three forms of map
construction: dense point cloud maps, 2D occupancy grid
maps, and Octomap (3D occupancy grid maps). Among
these, Octomap is particularly useful for reflecting
obstacle information in three-dimensional space and is
commonly used in UAV navigation.

Reference [11] utilizes UAV remote sensing
technology for high-quality terrain image acquisition in
complex mountainous environments. It employs Structure
from Motion (SfM) and Multi View Stereo (MVS)
algorithms to construct 3D scenes, and integrates visual
interpretation, GIS terrain feature extraction, and analysis
methods to achieve comprehensive analysis of terrain
feature parameters such as elevation distribution, slope,
and aspect. The process of constructing the 3D scene is
illustrated in Fig. 6.

a. Building sparse point clouds b. Three-dimensional erid

c. Texture mapping d. Construction of 3D-scenes

Fig. 6. The process of constructing 3D scenes.

Reference [12] utilized an aircraft remote sensing system,
combined with real-time pose compensation technology, to
acquire centimeter-level precise orthoimage data, thereby
obtaining high-definition three-dimensional real scene
images. Subsequently, LIDAR360 was employed to generate
digital elevation models, digital surface models, and canopy
height models to obtain useful terrain and forest information,
and to construct a three-dimensional GIS spatial database.
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Traditional aerial photography, while capable of
swiftly and efficiently acquiring geographic information
data, demands costly equipment and imposes high
requirements on takeoff locations and flight airspace.
These factors to some extent limit its application in
constructing large-scale elevation topographic maps.
Reference [13] employed unmanned aerial vehicles
(UAVs) with oblique photogrammetry, pseudo-ground
flight techniques, and 3D modeling to construct a three-
dimensional model of the test area, upon which elevation
topographic maps were created. This UAV pseudo-ground
flight oblique photogrammetry technique enables large-
scale mapping in complex areas.

With the rapid development and improvement of
surveying satellite technology, data collection for large-
scale topographic mapping can now be achieved through
satellite remote sensing photography. However, this
method is susceptible to weather conditions and terrain
factors, leading to suboptimal results in elevation
topographic mapping. Furthermore, regular updates of
elevation maps are crucial, especially in regions where
geographical conditions change rapidly, to maintain their
accuracy and usability. Methods for updating elevation
maps primarily include regularly collecting new remote
sensing data, conducting field measurements using
unmanned aerial vehicles or ground equipment, and
dynamically updating maps using machine learning
algorithms, which involve local or global adjustments to
the maps. These methods effectively update elevation
maps to adapt to rapid changes in terrain.

2) Extraction and Analysis of Terrain Features

Terrain feature extraction involves identifying key
elements such as peaks, valleys, saddles, ridges, slopes, as
well as the overall trends and local variations of terrain
from elevation maps. This typically entails image
processing techniques and computer vision algorithms
such as filtering, edge detection, region segmentation, and
feature point extraction.

Reference [14] investigated elevation data extraction
methods for contour maps, primarily utilizing the
secondary development platform ArcGIS Engine of the
geographic information system (GIS) software ArcGIS.
Firstly, contour maps are rasterized, and then converted
into point feature data based on grid units. Finally, each
point is assigned a reasonable elevation value through
interpolation methods. It's worth noting that not every
point on the contour map has an elevation value. Point
distribution is spatially correlated, with nearby points
having similar elevation values. To avoid local influences,
the inverse distance weighted interpolation (IDW) method
is chosen for elevation data extraction. Reference [15]
focusing on underwater terrain-aided navigation (UTAN),
studied real-time underwater terrain models for extracting
local underwater terrain features. They developed a
UTAN digital terrain map (DTM) and interpolation
reconstruction method based on multi-beam echo
sounders (MBES). Terrain Matching Diagram of UAV is
illustrated in Fig. 7.

Reference [16] proposes a method for extracting and
matching terrain features from sparse point cloud data,
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addressing the robust matching of three-dimensional
features under flat terrain conditions. This method is not
only applicable to terrain-related navigation for planetary
rovers and landers but also can be utilized in object
recognition and SLAM. Reference [17] introduces a
method for quickly extracting Digital Elevation Model
(DEM) data from scanned contour maps using contour
rendering.

Measured terrain contour data

Fig. 7. Terrain Matching Diagram of UAV [15]

Further analysis after terrain feature extraction may
include statistical characteristics of the terrain, evaluation
of terrain complexity, and other aspects to provide more
comprehensive terrain information. Analyzing terrain
features helps UAVs understand the flight environment
and predict potential risks such as terrain obstacles and
airflow variations. Additionally, terrain features can
provide important basis for path planning and navigation
decision-making, enabling the selection of safer and more
efficient flight trajectories. Reference [18] has designed a
complete automated solution based on digital map data
reading, data processing, key data extraction, geometric
parameter calculation and analysis, and model display.

3) The Application Trends of Elevation Maps in UAV
Navigation
The application of elevation maps in UAV navigation
is extensive and profound, particularly in complex terrain
environments. Taking large fixed-wing unmanned
transport aircraft as an example, during flight missions in
mountainous and plateau regions, elevation maps can
provide precise terrain information, supporting terrain
perception and autonomous path planning. This enables
avoidance of potential danger areas such as mountains and
valleys, selecting safe flight corridors. Throughout the
flight, UAVs can adjust flight altitude and heading in real-
time based on elevation maps to adapt to terrain changes.

To meet the flight demands of UAVs in mountainous and
undulating terrain, especially to avoid the impact of
obstacles such as mountains on UAVs, elevation maps can
also be used for terrain-following flights. This allows UAVs
to fly close to the ground or maintain a certain safe altitude,
thus achieving the technology of terrain-following flight in
complex terrain.

Many researchers have conducted studies on low-altitude
terrain-following flight technology and its applications
based on elevation map information[19-26] to enhance the
safety of UAV flights. It is worth noting that Digital
Elevation Model (DEM) data lacks elevation information
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for vegetation, buildings, etc., compared to Digital Surface
Model (DSM) data. Therefore, before conducting UAV
terrain-following flight operations based on elevation map
extraction technology, it is advisable to establish DSM
image data containing elevation information of tall
buildings, power lines, vegetation, communication towers,
etc., within the terrain-following flight area through pre-
surveying operations to prevent collision accidents caused
by altitude issues during UAV terrain-following flight
operations. Reference [27] uses existing three-dimensional
surface data DSM to keep the UAV at a constant height
relative to ground targets, overcoming problems such as
large terrain height differences and occlusions by prominent
surfaces, thus enabling safer identification of steep slopes
and hazardous rock masses. Reference [28-31] utilize
existing DSM elevation map data to implement terrain-
following oblique photogrammetry technology, applied in
the production of large-scale topographic maps in
mountainous areas.

In addition, elevation maps can be combined with
other navigation technologies to form a multi-source
information fusion navigation solution. For example,
combining visual navigation technology with elevation
maps can assist in the extraction and matching of visual
features using terrain information provided by elevation
maps. Similarly, integrating inertial navigation technology
with elevation information can correct and compensate for
inertial measurement data, thereby improving navigation
accuracy and stability. Reference [32] addresses the
autonomous search for emergency landing sites for UAVs
in outdoor environments. Based on DEM digital elevation
maps, it proposes a rapid search algorithm for emergency
landing sites based on neural networks. By leveraging
deep learning visual navigation technology and
constructing an image segmentation deep network, it
achieves fast and stable search results.

B. Image Matching Navigation Technology

Image matching navigation is divided into two types:
terrain contour matching navigation and scenery matching
navigation. The key data for image matching navigation is
referred to as a digital map. Since surface features
generally do not change much, surface images are pre-
taken and stored in the UAV. When the UAV flies over,
navigation is carried out by identifying the original image
and current surface features to determine the flight
position.

1) Terrain Matching Technology

Terrain matching navigation technology relies on
terrain data along the flight route as a basis. During flight,
real-time altitude data is collected using onboard radar,
radio altimeter, barometric altimeter, etc. The elevation
profile of the flight path projected onto the ground is
calculated and compared with the gridded digital map
elevation data stored on board using relevant algorithms
to determine the position of the aircraft and make
navigation adjustments accordingly. This technology is
suitable for navigation in hilly and mountainous terrain
with significant undulations. Therefore, terrain matching
navigation is also an application of the aforementioned
elevation map information extraction technology in the
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field of UAV autonomous navigation and terrain-
following flight, providing strong support for UAV
applications in complex terrain navigation, aerial
photography, geological exploration, etc.

Reference [33] designed a UAV terrain matching
terrain-following flight method based on DEM data,
which enables the UAV to make corresponding
adjustments according to the terrain undulations, ensuring
a fixed flight altitude difference and achieving terrain-
following flight, thereby improving the quality of aerial
photographs and the safety of UAVs. Reference [34]
studied DEM acquisition methods and proposed a method
for scene-assisted UAV sequence image positioning based
on elevation information constraints, demonstrating
higher accuracy compared to positioning methods based
on plane scene reconstruction. Reference [35-36]
investigated underwater terrain matching navigation
technology, similar to aircraft terrain matching. When an
AUV crosses a terrain-adapted area, the terrain elevation
values of measurement points are obtained through depth
sensors, and the optimal pose of the AUV is determined
by comparing them with the reference terrain elevation
map stored in advance using terrain matching algorithms.

However, terrain matching technology also has some
limitations. For example, in mountainous areas with
drastic terrain changes or in plains with poor terrain
features, the positioning accuracy may be affected.
Therefore, terrain matching technology needs to be
integrated with other navigation methods to improve
overall navigation performance.

2) Scenery Matching Technology

Scenery matching navigation is a visual navigation
technology that utilizes image sensors to capture images
of the surrounding area during flight or near the target
area. These images are then matched with stored reference
images to obtain aircraft position data. This method is
suitable for navigation in flat areas with varying features
and minimal elevation changes. Scenery matching
navigation, with its high resolution, autonomous
navigation capabilities, and compact size, has gained
increasing attention in the field of precise navigation. It
has become an important research direction in the field of
autonomous navigation and positioning of unmanned
aerial vehicles (UAVs) in anti-GPS-denied environments
[37-38].

The guidance accuracy of scenery matching depends
on the real-time image quality, reference image accuracy,
and performance of the matching method. This method is
essentially a target positioning method based on template
matching. Unlike terrain matching, the guidance accuracy
of scenery matching is relatively higher by an order of
magnitude. Therefore, while terrain matching guidance is
generally used for mid-course guidance, scenery matching
guidance is typically used for terminal guidance [39].
Although scenery matching navigation demonstrates high
flexibility and outstanding autonomy, in practical
operations, UAVs usually operate in open environments
where real-time images captured may vary significantly.
Especially in complex scenes, real-time images and
reference images are often captured under different
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conditions such as different times, sensors, scenes, angles,
and weather conditions, leading to differences in
grayscale, clarity, geometric distortion, and occlusions
between the two images. These significant differences
pose significant challenges to the positioning algorithms
of scenery matching navigation.

Currently, the mainstream approach is to research
methods for registering heterogeneous images [40-44].
Reference [45], a new method proposed. enhances the
internal features of target images using a dual-stream deep
network, enabling precise matching of aerial images
obtained in different environments. The general process of
registration for heterogeneous image matching is
illustrated in Fig. 8. Initially, corresponding reference
images are selected from the reference image database
based on the positioning results of the inertial navigation
system. Simultaneously, real-time images are captured by
the UAV through onboard sensors. Due to the drift error
of the inertial navigation system, there exist geometric
differences between the reference and real-time images,
necessitating image registration methods to align them.
After alignment and obtaining affine transformation
parameters, the UAV's position can be calculated. The
center of the real-time image represents the position of the
UAV. Using the affine transformation parameters, the
position of the real-time image center on the reference
image can be calculated. Since the reference image
contains geographic information, the position of the UAV
can be determined accordingly.

Fig. 8. Positioning system based on heterogeneous image matching

The traditional research on image-matching navigation
mainly focuses on area-adaptive navigation, with few
methods capable of continuous image matching
navigation across adaptive and non-adaptive areas,
resulting in poor continuity and to some extent limiting its
application scope. To address this issue, it is generally
necessary to study various forms of sensors and try
multiple research methods. Image-matching visual
devices can include sensors in forms such as monocular,
binocular, multiocular, fisheye, etc., with visible light,
infrared, laser, etc. Research methods include feature
extraction, feature matching, optical flow analysis, bionics,
and various combined navigation methods. Reference [46-
47] studied image matching algorithms for UAV target
positioning in night vision environments, solving the
problems of low feature detection repeatability and low
feature matching accuracy in infrared and visible light
image matching.

In addition, the navigation systems of large unmanned
transport aircraft have high engineering requirements for
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real-time image matching due to their fast flight speeds.
Poor real-time performance cannot be compensated for
even with high precision and reliability of matching
results. During the matching process, it is usually
necessary to search for matches over a large range in the

reference image, resulting in large computational
complexity. Therefore, improving the real-time
performance of image matching is crucial. Some

researchers have conducted related studies on how to
optimize algorithms to improve matching speed and
accuracy and reduce computational complexity to meet
real-time [48-49]. Reference [50] proposed a new fast and
robust template matching framework for multi-mode
remote sensing image registration. It uses a template
matching strategy to detect correspondences between
images and defines a fast similarity measure based on
feature representation in the frequency domain using Fast
Fourier Transform (FFT), improving computational
efficiency. Reference [51] proposed a new hybrid
keypoint selection method and verified that applying
appropriate keypoint selection techniques can improve the
accuracy and efficiency of UAV image matching and
positioning results. Reference [52] proposed a matching
algorithm that divides the feature neighborhood into
concentric circles based on feature points and improves
the generation of feature descriptors in the Scale Invariant
Feature Transform (SIFT) algorithm. It also filters
matching point pairs to improve the algorithm's real-time
performance and accuracy.

3) The Application Trend of
Technology in UAV Positioning
The application of image matching technology in UAV
positioning has become increasingly widespread [53-55].
By integrating ground scene recognition, terrain matching,
and image matching technologies, UAVs can achieve
precise positioning and navigation in complex
environments. This navigation method not only improves
the accuracy and stability of UAV positioning but also
provides strong support for UAV applications in
agriculture, environmental protection, rescue operations,
logistics, and other fields.

Image Matching

With the development of artificial intelligence
technologies such as deep learning, the performance of
image matching algorithms has been significantly
improved. In recent years, the development of deep
learning technology has provided strong technical support
for ground scene recognition [56-59]. Training deep
neural networks can efficiently and accurately identify
ground images, greatly improving the accuracy and
stability of UAV positioning. Reference [60] proposes a
UAV autonomous navigation and obstacle avoidance
method based on deep reinforcement learning
algorithm—FRDDM-DQN. Based on the DQN, this
algorithm introduces an optimized Faster R-CNN model
to extract obstacle information from images and achieves
better and more efficient training results through the
proposed experience pool experience admission
mechanism. This research achievement realizes image
matching without prior maps, expands the application
scenarios of UAVs, and further enhances the ability of
UAVs to autonomously execute tasks.
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High-precision digital scene maps obtained through
machine learning algorithms such as deep learning and
reinforcement learning serve as the basis for visual scene
matching navigation. Constructing structured digital scene
map data with multiple scales, resolutions, and
temporalities, even SLAM three-dimensional mapping,
and dynamically updating elements such as digital scenes,
airport runways, ground signs, buildings, towers, and
signal lights in the map can meet the accuracy and
integrity requirements of scene matching navigation in
unfamiliar environments.

C. Multimodal fusion navigation technology

Unmanned aerial vehicles (UAVs) may experience
positioning failure in heavily interfered environments
during flight missions. In such cases, reliance on other
sensors is necessary to infer the UAV's position, ensuring
safe landing or return. Inertial sensor navigation systems,
as autonomous navigation devices, operate without
relying on external radio signals, providing inherent
resistance to interference and spoofing. However, under
inertial navigation mode, positioning errors can be
significant, necessitating combination with other
navigation methods such as radio navigation or terrain
recognition navigation. Because inertial navigation can
provide a wealth of navigation parameters and full attitude
information, it is typically the primary component in
multi-modal fusion navigation systems.

To address situations where satellite navigation is
interfered with or fails, the system is designed with
solutions such as image matching, radio navigation, and
laser-assisted inertial navigation. Multimodal navigation
devices are added to adaptively improve navigation in
unfamiliar environments, enabling navigation in straits,
islands, coastlines, and hilly terrains. This multimodal
navigation technology can adapt to satellite navigation
failures, utilizing "pure inertial" navigation, "image +
inertial" combination navigation, and "radio + inertial"
combination navigation techniques. As shown in Fig. 8,
for redundant satellite navigation equipment and inertial
navigation equipment, design redundancy switching
priority to achieve automatic switching in case of
navigation equipment failure.

D. Autonomous Trajectory Planning for Unmanned
Transport Aircraft (UTA)

Autonomous trajectory planning is crucial for enabling
unmanned transport aircraft to navigate efficiently and
safely in diverse environments. It involves generating an
optimal path that adheres to performance constraints and
ensures flight safety, essentially solving an optimization
problem under multiple constraints.

1) Constraints
Unmanned transport aircraft face various influencing

factors during flight and planning, necessitating
compliance with multiple constraints:
e Self-performance constraints: These include

minimum trajectory segment length, minimum turn
radius, maximum pitch angle, minimum and
maximum flight altitudes, and maximum trajectory
length.
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e Mission constraints: These involve completion restrictions, and the UAV's compliance with
time, starting point, target point, fixed heading penetration requirements. In battlefield
angle, and other mission-specific requirements. environments, attention must also be paid to the

. . UAV's stealth capabilities.
e Environmental constraints: These encompass
various threat field constraints, no-fly zone
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Fig. 9. Multimodal Navigation Technology Roadmap Diagram

2) Trajectory Planning Algorithm

Trajectory planning algorithms can be broadly
categorized into traditional and modern intelligent
algorithms.

a) Traditional Trajectory Planning Algorithm.

Traditional algorithms include graph search algorithms,
spatial sampling algorithms, and potential field methods.
While they offer good search performance and accuracy,
their limitations become apparent in complex
environments:

o Graph search algorithms: These algorithms, like
the A* algorithm [61], excel in simple
environments but struggle with increased search

nodes and reduced real-time performance.

Spatial sampling algorithms: These algorithms,
like the Rapidly Exploring Random Tree (RRT),
efficiently explore the search space but may
overlook optimal paths due to their randomness.

Potential field methods: These algorithms, like
the Artificial Potential Field (APF) method [62],
provide fast planning and safe results but can get
stuck in local optima in complex environments.

b) Modern
Algorithm

Modern algorithms address the shortcomings of
traditional methods, enabling efficient planning in
complex environments:

Genetic Algorithm (GA) [63]: Inspired by
evolution, GA uses genetic operators to iteratively
evolve an optimal trajectory based on a fitness
function. While robust and suitable for complex
scenarios, GA can struggle with local search and
convergence speed in later stages.

Intelligent ~ Trajectory  Planning

e Ant Colony Optimization (ACO) [64]: Taking
inspiration from ant foraging behavior, ACO uses
pheromone updates to guide the "ant colony"
towards the optimal path. Its positive feedback
mechanism and ease of implementation make it
popular. However, ACO can be susceptible to local

optima and slow convergence.

Particle Swarm Optimization (PSO): Inspired by
the social behavior of bird flocks and fish schools,
PSO utilizes information sharing among "particles"
to iteratively improve their positions and converge
towards the optimal trajectory. PSO offers good
balance between exploration and exploitation but
may suffer from parameter sensitivity.

TABLE 1. ALGORITHM COMPARISON

Title Advantages Disadvantages

efficiency decreases
significantly as nodes
increasing

A-Star
algorithm

Good search performance
and high accuracy

Artificial
Potential Field
algorithm

software runs at high
speed and good real-time
performance

Easy to fall into local
optima

Slow convergence speed
and easy to fall into local
optimal solutions

Ant Colony
Optimization

Strong global search
capability

The implementation is
relatively complex;The
algorithm parameters are
set based on experience

Strong scalability and easy
to combine with other
algorithms

Genetic
Algorithm
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V. CONCLUSIONS AND PROSPECTS

The future research directions for autonomous
navigation technology in large fixed-wing unmanned
transport aircraft can be summarized as follows:

1) Multi-UAV Cooperative Navigation: The technology
of cooperative navigation for unmanned aerial vehicles
(UAVs) integrates sensor information and navigation data
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carried on individual UAVs. Through cluster information
sharing and optimization of inter-vehicle observations, more
accurate navigation positioning information is provided for
individual UAVs within the UAV cluster, enabling
autonomous navigation of the cluster. The cluster navigation
technology for large fixed-wing unmanned transport aircraft
can significantly enhance the robustness and accuracy of
navigation for UAV clusters, thereby improving the payload
capacity of UAVs. Research focus is on leveraging
communication among UAV clusters to enhance overall
performance. Key areas of future research include filter-
based cooperative localization optimization, graph-based
cooperative localization optimization, and optimization
algorithms based on machine learning. Filter-based
cooperative  localization optimization often utilizes
distributed Kalman filtering and particle filtering, known for
their low algorithmic complexity and wide applicability.
Research in this area focuses on addressing issues such as
system time delay, methods for compensating for state
estimation errors [65], and convergence speed of initial
states  [66]. Graph-based cooperative localization
optimization involves constructing factor graphs from
historical data of cluster systems, establishing optimized
cost functions, and iteratively minimizing linear errors
within the system to achieve the optimal solution. By
leveraging graph optimization methods combined with
distance information between UAVs, this approach enables
dense distribution of UAVs in a cluster for cooperative
navigation [67]. Network factor graph algorithms are
employed for distributed cooperative navigation to handle
complex navigation scenarios while reducing network
communication data [68]. Optimization algorithms based on
machine learning leverage historical and current data on
individual UAV parameters, sensor data, environmental
data, etc., providing advantages in real-time performance
and system energy consumption [69]. This area has become
a research hotspot due to its potential for modeling and
analyzing large volumes of data.

2) Integration of Multiple Technologies to Enhance the
Intelligence of Navigation Systems: Research focuses on the
application of machine learning, artificial intelligence, and
other technologies in autonomous navigation systems for
fixed-wing unmanned transport aircraft, aiming to improve
the intelligence and adaptability of navigation systems.
Historical weather data, terrain characteristics, and UAV
flight data from the flight area are utilized to train models
for predicting the optimal flight paths of UAVs. These
models enable real-time online adjustments to the flight
paths, allowing UAVs to better adapt to complex flight
environments and mission requirements.

3) UAV Fault Prediction and Diagnosis: Due to the
multitude of factors affecting UAV system safety and the
nonlinearity between influencing factors and evaluation
criteria, fault detection in large fixed-wing unmanned
transport aircraft systems is highly complex. Utilizing
methods such as Markov models [70], comprehensive fuzzy
assessment [71], and deep learning [72], the state parameters
of UAV systems are analyzed to predict the probability of
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UAV system failure. This provides a theoretical basis for
preventive maintenance and fault localization.

The continuously increasing demand for navigation
accuracy in large fixed-wing unmanned transport aircraft,
coupled with increasingly complex navigation
environments, poses numerous challenges for autonomous
navigation systems. On one hand, multisensor fusion
technology requires stronger sensor performance and
platform computing power. Visual technology demands
high image quality and imposes certain restrictions due to
environmental and camera requirements. Radar
equipment offers relatively high precision but is bulky and
has limited perception range. On the other hand, the level
of intelligence in autonomous navigation systems needs
further enhancement. In addition to positioning the UAV
itself during operation, there is a need to perceive
surrounding obstacles and other UAVs, whether static or
dynamic, requiring advanced algorithmic capabilities to
support these tasks.
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Abstract— The paper examines the information-measuring
system of a rotation-stabilized spacecraft consisting of a
module of gyroscopes and magnetometers. A method is
proposed for estimating the displacement of the gyroscope zero
signal based on data from magnetometric sensors.

Keywords— rotating spacecraft, gyroscope, magnetometer

. INTRODUCTION

Stabilization of spacecraft (SC) by rotation has certain
advantages compared to other types of stabilization [1, 2]:
reduced energy consumption for control, inertia-free
precessional motion of the spacecraft in the first approximation,
long-term orientation of solar panels to maximum illumination,
etc. However, over time, the angular velocity rotation of the
spacecraft will gradually decrease due to energy dissipation in
the joints of the structure, the influence of the Earth's magnetic
field, changes in the moment of inertia and other disturbances.
In this regard, the information-measuring system of the
spacecraft must generate data on the angular velocity of its own
rotation in order to subsequently use this information to create
control signals.

The information-measuring system of a spacecraft
usually includes a gyroscopic angular velocity sensor, which
can be implemented using micro-electromechanical systems
(MEMS) technology. It is known that MEMS gyroscopes, as
low-accuracy sensors, have significant instrumental errors.
The purpose of this work is to describe a method for
compensating for the offset of the zero signal of a gyroscopic
angular velocity sensor based on magnetometer readings.

The work was carried out with financial support from the Ministry of
Science and Higher Education of the Russian Federation within the
framework of the state assignment on the topic FEWG-2022-0002.
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. INFORMATION AND MEASUREMENT SYSTEM OF

SPACECRAFT

Figure 1 shows the information-measuring system of the
spacecraft, containing a block of primary information
sensors, including a MEMS gyroscope with a measuring axis
Z, as well as magnetometric sensors with measuring axes X
and Y, respectively. The angular velocity of the spacecraft is
measured by a MEMS gyroscope, the signal of which enters
the amplification-converting path designed to control the
flywheel engine. The flywheel is the executive element of a
closed system for stabilizing the angular velocity of the
spacecraft. If the angular speed of the spacecraft decreases, it
is necessary to increase the angular speed of the flywheel,
and the direction of its rotation should be opposite to the
direction of rotation of the spacecraft body. As the angular
velocity of the spacecraft increases, the flywheel, on the
contrary, must slow down. However, this mode is unlikely,
since the disturbing moments acting on the spacecraft are
braking [3]. A decrease in the angular velocity of the
spacecraft's own rotation will have a negative effect on its
dynamics and, ultimately, can lead to loss of stability. In
addition, the accuracy of spacecraft stabilization is
determined by the characteristics of the MEMS gyroscope, in
particular the magnitude of the shift of its zero signal.

It is important to take into account that in order to
compensate for the decrease in the speed of the spacecraft’s
own rotation, it is necessary to constantly increase the speed of
rotation of the flywheel. However, this increase is limited by
the maximum capabilities of the electric motor and at some
point, the flywheel will reach a state of saturation and the
system will become inoperable. To return the system to
working condition, an additional unloading system with
actuators of a different type is required, for example, through
jet nozzles.
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Magnetometers, in addition to the main function of
measuring the direction and magnitude of the Earth's
magnetic field, are also used to correct the gyroscope signal.

ek

Gyroscope Z

) ) Flywheel
converting path

Spacecraft

=S

Fig. 1. Functional diagram of the information-measuring system

IIl.  METHOD FOR ESTIMATION THE ZERO SIGNAL OF A

GYROSCOPE

The essence of the method for determining the offset of
the gyroscope zero signal is as follows. During one-way
rotation of the spacecraft, the measuring axes of the
magnetometers move relative to the geomagnetic induction
vector. As a result, magnetometers produce amplitude-
modulated signals at the spacecraft rotation frequency.
Analysis of the spectral characteristics of magnetometer
signals using the fast Fourier transform allows one to
estimate the rotation frequency of the spacecraft. It is
important to note that the intrinsic displacements of
magnetometer zero signals do not have a significant effect on
the accuracy of determining the rotation frequency. This is
due to the fact that quasi-constant shifts of magnetometer
zero signals will be located in the low-frequency region of
the spectrum. Flight calibration of magnetometers is
considered in [4]. The spacecraft rotation frequency obtained
in this way is used to estimate the displacement of the
gyroscope zero signal.

IV. RESULTS OF EXPERIMENTAL STUDIES

A MEMS module of sensitive elements containing
gyroscopic angular velocity sensors and magnetometers was
studied. The module was installed on a rotating stand,
simulating the rotation of the spacecraft body at an angular
velocity of about 20 °f/s. The output signals of
magnetometers are shown in Figure 2.
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Fig. 2. Output signals of magnetometers on a rotating base

To increase the accuracy of the functioning of the
information-measuring  system, the displacements of
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magnetometer zeros were previously eliminated by centering
their output signals plotted on the XY plane (Fig. 3).
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Fig. 3. Elimination of offsets of zero signals
Next, their amplitude spectral characteristics were

determined, from which the rotation frequency of the stand
was estimated (Fig. 4), amounting to 19.975 °/s. The angular
velocity of the stand, measured from the MEMS gyroscope
signal, was 20.149 °/s. Since the undercompensation of
magnetometer zero signals and the inaccuracy of setting their
scale factors do not have a significant effect on the calculation
of the stand rotation frequency by the spectral method, we can
assume that magnetometric measurements are more accurate.
By looking for the difference between the angular velocity of
the stand thus found and the signal of the MEMS gyroscope,
we can establish the offset of its zero signal.
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Fig. 4. Spectral characteristics of magnetometric sensors

The estimated offset of the gyroscope's zero signal was
0.174 °/s, with the true value obtained at a stationary position
being 0.2 °. The estimation error was 15%.

CONCLUSION

The information-measuring system of a rotation-
stabilized spacecraft is considered. A method is shown to
compensate for the offset of the zero signal of a MEMS
gyroscope based on an analysis of the spectral
characteristics of magnetometric sensors.
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Abstract—The problem of group control of small satellites
of variable mass is considered. Employing the speed-gradient
design method, a combined adaptive control law is proposed.
The estimation of the unknown satellite mass and direct
adaptive control with an implicit reference model concept are
realized. A consensus protocol is used to improve the accuracy
of the required group formation.

Keywords—satellite formation, adaptive control, consensus,
projected circular orbit

I. INTRODUCTION

When solving a number of research tasks, such as Earth
sensing, satellite imagery, etc., it turns out to be useful to use
a small spacecraft group in Earth orbit. It is necessary to
create and maintain the required formation shape. There are
several satellite constellation formation methods for creating
time-invariant and time-varying configurations. Among the
groupings with a constant structure, a class stands out that
uses projected circular orbits (PCO) to form the structure.
This approach assumes that a group of spacecraft has a
leader and follower satellites that surround the leader.

A significant difficulty turns out to be ensuring a given
control accuracy when some spacecraft parameters are
significantly uncertain. Having its drawbacks, adaptive
control is one of the most frequent solutions when the
parameters of the control object are uncertain. Limited
performance, caused by the need to have time for controller
coefficients self-tune, is an insignificant problem when small
satellites control.

The purpose of this paper is to develop an adaptive
algorithm for group of small satellites with variable mass
control. The relevance of this work is determined by the
possibility of reducing the requirements to the completeness
of current information about the parameters of spacecraft of
the group.

II. MATHEMATICAL MODEL

To describe the motion of satellites, an inertial coordinate

The work was carried out in the organization BSTU "VOENMEKH"
with the financial support of the Ministry of Science and Higher Education
of the Russian Federation (additional agreement from 09.06.2020 Ne 075-
03-2020-045/2).).
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system XYZ, is used, the origin of which is associated with
the Earth's center of mass.

The position vector of the master satellite 7. and latitude
angle of the chief @ are used to set the position of the leader
satellite in the orbit. Latitude angle of the leader & is the
angle between the direction to the pericenter of the orbit and
the position vector of the leader satellite 7. with its vertex at

the Earth's center of mass. The vector 7. and the angle 0

define the absolute position of the origin of the mobile non-
inertial (relative) coordinate system xyz. The mobile
coordinate system is rigidly connected to the leader satellite.
The axis x is directed along the radius-vector 7, , the
axis y lies in the orbit plane and is perpendicular to the
radius-vector in the direction of motion, the axis z
completes the triple of vectors to the right. The absolute
position of the follower satellite is given by the vector 7,
and the position in the relative coordinate system is given by
the vector p .

The coordinate systems are shown in Figure 1.

o Follower Satellite

Inertial
Reference
Frame.

h‘\‘\-.....

Ascending node

Fig. 1. The coordinate systems.

The motion of the follower satellite is calculated relative
to the leader satellite [2]. A general non-linear equation of
relative motion is expressed as in [2]:
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X—29y—éy—92x+ﬁx+£rc—ﬁz
v Te
ax
j}+26’x+éx—92y+ﬁy =|a, (1)
I a,
s+
L 4 i
. .. 2/ 60
AU EEES )

c c

where x , y and z are state variables to describe the
relative position vector p in x, y and z axes, respectively;

a., a, and a, are the orbital perturbation terms, such as the

aspherical geopotential perturbation, thrust, air drag, and
solar radiation pressure. a, =(f,+d,)/m, Vj={x,y,z},
where m  denoting the mass of the deputy spacecraft and f;
denoting the control input applied by the deputy spacecraft,
d; is for the perturbation term, x is a gravitational

parameter. Finally, y is defined as:

y=li+pl= (040737 27) 3)
It is convenient to use the matrix form (1):
x =A(Xx,7)x+Bu, 4)

where state variables are the relative positions and relative
velocities of the deputy satellite with regard to the leader
satellite.

The term (ﬁ’"c —ﬁzj from (1) can be expressed with
v

c

multiplier separation X in the following form [3-4]:

Mo H . 11
T E T H ) S a2 3 2 =
v 1+£x+x +y +z e T
r. r )
3
i 2 X +yi+z )|l
2—2 {1—(——)(——2 —1 .
rC rC r(?
Let us define
2 2 2 2 2
r=-2y X +y2+z _ ___12 it
T T. . I
(6)
y z
+ —=|y+| = |z
( rij ( rf)
Then, by negative binomial series we obtain the
following expression:
U p_u 3 p(,, 3
byt 0yt
c c 3 c (7)
y7,
T2
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where

Y=l+y, +y,+., ¥, = 5 ¢, v, = 3 v,é,...
Then, taking into account (6), (7):
Moop_ 3p 2, 2
—r —==——=—Y((2r +x)x+y +z"). 8
S (et d) o ®

III. ADAPTIVE CONTROL

A. Control goal

Let the master satellite move freely along its trajectory
around the Earth, and let the follower satellite move along a
given trajectory Let the trajectory be given by the functions:

x, (1) x, (1) X, (1)
x, =y, x,O=|y,@O X,O=|y,@®]| O
z,(?) z,(0) Z,(0)

Let us introduce the following error vector:
(10)

and let us denote the output signals of the control object as a
linear combination of these errors:

A AP -
e =x-x,, e 2x-%,, e=[e, e,]

y =ae, +e,, an

where o = [ax, a,, a_,] is the vector of positive constants.

Taking into account the new notations, the system (1)
will take the following general form:

é=A(et)e+Bu, y=Ce, (12)
where matrices:
[0 0 0 1 0 0]
O 0 0 O 1 0
_ o 0 O 0 O 1
Ae.t)= ENGE)
a, 4y, a; 0 a5 0
as, a5, 0 a, 0 0
10 0 a O 0 O]
00000 1]
B=—[0 0 0 0 1 0f, (14)
"0 001 0 0
a, 0 0 0 0
C=0 o O 1 0|, (15)
0 0 a, 0 1
rae . ..
a, 92—ﬁ+§ﬁ4‘1’(2n,+x), as, =—0,
y FC
.. . 3
a, =9+frﬁ4‘l’y, as, =6 —%, a,, _E%\PL
ag, :—’u, as, =-20, s = 26.
V4
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Let the target function be:

1 my
Q,(el,y)ZEelTel +7‘fyTy.

The control goal can be formulated as follows:
hm Qt (el H Y) =0.

t—>0

(16)

(17)

B. Control loop synthesis
We will consider the inputs in the form:
wy = =1 (kyyy =5 (6) + kv,
uy = =it (kyy, =g () +kyyy, (18)
uy = =i (k.y, =2, (1)) + k.,
where ( V> Vys> Yz are components of  vector

y; ”;’l, k,\xa/;y’kz

ky>0,k, >0,k; >0 are constant parameters.

are estimated parameters and

It was shown in [5] that for the system (12) with inputs
(18) and known value of m it is always possible to find
s kx’ ky’ k25 kxa ky5
(17) is achieved and the closed-loop system is exponentially
stable.

parameters 77 k, such that control goal

To obtain the adaptive tuning laws for the parameters of
the control law (18), the speed-gradient design method is
used [6-7].

The time derivative of the goal function (16) can be
written as follows:

(19)

The vector of function (19) has a gradient with respect to
the adjustable parameters:

S T T,
Oy =ejey+mpy'y.

2 o 2 . 2 ..
—koyy +y¥g —kyyy + v Ve — kv + .24

VO, = yf (20)
Yy
¥z
Then tuning algorithms for variables are:
n==7, (—kxyﬁ + vy —kyye v, Fg — kv ysz)’ o

2 7 2 2
kx:_yxyx! ky:_yyyy! kz:_yzyzr

where y,,, 7y, 7,, 7. are the constant adaptation gains.

IV. ADAPTIVE CONTROL OF GROUP OF SATELLITES

A. Basic information on consensus algorithm
We define graph G as a pair (V, E) , where

V=12,.,n is a set of nodes, and EeV xV is a set of
edges in which each edge is represented by an ordered pair of
different nodes. For example, edge shows that node ;

can receive information from node i . Let graph G contain
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n nodes. The adjacency matrix 4= [%} e R™ is defined
as: a,; =0, a; =1, if (vl., vj) € E, and otherwise a; =0.

Assume that & €R contains information about the state

of the i -th agent. For information states with first-order
dynamics, the following fundamental first-order consensus
algorithm is known [8]:

E=u, U :pOZa,.j (fl —é‘j), P, >0 is a certain
=1
constant.

Consensus is achieved asymptotically among all agents
when for any & (0) it is valid that "51 (ORS (t)" — 0, for

all i+ j as t - .

B. Adaptive control of satellites formation based on the
consensus protocol
Extended control algorithm for i -th agent with additional
control signals can be written as follows [8]:

N
;= U _pxzaij(yli _yli)7

J=1

Vi

N
Vai Sl —/Jyza ii(yZi —)/2,-)9 22)
=1

N
Vi =Us — O, Za gj(y3i — Vs )’

J=1

where u,, U,, U, are adaptive control components, that

can be calculated by formula (18), p, >0, p, >0, p, >0
are parameters of consensus algorithm, g, are adjacency
matrix coefficients.

Control (22) improves formation positioning accuracy in
adaptive control of small satellites with uncertain masses.

V. SIMULATIONS

A computer simulation was performed in the
Matlab/Simulink system for various scenarios of the created
adaptive control algorithm.

The motion of four satellites along a PCO-orbit of radius
1 km was considered. The following parameters were
assumed for the calculations: gz, =398.600km® sec; perigee

radius R, =6971 km; eccentricity e=0.2,
Q=w=i=M =0 rad.

The initial states of the satellites (km): x5 =1,
X0 = 07, X30 = —1, X40 = —0.5, Yo = 2, Yoo = —2,

Y30="2, Yao =L z10=2, 230 =2, 230 =-2, z49 =—2.

The reference trajectory is given by the relations:
(7 /2)sin(nt+¢)

Xd
va |=| rgcos(nt+¢) |, (23)
Zq4 ry sin(nt +¢)
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where 7; is PCO-orbit radius, n is average angular velocity of
the leader, ¢ = /2 is phase shift between vehicles in orbit.

The disturbance model including gravitational
disturbances, atmospheric drag, and solar wind effects was
specified as follows [9]:

d, 1-1.5sin(nt)
d, |=12x107| 0.5sin(2ns) |, (24)
d, sin(nt)

The initial masses of the satellites are 15 kg and decrease
linearly with velocities: -0.68, -0.45, -0.3, and -0.5 (kg/h),
respectively. Also, during the simulation, the second, third
and fourth satellites lose 3, 5 and 2 kg, respectively. The
graphs of the vehicles’ masses changes are shown in
Figure 2.

16 F T T T S
. m

14 LY m, |
™ m

12 F - 1 314
_(:zﬂ m4

=] 10F ‘—-—._,\\ T

8 —— =

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t, sec x10°*

Fig. 2. Graphs of satellites” masses changes during simulation.

In (11) the following output parameters were used:

o, =a,=a, =8.5-10* The constant parameters of the

y
control law (18) were taken: k, =k, =k, =0.0255. The
parameters of the adaptation algorithm (21) were set:

¥ =108, o, =8-107, Ve=ry=7,=510",

x:

o, =0, =8-107". The initial values of the estimated

oy =0,
135.

parameters were set: mg =12.5 kg, lgxo = l€y0,= 1220
The controls were limited within +0.2 H.

The parameters of the consensus protocol were set:
p, =p, = p, =15.5. The adjacency matrix was taken:
0101
1010
0101
1010

Simpler versions of the information graphs under
dynamic topology changes are considered in article [10].

The trajectory of a satellites group after simulation is
presented in Figure 3. The projection of the trajectory is
shown in Figure 4.

VI. CONCLUSION

In this paper, an algorithm for adaptive flight control for
the group of variable mass small satellites in projection orbits
was developed. The group control is implemented using a
decentralized approach based on a consensus algorithm.
Computer simulation of the obtained algorithm has shown
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the effectiveness of the proposed approach under conditions
of variable mass of small satellites.
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Fig. 3. The trajectory of a satellites group.
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Fig. 4. The projection of the trajectory of a satellites group.
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Abstract—The spectral methods for estimating the
dynamic errors of devices and systems under near-real
conditions are proposed. The methods are based on
reproducing the oscillations in a given frequency spectrum and
are adapted for use on testing equipment available at Concern
CSRI Elektropribor. The methods were applied to
experimentally evaluate the dynamic errors of electronic roll
and pitch inclinometer and magnetic compass. The laboratory
results are consistent with the earlier field results. The
dynamic error of the electronic roll and pitch inclinometer has
been estimated with a traditional method - by setting successive
harmonic oscillations with the known frequency and
amplitude. It is shown that the error obtained with the
traditional approach does not fully reflect the real error under
the operating conditions. It is concluded that to estimate the
dynamic errors of devices in laboratory conditions, the inputs
typical of specific operating conditions should be reproduced.

The developed methods simplify the experimental
estimation of dynamic error when monitoring the
characteristics of serial products, reduce test time from several
hours to 15-20 minutes and provide more reliable results.

Keywords - dynamic error, spectral density, operating
conditions, tests, electronic roll and pitch inclinometer, magnetic
compass

L

Dynamic error is determined by the difference between
the measuring instrument error in dynamic mode and the
static error at the current time [1]. For the navigation devices
operating in fast changing external conditions, the dynamic
errors often determine their performance.

INTRODUCTION

The most complete information on the device dynamic
error can be obtained by experimental studies of its dynamic
characteristics. However, classical known methods for
determining the dynamic characteristics of systems are rather
time-consuming. Moreover, they do not consider the specific
operating modes of the instruments on board the ship. The
shipboard attitude determination devices are mostly affected
by polyharmonic disturbances with a limited frequency
spectrum. The real error in this case may greatly differ from
the error throughout the bandwidth determined by the device
frequency characteristics.

IL.

Analysis of performance testing methods for navigation
devices shows that their dynamic errors are generally not
standardized or studied during acceptance tests due to the
complex experimental work, long measurements, and the
lack of dynamic test procedures. However, it is these

PROBLEM STATEMENT

This study has been supported by the Russian Science Foundation,
project no. 23-29-00090.

216

0.0. Belova

Concern CSRI Elektropribor, JSC,
Saint Petersburg, Russia
olga o belova@mail.ru

characteristics that in most cases determine the performance
of the developed equipment.

The most widely used and easily implemented method
for dynamic error estimation is based on comparing the
parameters of successively recorded harmonic inputs at a
selected frequency in a certain bandwidth with the
parameters of the device output signal [2]. However, this
method fails to estimate the dynamic errors of devices and
systems exposed to disturbances typical of their operating
conditions, such as rolling and pitching under waves with the
parameters characterizing the real operating conditions. In
this case, the harmonic inputs should be set successively at
each frequency throughout the studied frequency range,
which seems expensive.

Obviously, in serial production of navigation devices, the
dynamic errors should be estimated in minimal time in order
to reduce costs. To do this, the disturbing inputs should not
be simulated successively at each frequency, rather, they
should be made pseudo-random, stationary, and
corresponding to a given frequency spectrum. The frequency
spectrum should be selected based on the device real
operating conditions. The spectral characteristics of the error
should be calculated by switching from the time to the
frequency domain using the Fourier transform. It is important
to know whether the processes at the input and output of the
system are correlated. Correlated processes is the most
common case, since in estimating the device characteristics,
the input (command) and output (device signal) depend on
each other. However, noncorrelated signals are also possible,
for example, the sum of the useful signal and random noise
from external influences.

The objective of the research is to develop methods for
estimating the dynamic errors of navigation devices, which
refine the error value in specific operating conditions and
reduce the time of experimental operations in serial
production.

III. SPECTRAL METHODS FOR EXPERIMENTAL ESTIMATION OF
DYNAMIC ERRORS OF NAVIGATION AIDS

The paper proposes spectral methods for experimental
estimation of dynamic errors of navigation aids considering
the degree of correlation of input and output processes.

Consider the developed method for estimating the
dynamic error for correlated signals [3].

Let X(t) be the input signal from the test bench
(reference input), Y(t) = X(t)+&(t) is the device output
signal, where g(t) Then

e() =yO-x®.

is its dynamic error.
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The device input and output signals are correlated, so the
correlation error function R_(t)is determined by (1):

R.(1)=R,(1)+R,(1)-R,(t)-R, (1), )

where R, (T) is the autocorrelation function of the test

bench signal, Ry(r) is the autocorrelation function of the

device output signal, Ry, (T) and Ry, (T) are the cross-

correlation functions of the test bench and device signals, T
is the correlation interval.

The error spectral density Ss(f) is defined as a one-
way Fourier transform of the error correlation function [4]:

00

S, ()= 2J- R, (t)e " dr. 2)

0

As a result, we obtain the device error spectral density,
which characterizes its error variance throughout the
frequency range. It is defined as the area under the curve of
the resulting spectral density (3):

D=0’ :lJ.S((o)dw. ?3)

The root-mean-square deviation of the device dynamic
error is determined as 6 =+/D .

If the input is not correlated with the output signal, the
variance of the sensor or module error will be equal to the
difference between the variances of the output and input

signals D, = Dy -D, . Thus, the error variance can be
defined as the difference between the areas under the spectral
density curves for the input and output signals.

Note that the appearance of the spectral density graph
characterizes the device dynamic error and reveals, e.g., low-
frequency drift or high-frequency noise.

IV. VERIFICATION OF DEVELOPED SPECTRAL METHODS

We have verified the proposed methods. The studies
were carried out in the laboratory using test bench equipment
providing oscillations with a given period and amplitude, and
polyharmonic oscillations with a given frequency spectrum.
The dynamic yaw error of the magnetic compass and
dynamic error of the electronic roll and pitch inclinometer
[5] during roll were estimated in laboratory studies. The units
under test were placed on the test platform. When testing the
magnetic compass, the test bench axis was positioned
vertically to simulate the ship yawing; when testing the roll
and pitch inclinometer, it was positioned horizontally to
simulate roll. Note that during the magnetic compass tests it
was needed to exclude additional magnetic fields affecting
the device readings. For this purpose, the test bench with the
installed compass was installed inside a shielded
electromagnetic chamber/stand, where different values of the
vertical and horizontal components of the Earth’s magnetic
field could be simulated.

At the first step of experimental studies, the dynamic
error of the roll and pitch inclinometer was estimated with

the traditional method, assuming deterministic approach to
testing: successive comparison of harmonic oscillations of
known frequency and amplitude set by the test bench and the
obtained device measurements. The tests were carried out
under roll and pitch periods from 3 to 10 s and amplitudes of
+2°, £5° and £10°. The RMS deviation under the specified
frequencies at different amplitudes ranges from 0.028° to
0.32°.

At the second step, we estimated the dynamic errors of
the magnetic compass and roll and pitch inclinometer using
the proposed spectral method and compared the laboratory
results with the field test results. Based on field data, the
amplitude spectra of the ship's roll, pitch, and yaw were
constructed. Next, the amplitudes and periods of the
harmonic components of the test bench oscillations were
selected to simulate the conditions that were closest to real
ones (Fig. 1). Note that the issue of methods for smoothing
the spectral density graph when selecting the parameters of
the harmonic components remains open [6]. When
constructing the amplitude spectra, we have achieved the
required smoothness of the curves, and at the same time have
not greatly distorted the variance.

s Test bench
= = = Real

Signal amplitude spectrum, deg

Frequency, He

Fig. 1. Amplitude spectra constructed from real samples (dashed line) and
from bench data (solid line).

The devices under study were installed on the test bench,
and polyharmonic oscillations in the preset frequency
spectrum were simulated with simultaneous recording of
data from the test bench and devices (roll and pitch
inclinometer and magnetic compass). Based on these
samples, the error correlation functions were calculated using
(1). After their Fourier transformation, graphs of the error
power spectral density for the electronic inclinometer and
magnetic compass were constructed (Fig. 2).

The error variance of the devices was determined as the
area under the indicated graphs. The RMS deviation was
0.36° for the inclinometer, and 1.2° for the magnetic
compass. The RMS deviations obtained in field studies by
comparison with reference instruments was 0.28° for the
inclinometer, and 1.68° for the magnetic compass. Analysis
of the findings showed good agreement between the
experimental and field test results. Moreover, the dynamic
error of the roll and pitch inclinometer, calculated using the
deterministic approach, significantly differs from the values
obtained using the spectral approach and field experiment,
i.e., traditional methods fail to estimate the real error of the
devices under their operating conditions. Therefore, in
experimental laboratory studies of the errors of navigation
devices, it is reasonable to set oscillations in the frequency
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rather than

reproduce

individual harmonic

oscillations with the known frequency and amplitude.
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Fig. 2. Error spectral densities for the inclinometer (a)

and magnetic compass (b).
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V. CONCLUSIONS

The proposed method for experimental estimation of the
dynamic errors of navigation devices based on spectral
methods significantly reduces the test time (up to 15-20
minutes), which is extremely important for serial-produced
products, and provides more reliable results for the specific
operating conditions of the devices.
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Abstract — A digital model of the subsurface layer is
proposed that increases the sensitivity of vehicle state error
detection and the correction accuracy of the dead reckoning.
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I. INTRODUCTION

In dead reckoning (DR) used in autonomous mobile
vehicles, gyroazimuth drift with a quadratic time-increasing
law has the greatest influence on the increase of on-board
navigation error [1]. To correct the error, navigation
information is integrated with global position data from the
Satellite Navigation System (SNS). Currently, there are
many solutions to combine navigation information and
gyroazimuth drift estimation. For example, one approach is
to apply the Error State Extended Kalman Filter to estimate
the biases of accelerometers and gyroscopes with slow
dynamics [2]. Correction of the growing error in the DR
remains relevant due to the fact that offline global position
data are determined from analyzing the gradient of the
Earth's geophysical fields. The radio locational contrast of
the Earth's subsurface has a natural physical field gradient
and is stable over long periods of time. The study of the radio
locational contrast of the Earth's subsurface is used by
geophysics to determine the structure of the Earth's surface,
to excavate underground objects, and to inspect road
structures or pavements. Ground penetrating radar (GPR)
with pulsed or step-frequency emission of electromagnetic
signals is used for this purpose [3].

II. APPROACHES

At the present time an approach has been proposed to
estimate the state of a moving vehicle by comparing the
current array of radar reamers contrast received from GPR
with antenna array with a priori map of radar reamers [4]. In
this approach, preliminary GPR measurements with eleven
channels were used for map preparation which were
weighted averages of the previous measurement and
converted to a "grid". Electromagnetic contrast
measurements were referenced to geodetic location data
obtained by the SNS. Current GPR measurements underwent
identical signal processing and conversion to a "grid" map to
determine the location. Region of interest with linked SNS
data was defined on the map where vehicle was highly likely
to be located for place recognition. A location was searched
in a defined array of radar reamers by calculating the
correlation coefficient (rough search). Next, a particle swarm
optimization algorithm was applied to determine the three
orientation angles and refine the position by calculating the
vehicle position (accurate search). The method used allowed
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us to obtain navigation data of global position every second
when linked with SNS data.

In the approach described in [5], which used the same
GPR with antenna array, the data from the sensor were
integrated with inertial navigational system measurement and
odometer by applying the Kalman filter. Moreover, the data
from GPR was combined by separate filtering due to absence
of global location data in a priori map in places of poor
satellite signal reception. When comparing estimates in
different weather conditions, GPR measurements obtained in
rain and snow were less correlated with the a priori map than
in clear weather condition.

In another study [6], a method was proposed in which
single-channel GPR data were used to correct the increasing
error of the inertial system by calculating the correlation of
scalar radargram data obtained from GPR measurements of
the same track section in different directions. To obtain
navigation data a neural network was trained to predict the
relative motion of the robot between inconsistent pairs of
radargram images. The correction of the autonomous
navigation system was carried out as a logical derivation of
the maximum posterior probability by optimizing the hidden
states and constraints of the factor graph. The contribution of
this approach to the presented work is data obtained
synchronously from measurement sensors (odometer, IMU,
GPR and total station) and published in the public domain of
the Internet [7].

The key scientific results of the proposed approach are:

GPR measurement model, that establish the
dependence of radargram illumination gradient
variation on vehicle geodetic location data and
velocity;

construction of a digital model of subsurface layer of
a vehicle route on the basis of determining the

parameters of combined neural network
(convolutional and recurrent) by machine supervised
learning;

an algorithm for correcting the increasing error of the
DR using a digital subsurface model of the vehicle
route and a Kalman filter with error state estimation.

III. THE PROBLEM STATEMENT

Assume that the vehicle starts moving from a starting
point in the navigation coordinate system OXYZ . The on-
board navigation system determines the distance increment
by means of an odometer and the orientation by an inertial
measurement unit (IMU). The vehicle is equipped with a



31st Saint Petersburg International Conference on Integrated Navigation Systems (ICINS 2024)

single-channel GPR  that receives the reflected
electromagnetic signal from the Earth's subsurface in the
form of amplitude reports. They are converted into a
radargram, which is deployed in a two-dimensional image
plane by signal reflection depth and path travelled. For the
reference estimation of the vehicle trajectory, measurements
of its position in the geodetic coordinate system are carried
out using a total station in the auto surveillance mode.

A. Features of condition estimation

The general idea of using Error State Extended Kalman
Filter is to represent the true state as a composite of the
nominal state x , as a large-valued signal, and the error
state ox , as a small-valued signal. The nominal state
integrates into an IMU navigation data without taking into
account model disadvantages. They accumulate in the form
of noise in the error state dx , which is estimated by linear-
Gaussian filtering.

B. Nominal state

Nominal state is vector

[ X py P: Vi vy V: qydx qy q; ]T > that varies

in position, velocity and orientation (in quaternions) in the
motion model presented below:

X a

At?
Pi = Pia Vi At+ (Rgpag — g)T

Vi = Vi T (Rgrae — )AL

g = Qg0 A1))qy

where a= [ax a, aZJ accelerations,

W= [a)x 0, o, J - angular velocities, measured by IMM.

C. Error state

Error state vector
sc=lp, @, @, o, &, & o0, 50, 50
describes the orientation in Euler angles and varies according
to the following dependence:

ox, = F,_ 0, +L,_n;_,, where transformation matrix

EESR RV 0
F=|0 I35 —[RGLak_1 ]XAt , covariance matrix
| 0 0 I35
00
Liy=|13; O , IMU  measurement  noise
LU £
2
ng < N[0,0, =A?| T
o-gyro

D. Prediction step

The covariance matrix of state estimation error is defined
using the following equation:

= T T
P =F Py Fry + Ly O Ly -

220

E. Correction step

At the correction step, the error state vector is determined
by calculating the Kalman gain coefficient:

K, =P, H] (H,P,H{ +R)"" , where R - covariance
matrix of measurement noise of correction sensors.

The error state  vector is  calculated as
&y =K, (v, —x;), where y, - sensor measurement vector.

Correction of the prediction step is determined by the
following dependencies:

ﬁk = ﬁk +5pk";k :{;k +5vkaék = Q(q(é‘e))\qlk

The covariance matrix is updated by the formula:
P=(I-KH)P(I-K H)" +K.RK] .

After the correction step, the error state vector is reset to
zero.

F. Measurement model

For the dead reckoning system measurement vector y,
is determined as follows:

J’k:lpx py, 0 vp v, 0 0, Hy OJ.

Accordingly, the measurement matrix H will be as
follows:

H=Diagll 1 0 1 1 0 1 1 0].

GPR receives a reflected electromagnetic signal from the
subsurface layer of the Earth in the form of amplitude
reports, which are converted into a 2-dimensional image, one
axis of which is determined by the depth of signal reflection,
and the second - by the travelled path. The depth of signal
reflection is not informative for determining the navigation
model of the measurement due to the motion over the Earth's
surface, but does affect the representation of the illumination
gradient.

Due to the lack of a coupling equation between GPR
measurements and navigation data, it was necessary to
synthesise an algorithm for constructing a digital subsurface
model (DSM) of the vehicle route, that can be used to
determine the required measurement vector y, (Fig.1).

IMU TS
i Initialization
accelerometer | L A= b
' =g [ - )
M Guos i B o Nominale State
YTOSCOope w » E E # .
| magnetometer } q Error State
domet 5 v 7
ocometer vilEg Compute Error
1 o g — y
== ————
DSM 2 E [
?2 8 Error State reset
[ eer r=

Fig. 1. The problem statement
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IV. SOLUTION

The algorithm for constructing the DSM of the vehicle
route includes three stages:

e submap generation from reflected electromagnetic

signals from the Earth's subsurface;

place recognition from geo-referenc