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Abstract: The results of the testing of the algorithm for determining the position of an autonomous underwater vehicle (AUV) 
using measurements of ranges to acoustic beacons and data from a water-speed log and heading indicator, proposed in Part 1, 
are considered. The essential features of the algorithm are that it starts running without a priori AUV coordinates and without a 
set of simultaneous measurements required to obtain an unambiguous navigation solution, recursive processing of current meas-
urements and the measurements saved before the solution started in the same filter, taking into account the AUV position ambi-
guity and its resolution. The runtime of the proposed algorithm is compared with other possible solutions. The results of the 
simulation and field data postprocessing have made it possible to evaluate the time needed to obtain the first unambiguous solu-
tion and the accuracy of unambiguous solutions obtained with the use of the developed algorithm for different number and loca-
tions of acoustic beacons and AUV trajectories. Two types of desynchronization of the beacons and AUV clocks are considered: 
random and unknown; accordingly, either range or range-difference measurements are used. The solutions with and without 
taking into account the measurements saved before the algorithm started are compared.  

Keywords: autonomous underwater vehicle, long baseline method, range and range-difference measurements, dead reckoning, 
Kalman filter, ambiguity, a posteriori probability, simulation, field data postprocessing. 

INTRODUCTION 

In Part 1 of this article [1], the authors formulated 
the mathematical problem statement for determining 
AUV coordinates based on the long baseline (LBL) 
method. The problem involves conditions that are 
nonstandard for the application of this method: the 
number of available beacons and their arrangement 
relative to the AUV do not allow obtaining an unam-
biguous navigation solution based on simultaneous 
measurements. It is supposed that there are no a priori 
coordinates of the AUV that would allow choosing an 
unambiguous solution. The desynchronization be-
tween the beacons and the AUV clocks is assumed to 
be random (constant + white noise) with known char-
acteristics or represents an unknown value. For un-
known desynchronization, range-difference meas-
urements are used in the processing. The first part of 
the article contains a detailed description of the algo-
rithm for the problem solution, which combines non-
linear (including multiple model) and linear estima-
tion methods to obtain a computationally simple solu-

tion that can be implemented in the AUV onboard 
hardware in real time. 

This article, which is Part 2 of [1], is devoted to 
the study of the algorithm proposed and discussed 
in Part 1; it consists of three sections. In Section 1, 
we compare the runtime of our algorithm with other 
solutions that also, like the proposed algorithm, 
provide processing of both current measurements 
and measurements saved before the algorithm 
startup, hereinafter called saved measurements. 
Sections 2 and 3 present the results of the algorithm 
numerical testing obtained by simulation of a set of 
random samples of measurement errors and field 
data postprocessing. The solutions with and without 
account of saved measurements are compared. In so 
doing, basically, we consider scenarios with ambi-
guity in determining the AUV coordinates. The re-
sults are analyzed in terms of the time needed to 
obtain the first unambiguous solution and the accu-
racy of unambiguous solutions. In the simulation, 
we deal with the root-mean-square errors (RMSE) 
of coordinate estimates. The actual RMSE obtained 
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from the samples of the coordinate estimate errors 
are compared with the calculated RMSE obtained 
from the covariance matrices generated in the algo-
rithm [2]. In addition to RMSE, we determine the 
proportion of unambiguous solutions from the total 
number of the simulated solutions. 

1. EVALUATION OF THE ALGORITHM
RUNTIME 

In this section, the time required to implement 
the algorithm described in Part 1 of the article is 
compared with that needed for other algorithms that 
also recursively process the previously saved meas-
urements before the solution started, at a single 
noninitial step of the algorithm (after the arrival of 
measurement vector Y1, Y2, etc.). Desynchronization 
δ of clocks was assumed to be random, that is, orig-
inal range measurements were processed directly. 
Before the solution started, measurements were ob-
tained from one beacon, and after start, from two 
beacons. Calculations of the ratio of posterior prob-
abilities of hypotheses for an ambiguous solution 
were not taken into account in the comparison. 

Two algorithms were considered as alternatives 
to the proposed one. The first algorithm includes 
two Kalman filters (KF), one of which processes 
current measurements in forward time, while the 
other one processes saved measurements in back-
ward time. The data of the two filters are fused us-
ing the dummy measurements method [3, 4]. The 
second algorithm differs from the algorithm with 
two KFs in that saved measurements are processed 
by fixed-point smoothing (FPS) [5,6] instead of the 

KF. The fixed point is the time when the solution 
starts. We analyzed two variants for each of the al-
ternative algorithms. In the first one, two KFs or 
FPS with the KF, denoted as KF+KF, 
FPS+KF, are used in turn; in the second vari-
ant, they work in parallel: KF||KF, 
FPS||KF. It should be borne in mind that paral-
lel computing technology cannot always be imple-
mented in the AUV onboard computer, since it re-
quires special hardware and software. The algo-
rithm proposed in the article provides for pro-
cessing of current measurements in forward time 
and those saved before the solution started, in 
backward time using the same KF, which is why we 
designate it as KF. The algorithms runtimes 
were evaluated with different numbers of N of the 
saved measurements processed in one i-step of the 
solution. Clearly, the algorithms KF||KF, 
FPS||KF are most effective at N = 1, when the 
amount of parallel calculations in them for forward 
and backward time are comparable. As N increas-
es, the differences in the performance between 
KF||KF and KF+KF, FPS||KF and 
FPS+KF should obviously level off.  

The diagram in Fig. 1 shows ratio of the runtime of 
the algorithms KF+KF, KF||KF, 
FPS+KF, FPS||KF to the runtime of the algo-
rithm KF. We should keep in mind that this ratio 
varies depending on the hardware and software. The 
state vector dimensionality may also affect runtime. 
In this regard, the data provided cannot be extended to 
the onboard versions of the algorithms, but they give 
an approximate idea of the relative performance of all 
the algorithms mentioned. 

KF+KF KF||KF FPS||KF KFFPS+KF
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Fig. 1. Runtime ratios of the four algorithms and the algorithm KF at a single noninitial step of solution. 

In general, we can say that the solutions under 
consideration do not have any fundamental differ-
ences in their performance. Algorithm KF has a 

certain advantage over the alternative ones that do not 
use parallel computing. Compared to KF+KF, 
algorithm KF wins in performance by 30–60% 
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for all considered ΔN  100. As distinct from 
FPS+KF, the results of algorithm KF are 30–
50% better only for ΔN  3. AlgorithmFPS||KF is 
the most efficient of the presented algorithms; it out-
performs KF by 20–50% for ΔN ≤ 10, but with a 
further increase in ΔN, its superiority vanishes. 

At the same time, it was found that the time spent 
on the solution startup (i = 0) with n0 = 2, L = 12 to 

obtain ( ) ( )
0 0,l lx y

 
 from ( )

00 ,lx y  , 1,l L  with 5 itera-

tions (stage 2, section 2 in [1]) turns out to be less, but 
comparable with the runtime of the considered algo-

rithms at a noninitial step with ΔN = 100, if ( ) ( )
0 0,l lx y

 

are calculated sequentially. In the case of parallel 

computing of ( ) ( )
0 0,l lx y

 
, this time is significantly re-

duced. The time needed to calculate the ratio of a pos-

teriori probabilities of hypotheses 1/2
ip is much less

than the total runtime of the algorithms for ΔN = 1. 

2. SIMULATION

The proposed algorithm was simulated in different 
navigation situations, each with random and unknown 
desynchronization δ of the beacon and AUV clocks. 
The AUV ground speed was set equal to 5 m/s. In 
each example, the simulation was based on 1500 
samples of random errors in range measurements, da-
ta from the heading indicator and log, as well as errors 
in the current speed knowledge. Error parameters 
were as follows: range measurement noise with 
standard deviation (SD) of σv = 10 m, constant error 
in the sound speed knowledge with σΔс = 3 m/s, log 
measurement noise with σΔV = 0.1 m/s, slowly chang-
ing errors in determining the heading with σΔK = 5°, 
and in the knowledge of the current speed compo-
nents with σΔU = 0.25 m/s; correlation intervals of 
these components τΔU = τΔK = 3600 s. In the case of 
random desynchronization, the SD of its constant 
component was σb = 20 m, and for the noise compo-
nent, it was σe = 2 m. The measurement sampling in-
terval was Δti = 1 s. Acoustic measurements were 
simulated only in the cases when the distance from 
the beacon to the AUV did not exceed 1 km. The al-
gorithm had the following parameters: the assumed 
maximum signal reception range from beacons was 
Dmax = 1.5 km; the parameter determining the prelim-
inary estimate grid step was x  = 300 m; the number 
of saved measurements processed at the first step of 
the solution after the algorithm startup was ΔN0 = 0 

(i.e. they are not processed until the measurement 
vector Y1 is obtained) and at noninitial steps (after Y1, 
Y2, etc. is obtained), ΔN = 10; the threshold for the 
ratio of the a posteriori probabilities of the hypotheses 

about the AUV position was 410p  for random 

desynchronization and 510p   for unknown desyn-
chronization. Recall that Dmax and x  are used to de-
termine the boundaries of the preliminary estimates 
when the algorithm is launched (see the explanations 
for expressions (8) in [1]). If the ratio of the larger a 
posteriori probability to the smaller one exceeds the 
threshold p , the more probable hypothesis is accept-
ed as a true one and the solution is considered unam-
biguous (see the rule for choosing the true hypothesis 
at the beginning of Section 4 in [1]). 

The simulation results are presented in Figs. 2–4 
in the same format. The graphs at the top left show 
the beacons, true trajectory, a sample of a trajectory 
for the false hypothesis about the AUV position, 
which is considered before the ambiguity resolution 
without account of the saved measurements, and 
lines of position-circles and hyperbolas for the range 
and range-difference measurements at the moment 
when the solution starts. The term ‘range-difference 
measurements’ is used in reference to differences 
between the range measurements from beacons 2, 3 
and beacon 1. The two upper graphs on the right 
show the actual (from the samples of the estimation 
errors) and calculated (from the KF covariance ma-
trices) RMSE [2] of coordinate estimates obtained 
for a set of solutions generated by the algorithm un-
der consideration with and without account of the 
measurements saved before the algorithm is 
launched. This RMSE is given only for unambigu-
ous solutions, i.e. for those in which, by that time, 
the true hypothesis about the possible AUV position 
was chosen. For this reason, the RMSE graphs do 
not begin from the start of the algorithm, when the 
number of unambiguous solutions is small. The third 
graph on the top right shows the proportion of un-
ambiguous solutions of all 1500 simulated ones. The 
horizontal axis on the graphs shows the time passed 
from the moment t0, when the solution started. At the 
bottom of the figures are the graph of the AUV head-
ing and the diagram of the beacons used. In the sim-
ulation, we studied Cases A, D2, and B2 introduced 
in [1], where it was impossible to determine the 
AUV unambiguous position at the beginning of the 
solution. 
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First, let us make some general comments on the 
simulation results. It is evident from the RMSE 
graphs that the calculated RMSE adequately conveys 
the real level of error. The discrepancies between the 
calculated and actual RMSE are noticeable, but insig-
nificant. The unambiguous solutions obtained during 
the simulation were correct, i.e. of the two hypotheses 
about the AUV position, the true one was unmistaka-
bly chosen. Judging by the graphs of the percentage 
of unambiguous solutions in Figs. 2 and 3, processing 
of the saved measurements provides for faster ambi-
guity resolution. If we compare the RMSE of coordi-
nates among unambiguous solutions, here, too, the 
algorithm taking into account the saved measure-
ments has an advantage, which is especially obvious 
from the RMSE of x in Fig. 3 at the top. But this ad-
vantage decreases over time. 

Further, we discuss individual examples of the 
solutions. 

1. The results presented in Fig. 2, at the top, show
that the AUV turns help resolve the ambiguity of so-
lutions with random desynchronization δ and two 
beacons. In particular, the turn performed before the 
algorithm was launched made it possible to sharply 
increase the number of unambiguous solutions pro-
vided that the saved measurements were taken into 
account in the algorithm. The ambiguity of the AUV 
position is resolved owing to the fact that for the true 
hypothesis, the new incoming acoustic measurements 
agree with the AUV coordinate prediction estimates 
based on data from the log and heading indicator, 
whereas for the false hypothesis, the measurements 
and predicted coordinates increasingly contradict each 
other over time. In the example at the top of Fig. 2, 
the straight section of the trajectory on which the so-
lution begins has a small inclination (10 deg) to the 
straight line passing through beacons 1 and 2, which 
complicates the ambiguity resolution. As this trajecto-
ry inclination increases, as in the example at the bot-
tom of Fig. 2, where it is 60 deg, the ambiguity is re-
solved faster. When the saved measurements are tak-
en into account in this example, this happens almost 
immediately. If the AUV moves in a straight line and 
parallel to the line passing through two beacons, the 
resolution of the ambiguity is impossible without a 
priori data on its coordinates. 

2. With unknown desynchronization δ and three
beacons, ambiguity resolution is possible for AUV 
rectilinear motion as well, even if it moves along a 

straight line connecting beacons 1 and 2, and beacon 
3 is located with a small offset from this line (see Fig. 
3 at the top). If the angle between the AUV trajectory 
and the straight line passing through beacons 1 and 2 
increases to 60 deg (Fig. 3 at the bottom), the ambigu-
ity is resolved almost as quickly as in a similar case 
with two beacons and random δ (Fig. 2 at the bottom). 
Note that in the example at the bottom of Fig. 3, the 
RMSEs of the coordinates with and without taking 
into account the saved measurements practically coin-
cide, since the section before the start of the solution, 
where measurements can be saved, is rather short. 
And yet, unambiguous solutions are obtained faster 
with the use of the saved measurements.  

3. Figure 4 shows the results for random desyn-
chronization and three beacons located almost on 
the same line, which adversely affects the accura-
cy of the navigation solution and leads to ambigui-
ty, since the lines of position in the form of three 
circles are close to intersection in two places. In 
this example, it was assumed that there were no 
measurements saved before the beginning of the 
solution, for example, because the whole naviga-
tion problem was started or restarted. In this ex-
ample, when the solution started, the major semi-
axis a of the calculated coordinate error ellipse 
exceeded the threshold of a  = 500 m, and the so-
lution was performed taking into account the am-
biguity (see Case B in [1]). During the subsequent 
processing of the measurements, the ambiguity 
was resolved relatively quickly. 

At the same time, it was found that in terms of 
coordinate RMSEs of unambiguous solutions, the 
proposed algorithm does not practically differ from 
the one in which all saved measurements are pro-
cessed using the FPS procedure before processing of 
the current measurements [5, 6]. No significant dif-
ferences in the results were found between the pro-
posed algorithm and the one that uses two KFs for 
separate processing of current and saved measure-
ments, and their fusion is performed using the meth-
od of dummy measurements [3, 4]. 

In closing this section, we note that the RMSE 
values shown in the graphs were obtained under the 
navigation conditions that are nonstandard for the 
application of the LBL method, so that these values 
cannot be compared with the error limit values of 
10 m and less, which are considered typical for 
normal conditions. 
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Fig. 2. Simulation conditions and results for random desynchronization of the beacon and AUV clocks in Case A [1] for different AUV trajectories. 
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Fig. 3. Simulation conditions and results for unknown desynchronization of the beacons and AUV clocks in Case D2 [1] for different AUV 
trajectories. 
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Fig. 4. Simulation conditions and results for random desynchronization of the beacons and AUV clocks in Case B2 [1].

3. FIELD DATA POSTPROCESSING

Figures 5 and 6 show the conditions and results 
of the experiments with the use of the field data 
processed in the office, with random and unknown 
desynchronization δ of the beacons and the AUV 
clocks. The field data were obtained from a boat 
equipped with a receiver of signals from Global 
Navigation Satellite Systems (GNSS). A towed un-
derwater vehicle with an acoustic system was taken 
to imitate an AUV.  In the experiment with random 
desynchronization, we used 2 beacons (Case A [1]) 
and 3 beacons were used in the case of unknown 
desynchronization (Case D1 [1]). 

In the latter case, after the solution started, we had 
measurements only from one beacon. They were not 
used since it was impossible to form a range-
difference measurement, and before the start, there 
were only 6 simultaneous measurements from two 
beacons (see the graph at the bottom of Fig. 6). Thus, 
here, after the solution started, rare saved measure-
ments were processed for 28 s, whereas the solution 
without account of the saved measurements was re-
duced to the dead reckoning (prediction), which was 
based on the initial solution obtained with the use of 
measurements from three beacons.  

As in the simulation, we considered solutions 
with and without account of saved measurements. 
The speed of the towed vehicle was about 4 m/s. Its 
reference coordinates were calculated based on the 
coordinates provided by the GNSS receiver and the 

known length of the cable. Since the dead reckon-
ing used the geographic components of absolute 
velocity from the GNSS receiver, the errors of the 
heading and current speed components are absent 
and are not estimated in the problem. The rest of 
the calculations with field data were carried out 
with the same algorithm parameters as in the simu-
lation. In the problem with random desynchroniza-
tion, the measurements were complemented with 
the constant offset of b = 30 m (with σb = 20 m as-
sumed in the algorithm). 

The graphs in Figs. 5 and 6 are similar to those 
considered earlier for the simulation. The main dif-
ference is that the actual and calculated RMSE ob-
tained from a set of solutions are replaced here for 
the sample of the estimation error and the tripled 
RMSE value obtained from the corresponding di-
agonal element of the KF covariance matrix. In the 
graphs for the heading and the number of the bea-
cons used, the time scale before the solution startup 
is compressed as compared to the time scale after 
the solution started. 

From the graphs of the coordinate estimation er-
rors with random desynchronization (Fig. 5) it is 
evident that with account of the saved measure-
ments, the ambiguity is resolved 2 s after the solu-
tion started, and without them, in 11 s. The angle 
between the direction of the AUV trajectory and the 
straight line passing through the two beacons in the 
experiment with random desynchronization is large 
enough to quickly obtain an unambiguous solution 
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despite the sparse diagram of the measurement arri-
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Fig. 5. Simulation conditions and results of the field data postprocessing for random desynchronization of the beacons and AUV clocks in Case A [1]. 
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Fig. 6. Simulation conditions and results of the field data postprocessing for unknown desynchronization of the beacons and AUV clocks in 
Case D1 [1]. 
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The errors in unambiguous solutions in the ex-
periment with random desynchronization are con-
siderably smaller when the saved measurements are 
taken into account, but in the case of unknown 
desynchronization, they do not significantly depend 
on this factor. The tripled calculated RMSEs exceed 
the actual level of error with a margin. Among oth-
er things, the results of field data postprocessing 
demonstrate the operability of the proposed algo-
rithm in the case of a highly fragmented diagram of 
acoustic measurement arrivals. 

CONCLUSIONS 

The study described in Part 2 has confirmed the 
advantage of the developed algorithm, in the sense 
of runtime, over the other algorithms that process 
current and saved measurements (using two KFs or 
the FPS and KF) without parallel computing tech-
nology. It is noted that the initial ambiguous solu-
tion is computationally most difficult to obtain. The 
algorithm has been tested by the simulation of a set 
of random samples of measurement errors and field 
data postprocessing. It has been found that taking 
into account the measurements saved before the 
algorithm launch is primarily useful for reducing 
the time needed to obtain an unambiguous solution. 
It has been shown that in the situation with two 
beacons in use and random desynchronization of 
the beacons and AUV clocks, the time for obtaining 
unambiguous solutions is reduced when the AUV 
makes turns and when the angle between its trajec-
tory and the straight line passing through the bea-
cons increases. In the situation with three beacons 
and unknown desynchronization (processing of 
range-difference measurements), the ambiguity is 
resolved even when the beacons are located approx-
imately on the same straight line and the AUV 
moves along it. It has been confirmed that the esti-
mated RMSE adequately represents the actual level 

of error both in the simulation and in field data 
postprocessing. 
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